Math 210A. Eisenstein criterion and Gauss’ Lemma

1. Motivation

Let \( R \) be a UFD with fraction field \( K \). There is a useful sufficient irreducibility criterion in \( K[X] \), due to Eisenstein:

**Theorem 1.1** (Eisenstein’s criterion). For \( f = a_nX^n + \cdots + a_0 \in R[X] \) with positive degree \( n \), if there exists a prime \( \pi \) prime of \( R \) such that \( \pi \nmid a_n, \pi|a_i \) for all \( i < n \), and \( \pi^2 \nmid a_0 \), then \( f \) is irreducible in \( K[X] \).

This theorem is often applied when \( a_n = 1 \), in which case the condition \( \pi \nmid a_n \) is automatically satisfied. In such cases, another way to formulate Eisenstein’s criterion is that \( f \) mod \( \pi \) is a monomial and \( \pi^2 \nmid a_0 \). The proof of Eisenstein’s criterion rests on a more important Lemma of Gauss (Theorem 2.1 below) that relates factorizations in \( R[X] \) and \( K[X] \). Here is Eisenstein’s simple argument, assuming Gauss’ Lemma.

**Proof.** If \( f \) is reducible in \( K[X] \), then by Gauss’ Lemma there is a factorization \( f = gh \) in \( R[X] \) with \( g \) and \( h \) both of positive degree, say \( d \) and \( d' \) respectively. (This is where it is used that \( R \) is a UFD.) The leading coefficients of \( g \) and \( h \) have product \( a_n \) that is not divisible by \( \pi \), so in \((R/\pi R)[X]\) the reductions \( \bar{f}, \bar{g}, \) and \( \bar{h} \) have degrees \( n, d, \) and \( d' \) respectively. By hypothesis, \( \bar{f} \) is a monomial in \((R/\pi R)[X]\). But \( R/\pi R \) is a domain since \( \pi \) is prime, so the only way that a product of two polynomials over \( R/\pi R \) can be a monomial is if each of the factors is a monomial. Hence, \( \bar{g} \) and \( \bar{h} \) are monomials. Their respective degrees \( d \) and \( d' \) are positive, so their constant terms vanish. In other words, the constant terms of \( g \) and \( h \) are divisible by \( \pi \). The product of these constant terms is the constant term \( a_0 \) of \( f \), so \( \pi^2 \nmid a_0 \), contradicting our hypotheses on \( f \).

Before proving Gauss’ Lemma, we give an example of Eisenstein’s criterion in action (the trick of “translation”) and a non-example to show how the criterion can fail if we drop primality as a condition on \( \pi \). (In the proof of Eisenstein’s criterion, the role of \( \pi \) being prime was crucial for knowing that \( R/\pi R \) is a domain.)

**Example 1.2.** Let \( p \) be a prime in \( \mathbb{Z} \) and consider \( \Phi_p = X^{p-1} + \cdots + X + 1 \in \mathbb{Z}[X] \). We claim that this is irreducible in \( \mathbb{Q}[X] \) (e.g., \( \Phi_2 = X + 1 \) and \( \Phi_3 = X^2 + X + 1 \), but for \( p \geq 5 \) it is clear that hands-on manipulation is pointless). To prove \( \Phi_p \) is irreducible in \( \mathbb{Q}[X] \), we make the change of variable \( X \rightarrow X + 1 \): it is equivalent to show \( \Phi_p(X + 1) \) is irreducible. But this is a polynomial to which Eisenstein applies in \( \mathbb{Z} \) for the prime \( p \). Indeed, in \( \mathbb{F}_p[X] \) we have by the magic of characteristic \( p \) that
\[
(X - 1)\Phi_p(X) = X^p - 1 = (X - 1)^p,
\]
so \( \Phi_p(X) \equiv (X - 1)^{p-1} \mod p \), so \( \Phi_p(X + 1) \equiv X^{p-1} \mod p \). This congruence says that the monic degree \( p-1 \) polynomial \( \Phi_p(X + 1) \in \mathbb{Z}[X] \) has all lower degree coefficients divisible by \( p \), so we just have to make sure the constant term of \( \Phi_p(X + 1) \) is not divisible by \( p^2 \). Ah, but the constant term is obtained by specializing the variable to zero, and \( \Phi_p(1) = p \) by inspection.

**Example 1.3.** To show what goes wrong if we don’t require primality, consider \( \Phi_5 = X^4 + X^3 + X^2 + X + 1 \in \mathbb{Z}[X] \). Applying Eisenstein to \( \Phi_5(X + 1) \) with \( p = 5 \) shows irreducibility in \( \mathbb{Q}[X] \), as we saw above. But consider the ring \( R = \mathbb{Z}[\alpha] \) where \( \alpha = (-1 + \sqrt{5})/2 \). Though \( \alpha \) looks “fractional”, it is easy to verify that \( \alpha^2 + \alpha - 1 = 0 \), so in fact \( \alpha \) satisfies a monic quadratic with \( \mathbb{Z} \) coefficients (so \( R = \mathbb{Z} \oplus \mathbb{Z} \alpha \) is finite free as a \( \mathbb{Z} \)-module). Using some elementary algebraic number theory it can be shown that \( R \) is a UFD. But the fraction field \( K = \mathbb{Q}(\sqrt{5}) \) of \( R \) has the property that in \( K[X] \) we have the factorization
\[
\Phi_5 = X^4 + X^3 + X^2 + X + 1 = (X^2 - \alpha X + 1)(X^2 - (-1 - \alpha)X + 1),
\]
as one checks by using the relation \( \alpha^2 = -\alpha - 1 \).

Thus, \( \Phi_5 \) is reducible in \( K[X] \) (the factorization even takes place in \( R[X] \)), but it is still true in \( R \) that \( \Phi_5(X + 1) \) has all lower degree coefficients divisible by \( 5 \) (as this is even true in \( \mathbb{Z} \)) and its constant term \( \Phi_5(0) = 5 \) is not divisible by \( 5^2 \) (one can check that \( 5/25 = 1/5 \) does not lie in \( R \)). So why didn’t Eisenstein apply to this situation over \( K \) with \( \pi = 5 \in R^\prime \)? What went wrong is that \( 5 \) is not prime in \( R^\prime \)!

In fact,
Corollary 2.2. If $R$ is a UFD with fraction field $K$, then $R[X]$ is a UFD. An element $f \in R[X]$ is irreducible if and only if $f \in R$ is irreducible (degree 0 case) or $f$ is primitive in $R[X]$ and irreducible in $K[X]$ (positive degree case).

For example, the irreducibles in $\mathbb{Z}[X]$ are the ordinary primes, primitive polynomials of positive degree which are irreducible over $\mathbb{Q}$, and negatives of these. The basic principle of the proof is to peel off the UFD property from $K[X]$, using the UFD property of $R$ to control nonzero constant scaling factors which are absorbed as units when working over $K$. In particular, it must be stressed that the general UFD proof in this corollary uses the known special case when the coefficient ring is a field. That is, to use this corollary with $R = k$ a field (trivially a UFD) to deduce the UFD property of $k[X]$ would be circular reasoning.

Proof. As a warm-up, we begin by verifying the classification of irreducibles in $R[X]$. Since degrees add when multiplying, it is clear that an irreducible in $R$ is irreducible in $R[X]$ (and a reducible in $R$ is reducible in $R[X]$; a non-unit of $R$ cannot become a unit in $R[X]$). Meanwhile, if $f \in R[X]$ has positive degree then it is reducible if it is not primitive (e.g., $6X + 15 \in \mathbb{Z}[X]$). If $f$ is primitive, a non-trivial factorization

---

\[ \sqrt{5} = 2a + 1 \in R \] has the property that it is a non-unit in $R$ (check!) and its square is 5. Hence, $5 \in R$ admits a non-trivial factorization and thus is not prime.
$f = ab$ in $R[X]$ must have $a$ and $b$ of positive degree, so in $K[X]$ we get a non-trivial factorization. Note that conversely if $f \in R[X]$ is primitive of positive degree and $f$ is reducible in $K[X]$ then $f$ is also reducible in $R[X]$; this follows from Gauss’ Lemma! Hence, we conclude that the irreducibles in $R[X]$ are exactly as advertised.

Now we prove that every nonzero non-unit $f \in R[X]$ is a product of irreducibles, the factorization being unique up to ordering and unit multiples. For elements of degree 0, the only possible factorizations involve elements of degree 0. Thus, the UFD property of $R$ settles both the existence and uniqueness aspects for degree 0 elements in $R[X]$ (the unit ambiguity is not a problem, since $R[X]^\times = R^\times$). Now consider $f \in R[X]$ with positive degree. We use the UFD property of $R$ to write $f = cf_0$ with $c \in R$ and $f_0$ primitive. By Gauss’ Lemma, if $f_0$ is not irreducible in $K[X]$ then it has a non-trivial factorization $f_0 = g_0h_0$ in $R[X]$ with $g_0$ and $h_0$ of positive degree, and clearly necessarily primitive (as $f_0$ is primitive). Inducting on degrees, we conclude that any positive degree primitive in $R[X]$ is a product of positive degree primitives which are irreducible in $K[X]$ (and hence irreducible in $R[X]$), by Gauss’ Lemma. If we also apply the UFD property of $R$ to the coefficient $c$, we can break up the factorization $f = cf_0$ into $f = \prod p_i \cdot \prod \pi_j$ where $p_i \in R$ are irreducibles (there are none of these if $f$ is primitive) and $\pi_j \in R[X]$ are positive degree primitive irreducibles (necessarily also irreducible in $K[X]$, by Gauss’ Lemma). This proves the existence of factorization into irreducibles.

For the uniqueness aspect, suppose $f \in R[X]$ of positive degree admits two factorizations

$$
\prod p_i \cdot \prod \pi_j = f = \prod p_i' \cdot \prod \pi_j',
$$

where the $p_i$’s and $p_i'$’s are the degree 0 factors and the $\pi_j$’s and $\pi_j'$’s are the positive degree irreducible factors (necessarily irreducible in $K[X]$, from the classification of irreducibles in $R[X]$). In $K[X]$, the $\pi_j$’s and $\pi_j'$’s are irreducible and $\prod \pi_j = u \prod \pi_j'$ where $u = \prod p_i' \cdot \prod p_i^{-1} \in K^\times$ is a unit. Hence, by the UFD property of $K[X]$ we conclude that the two collections $\{\pi_j\}$ and $\{\pi_j'\}$ are the same up to ordering and $K^\times$-multiple.

But these collections consist of primitives, and if $g, h \in R[X]$ are primitive then $g, h$ are $K^\times$-multiples in $K[X]$ if and only if they are $R^\times$-multiples in $R[X]$. To see this, note that if $g = ch$ for some $c \in K^\times$ then we write $c = a/a'$ with $a, a' \in R - \{0\}$ having no non-trivial common factor (this can be done since $R$ is a UFD), so then $a'g = ah$ in $R[X]$. The gcd’s of the collection of $R$-coefficients on each of the two sides are $a'$ and $a$ respectively, since $g$ and $h$ are primitive, so since gcd’s are only well-defined up to unit multiple we conclude that $a = a'u$ for $u \in R^\times$, whence $c = a/a' = u \in R^\times$ as desired.

We conclude that the two collections $\{\pi_j\}$ and $\{\pi_j'\}$ are the same up to ordering and $R^\times$-multiple. Cancellling, we see that $\prod p_i$ and $\prod p_i'$ in $R$ are off by unit multiple, so by the UFD property of $R$ we deduce that $\{p_i\}$ and $\{p_i'\}$ are the same up to ordering and $R^\times$-multiple. This proves the uniqueness of factorization into irreducibles in $R[X]$ (up to ordering and unit multiples).

\textbf{Corollary 2.3.} If $R$ is a UFD, so is $R[X_1, \ldots, X_n]$ for all $n \geq 1$.

\textit{Proof.} The case $n = 1$ is the preceding corollary. Since $R[X_1, \ldots, X_n] \cong (R[X_1, \ldots, X_{n-1}])[X_n]$ for $n > 1$, we may induct on $n$ (note the need to have the previous corollary for arbitrary UFD’s in order to carry out the induction!).

As one example, $\mathbb{Z}[X_1, \ldots, X_n]$ is a UFD for all $n \geq 1$. It is not a PID, since the ideal $(p, X_1)$ is not principal for any prime $p$ in $\mathbb{Z}$. Likewise, $k[X_1, \ldots, X_n]$ is a UFD for $n \geq 1$, but it is not a PID when $n > 1$. More generally, if $R$ is a UFD which is not a field and $\pi \in R$ is an irreducible (which exists by the UFD property applied to any non-zero non-unit, such elements existing in $R$ precisely when $R$ is not a field), then $(\pi, X)$ is a non-principal ideal in $R[X]$. This is a pleasant exercise.

It is also instructive to chase through the proof of the UFD property in several variables to try to make it effective. For example, follow the method of proof used above to factor

$$
-6X^3 + 6X^2Y^2 + 6X^3Y - 3XY + 3Y^3 + 3XY^2 \in \mathbb{Z}[X, Y]
$$

into irreducibles.