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#### Abstract

We consider a regularized Wigner equation with an oscillatory kernel, the regularization acts in the space variable to damp high frequencies. The oscillatory kernel is directly derived from the Schrödinger equation with an oscillatory potential. The problem therefore contains three scales, $\varepsilon$ the oscillation length, $\theta$ the regularization parameter, $\delta$ the potential lattice.

We prove that the homogenized limit (as $\varepsilon$ vanishes) of this equation is a scattering equation with discrete jumps. As $\delta$ vanishes, the discrete scattering kernel boils down to a standard regular scattering kernel. As $\theta$ vanishes we recover the quantum scattering operator with collisions preserving energy sphere.


## 1 Introduction

The kinetic equation

$$
\begin{equation*}
\frac{\partial \bar{W}}{\partial t}+k \cdot \nabla_{x} \bar{W}=\int_{\mathbb{R}^{d}}|\alpha(p-k)|^{2}[\bar{W}(p)-\bar{W}(k)] \delta\left(\frac{k^{2}-p^{2}}{2}\right) d p . \tag{1.1}
\end{equation*}
$$

describes the phase space semi-classical limit of the energy density of the solutions of the Schrödinger equation in the weak coupling limit:

$$
\begin{equation*}
i \varepsilon \frac{\partial \psi_{\varepsilon}}{\partial t}+\varepsilon^{2} \Delta \psi_{\varepsilon}+\sqrt{\varepsilon} V\left(\frac{x}{\varepsilon}\right) \psi_{\varepsilon}=0 \tag{1.2}
\end{equation*}
$$

as $\varepsilon \rightarrow 0$. Here $x \in \mathbb{R}^{d}$ is the physical space coordinate and $k \in \mathbb{R}^{d}$ is the wave vector. The passage from (1.2) to (1.1) with a spatially homogeneous random potential $V$ has been first proved in [18, 13] for a short time interval and later extended to a global in time result in [10]. More precisely, it turns out that $\bar{W}(t, x, k)$ is the weak limit as $\varepsilon \rightarrow 0$ of the Wigner transform of $\psi$ defined as

$$
\begin{equation*}
W_{\varepsilon}(t, x, k)=\int e^{i k \cdot y} \psi_{\varepsilon}\left(t, x-\frac{\varepsilon y}{2}\right) \psi_{\varepsilon}^{*}\left(t, x-\frac{\varepsilon y}{2}\right) \frac{d y}{(2 \pi)^{d}} . \tag{1.3}
\end{equation*}
$$

The Wigner transform itself satisfies an evolution equation

$$
\begin{equation*}
\frac{\partial W_{\varepsilon}}{\partial t}+k \cdot \nabla_{x} W_{\varepsilon}=\frac{1}{i \sqrt{\varepsilon}} \int e^{i p \cdot x / \varepsilon}\left[W_{\varepsilon}\left(x, k-\frac{p}{2}\right)-W_{\varepsilon}\left(x, k+\frac{p}{2}\right)\right] \hat{V}(p) \frac{d p}{(2 \pi)^{d}} . \tag{1.4}
\end{equation*}
$$

The scattering cross-section $|\alpha(p)|^{2}$ in (1.1) turns out to be the power spectrum of the random potential $V$.

[^0]The proofs in $[18,13,10]$ are based on the intricate analysis of the individual contributions of various terms in the Duhamel expansion of (1.2) and are highly technical. The difficulties are intrinsic to the problem as the limit is only weak and the oscillatory terms are not small in the strong norms. The problem becomes much simpler if the random potential is random in time as well $[2,3,11,16]$ - this introduces an additional mixing that allows to obtain $L^{2}$ estimates on the corrected test functions for (1.4).

The purpose of this paper is to consider a deterministic model where the kinetic limit can be obtained in a straightforward manner. It turns out that this may be achieved by introducing a high-frequency damping in the Wigner equation, replacing (1.4) with

$$
\begin{equation*}
\frac{\partial W_{\varepsilon}}{\partial t}+k \cdot \nabla_{x} W_{\varepsilon}+\frac{\theta}{\varepsilon}\left(W_{\varepsilon}-\chi_{\varepsilon} \star W_{\varepsilon}\right)=\frac{1}{i \sqrt{\varepsilon}} \int e^{i p \cdot x / \varepsilon}\left[W_{\varepsilon}\left(x, k-\frac{p}{2}\right)-W_{\varepsilon}\left(x, k+\frac{p}{2}\right)\right] \hat{V}(p) \frac{d p}{(2 \pi)^{d}}, \tag{1.5}
\end{equation*}
$$

with a positive function $\chi_{\varepsilon}=\varepsilon^{-d} \chi(x / \varepsilon)$ such that $\int \chi(x) d x=1$. The regularization parameter $\theta \ll 1$ is small. Heuristically, the last term on the left side of (1.5) is absorbing for the high frequency component as $\chi_{\varepsilon} \star W_{\varepsilon}^{h f} \approx 0$ while it is not damping the low frequencies of $W_{\varepsilon}$, since $\chi_{\varepsilon} \star W_{\varepsilon}^{l f} \approx W_{\varepsilon}^{l f}$ for the low frequency part of $W_{\varepsilon}$. This is also reflected in the energy balance

$$
\begin{equation*}
\frac{1}{2} \frac{d}{d t} \int|W(t, x, k)|^{2} d x d k=-\frac{\theta}{\varepsilon} \int(1-\hat{\chi}(\varepsilon p))|\hat{W}(t, p, k)|^{2} d p d k \leq 0 \tag{1.6}
\end{equation*}
$$

Hence, the purpose of the weak high frequency damping is to capture correctly only the low frequency behavior while getting rid of the high frequency oscillations. This leads to the strong $L^{2}$-convergence of the solution of (1.5) to the solution of a kinetic equation as the high frequency oscillations are absent in the limit.

The potential $V$ in (1.5) is not required to be random or periodic: the only requirement is that its Fourier transform has a non-trivial singular part: see (2.4) below. This is another interesting aspect of the current set-up: the regularized Wigner equation may be homogenized in a very general setting with almost no underlying small-scale structure, such as periodicity or statistical homogeneity, assumed.

On the other hand, the derivation of a scattering equation from the true Wigner equation with a given potential is certainly impossible in a general deterministic framework. This is because of some inconsistency in the cancellations in the potential that are involved to produce the coefficient $\alpha^{2}$ that depends upon $V$ in a quadratic way, a phenomena that has been pointed out in [8]. Introduction of a regularization allows us to get forward with several steps which are based on three different limits. Firstly the homogenization parameter $\varepsilon$ vanishes, secondly the potential pseudo period lattice, denoted by $\delta$ below vanishes and thirdly the regularization parameter $\theta$ vanishes. We note that the final result of the three sequential limits is exactly the same kinetic equation (1.1) with an appropriately defined function $\alpha(p)$. Two comments are in order: first, the final kinetic equation is completely independent of the choice of the regularization function $\chi(x)$. Second, only the singular part of the measure-valued Fourier transform $\hat{V}(p)$ contributes to the scattering cross-section.

We note that the result we prove below, the strong convergence to the homogenized limit, is certainly impossible for the unregularized Wigner equation because it preserves the $L^{2}$ norm of the solution, while the scattering equation does not.

There are other ways to obtain a non-trivial semi-classical limit with a non-uniform potential. One way is a different scaling: we refer to [14] for the derivation of the standard Liouville equation for a fixed slowly varying potential, and to $[1,12]$ for the semi-classical limit in a rapidly oscillating periodic potential. None of them produce scattering but rather a modification of the bi-characteristics. Another way mentioned above to produce a scattering term is to introduce random potentials as
performed in $[18,13,10]$. The capability of a deterministic model to produce a scattering operator in the limit is more recent: see $[7,15]$ for two different formalisms (a simple homogeneous box without transport in the limit, or scattering localized at a single point). In the regime and method of Born series, the results have been pushed forward in [5], [6].

Our formalism allows us to use different methods that rely on the homogenization methods as presented in $[4,9]$ for instance, that is, building a multi-scale expansion

$$
W_{\varepsilon}=\bar{W}+\sqrt{\varepsilon} W_{1}\left(t, x, \frac{x}{\varepsilon}, k\right)+\varepsilon W_{2}\left(t, x, \frac{x}{\varepsilon}, k\right)+\ldots
$$

Here again the regularized equation allows us to make sense of the expansion. The specific difficulty is that the corrector equation for $W_{1}, W_{2}$ is ill-posed without regularization in our framework.

We recall that the general formalism behind the transition wave $\rightarrow$ Wigner $\rightarrow$ scattering is much more general than for the Schrödinger equation, we refer to [17] for a general presentation of this subject. However, there are no rigorous results on the passage to the kinetic limit available for time-independent systems other than the Schrödinger equation. On the other hand, the method of the present paper should extend to the regularized versions of the Wigner equations that correspond to, say, the acoustic wave equations, without major difficulties.

The organization of the paper is as follows. We present in Section 2 in detail our model and the various results. We insist in particular on the interplay and relative size of the various parameters that arise here. The third section is devoted to the construction of the correctors and to preliminary estimates. As usual, the scattering equation arises as a solvability condition in order to be able to build the correctors. However, the solvability condition is not completely standard. The fourth section furnishes the technical estimates on the remainder and proves the main theorem (the limit $\varepsilon \rightarrow 0)$. The last section deals with the easier limits on the two additional parameters of the problem.
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## 2 The main results

We consider a regularized Wigner equation

$$
\begin{gather*}
\frac{\partial W_{\varepsilon}}{\partial t}+k \cdot \nabla_{x} W_{\varepsilon}+\frac{\theta}{\varepsilon}\left(W_{\varepsilon}-\chi_{\varepsilon} \star W_{\varepsilon}\right)=\mathcal{L}_{\varepsilon} W_{\varepsilon}, \quad t \geq 0, x \in \mathbb{R}^{d}, k \in \mathbb{R}^{d},  \tag{2.1}\\
\mathcal{L}_{\varepsilon} f(x, k)=\frac{1}{i \sqrt{\varepsilon}} \int e^{i p \cdot x / \varepsilon}\left[f\left(x, k-\frac{p}{2}\right)-f\left(x, k+\frac{p}{2}\right)\right] \hat{V}(p) \frac{d p}{(2 \pi)^{d}} \tag{2.2}
\end{gather*}
$$

Throughout the paper the notation $\hat{f}$ represents the Fourier transform in the $x$ variable

$$
\hat{f}(p)=\int e^{-i p \cdot x} f(x) d x
$$

and the inverse Fourier transform is then

$$
f(x)=\int e^{i p \cdot x} \hat{f}(p) \frac{d p}{(2 \pi)^{d}}
$$

The function $\chi_{\varepsilon}(x)=\frac{1}{\varepsilon^{d}} \chi\left(\frac{x}{\varepsilon}\right)$ in (2.1) with $\chi \in \mathcal{S}\left(\mathbb{R}^{d}\right)$ (the Schwartz space) and $\chi(x)=\chi(|x|) \geq 0$ radially symmetric, and normalized so that

$$
\int_{\mathbb{R}^{d}} \chi(x) d x=1 .
$$

Henceforth, $\hat{\chi} \in \mathcal{S}\left(\mathbb{R}^{d}\right)$ satisfies

$$
\hat{\chi} \in \mathbb{R}, \quad|\hat{\chi}(p)|<1 \text { for } p \neq 0, \quad \hat{\chi}(0)=1
$$

The parameter $\theta$ is small but fixed - we may allow $\theta$ to depend on $\varepsilon$ so that $\theta \gg$ but we do not pursue this issue here for the sake of clarity of presentation. The last term on the left side of (2.1) is regularizing in $L^{2}$, that is:

$$
\begin{equation*}
\frac{1}{2} \frac{d}{d t} \int\left|W_{\varepsilon}(t, x, k)\right|^{2} d x d k=-\frac{\theta}{\varepsilon} \int|1-\hat{\chi}(\varepsilon p)|^{2}\left|\hat{W}_{\varepsilon}(p, k)\right|^{2} \frac{d p d k}{(2 \pi)^{d}} \tag{2.3}
\end{equation*}
$$

The energy balance (2.3) shows that the effect of the regularization is damping of the high frequencies. This allows us to show the strong convergence of the solution of $(2.1)$ to the solution of a kinetic equation in the limit $\varepsilon \rightarrow 0$. The regularization allows us to make the formal asymptotic expansions rigorous and circumvent dealing with the weak convergence.

We assume that the Fourier transform of the potential $V(x)$ has the form

$$
\begin{equation*}
\hat{V}(p)=\sum_{j=1}^{\infty} \alpha_{j}\left[\delta\left(p-p_{j}\right)+\delta\left(p+p_{j}\right)\right]+\hat{\Phi}(p) \tag{2.4}
\end{equation*}
$$

with the real Fourier coefficients $\alpha_{j} \in \mathbb{R}$ and $\hat{\Phi}(p)$ that is smooth, sufficiently rapidly decaying and with $\hat{\Phi}(0)=0$. We also assume that the sequence $\alpha_{j}$ satisfies the following conditions:

$$
\begin{equation*}
\sum_{j=1}^{\infty} \frac{\left|\alpha_{j}\right|}{\left|1-\hat{\chi}\left(p_{j}\right)\right|}<+\infty \tag{2.5}
\end{equation*}
$$

and

$$
\begin{equation*}
\sum_{j, l=1}^{\infty} \frac{\left|\alpha_{j}\right|\left|\alpha_{l}\right|}{\left|1-\hat{\chi}\left(p_{l}\right)\right|\left|1-\hat{\chi}\left(p_{j}+p_{l}\right)\right|}+\sum_{j \neq l} \frac{\left|\alpha_{j}\right|\left|\alpha_{l}\right|}{\left.\left|1-\hat{\chi}\left(p_{l}\right)\right| \mid 1-\hat{\chi}\left(p_{j}-p_{l}\right)\right) \mid}<+\infty \tag{2.6}
\end{equation*}
$$

Recall that $\hat{\chi}(0)=1$ so that $(2.5)$ means that $\hat{V}(p)$ is not singular at $p=0$ : oscillations are not concentrated at the zero wave number.

These conditions are satisfied if, for instance, $\alpha_{j} \in l^{1}$ and the wave vectors $p_{j}$ are non-resonant: there exists $\omega_{0}>0$ so that

$$
\begin{equation*}
\left|p_{j}\right| \geq \omega_{0}>0, \quad\left|p_{j} \pm p_{l}\right| \geq \omega_{0} \text { for } j \neq l \tag{2.7}
\end{equation*}
$$

On the other hand, (2.5) implies that $\alpha_{j} \in l^{1}$ and thus the potential $\left.V(x)\right)$ satisfies

$$
|V(x)| \leq \int|\hat{V}(p)| d p<+\infty
$$

It follows that the operator $\mathcal{L}_{\varepsilon}$ is uniformly bounded from $L^{2}\left(\mathbb{R}^{d} \times \mathbb{R}^{d}\right)$ into itself and the existence theory for (2.1)-(2.2) is thus standard.

We define the scattering kernel

$$
\begin{equation*}
K_{\theta}(k, p)=\frac{1}{(2 \pi)^{d}} \frac{2 \theta(1-\hat{\chi}(p))}{\theta^{2}(1-\hat{\chi}(p))^{2}+\left(\left(k+\frac{p}{2}\right) \cdot p\right)^{2}} \tag{2.8}
\end{equation*}
$$

and use the convention that for $j \leq-1, p_{j}=-p_{-j}$. Then we have the following theorem which shows that only the singular (oscillatory) component of the potential affects the limit.

Theorem 2.1 Let the initial data $W_{\varepsilon}(0, x, k)=W_{0}(x, k)$ for (2.1) belong to $L^{2}\left(\mathbb{R}^{d} \times \mathbb{R}^{d}\right)$ and assume (2.4), (2.5) and (2.6) on the potential $V(x)$ and the regularization function $\chi(x)$. Then the operator $\mathcal{L}_{\varepsilon}$ is uniformly bounded on $L^{2}\left(\mathbb{R}^{d} \times \mathbb{R}^{d}\right)$ and the solution of (2.1) converges in $C\left([0, T] ; L^{2}\left(\mathbb{R}^{d} \times \mathbb{R}^{d}\right)\right)$ to the solution of the kinetic equation

$$
\begin{equation*}
\frac{\partial \bar{W}}{\partial t}+k \cdot \nabla_{x} \bar{W}=\sum_{j \in \mathbb{Z}^{*}}\left|\alpha_{j}\right|^{2} K_{\theta}\left(k, p_{j}\right)\left[\bar{W}\left(k+p_{j}\right)-\bar{W}(k)\right] \tag{2.9}
\end{equation*}
$$

with the initial data $\bar{W}(0, x, k)=W_{0}(x, k)$.
Note that the scattering kernel $K_{\theta}\left(k, p_{j}\right)$ is positive and (2.9) is a kinetic equation that may be given a probabilistic interpretation.

Let us now assume that we are given a family of potentials $V^{\delta}(x)$ of the form (2.4), parametrized by a parameter $\delta>0$, such that, uniformly,

$$
\begin{equation*}
\sum_{j=1}^{\infty}\left|\alpha_{j}^{\delta}\right|^{2} \frac{1}{1-\hat{\chi}\left(p_{j}^{\delta}\right)}<\infty \tag{2.10}
\end{equation*}
$$

For instance the wave vectors $p_{j}^{\delta}$ may be picked so that there is exactly one $p_{j}$ in each cube of a cubic lattice in $\mathbb{R}_{+}^{d}=\left\{q=\left(q_{1}, \ldots, q_{d}\right) \in \mathbb{R}^{d}: q_{1}>0\right\}$ with the cube side $\delta \ll 1$, while the amplitudes are scaled so that $\alpha_{j}^{\delta}=\delta^{d / 2} \alpha\left(p_{j}^{\delta}\right)$ for a smooth function $\alpha(p)$. Then the scattering term on the right side of (2.9) has the form

$$
\mathcal{K}_{\theta}^{\delta} \bar{W}(k)=\delta^{d} \sum_{j \in \mathbb{Z}^{*}}\left|\alpha\left(p_{j}^{\delta}\right)\right|^{2} K_{\theta}\left(k, p_{j}^{\delta}\right)\left[\bar{W}\left(k+p_{j}^{\delta}\right)-\bar{W}(k)\right]
$$

that is a Riemann sum of

$$
\int|\alpha(p)|^{2} K_{\theta}(k, p)[\bar{W}(k+p)-\bar{W}(k)] d p=\int|\alpha(p-k)|^{2} K_{\theta}(k, p-k)[\bar{W}(p)-\bar{W}(k)] d p,
$$

with

$$
\begin{equation*}
\int|\alpha(p)|^{2} \frac{1}{1-\hat{\chi}(p)} d p<\infty \tag{2.11}
\end{equation*}
$$

We have the following convergence result.
Theorem 2.2 Let the initial data $W_{0}(x, k)$ for (2.9) belong to $L^{2}\left(\mathbb{R}^{d} \times \mathbb{R}^{d}\right)$ and make the above assumptions (2.10), (2.11) on the distribution of the points $p_{j}^{\delta}$ and amplitudes $\alpha_{j}^{\delta}$. Then, the operator $\mathcal{K}_{\theta}^{\delta}$ is uniformly bounded in $L^{2}\left(\mathbb{R}^{d}\right)$ as $\delta$ vanishes and the solution $\bar{W}_{\theta}^{\delta}$ of (2.9) converges in $C\left([0, T] ; L^{2}\left(\mathbb{R}^{d} \times \mathbb{R}^{d}\right)\right)$ to the solution of the kinetic equation

$$
\begin{equation*}
\frac{\partial \bar{U}}{\partial t}+k \cdot \nabla_{x} \bar{U}=\int_{\mathbb{R}^{d}}|\alpha(p-k)|^{2} K_{\theta}(k, p-k)[\bar{U}(p)-\bar{U}(k)] d p \tag{2.12}
\end{equation*}
$$

with the initial data $\bar{U}(0, x, k)=W_{0}(x, k)$.
Equation (2.12) is now a continuous scattering equation but it allows interaction of waves with different frequencies $\omega=k^{2} / 2$, unlike the kinetic equation (1.1) which preserves the energy sphere. The final observation is that the scattering kernel $K_{\theta}(k, p-k)$ converges as $\theta \rightarrow 0$ :

$$
\begin{align*}
P_{\theta}(k, p) & =|\alpha(p-k)|^{2} K_{\theta}(k, p-k) \\
& =|\alpha(p-k)|^{2} 2 \theta(1-\hat{\chi}(p-k))\left\{\theta^{2}(1-\hat{\chi}(p-k))^{2}+\left(\frac{p^{2}-k^{2}}{2}\right)^{2}\right\}^{-1} \\
& \rightarrow \frac{2 \pi|\alpha(p-k)|^{2}}{1-\hat{\chi}(p-k)} \delta\left(\frac{p^{2}-k^{2}}{2(1-\hat{\chi}(p-k))}\right)=2 \pi|\alpha(p-k)|^{2} \delta\left(\frac{p^{2}-k^{2}}{2}\right) . \tag{2.13}
\end{align*}
$$

This calculation requires an extra assumption in order to manipulate the operator

$$
\mathcal{P}_{\theta} U(k)=\int|\alpha(p-k)|^{2} K_{\theta}(k, p-k)[U(p)-U(k)] d p,
$$

namely

$$
\begin{equation*}
M_{\alpha}:=\int_{S^{d-1}} \sup _{r>0} r^{d-2}|\alpha(r \omega)|^{2} d \omega<\infty . \tag{2.14}
\end{equation*}
$$

This implies our last result.
Theorem 2.3 Let the initial data $W_{0}(x, k)$ for (2.12) belong to $L^{2}\left(\mathbb{R}^{d} \times \mathbb{R}^{d}\right)$ and assume (2.14) on the scattering function $\alpha(p)$ and the bound of Lemma 5.1 on $\chi$. Then, the operator $\mathcal{P}_{\theta}$ is uniformly bounded in $L^{2}\left(\mathbb{R}^{d}\right)$ and the solution $\bar{U}_{\theta}$ of (2.12) converges in $C\left([0, T] ; L^{2}\left(\mathbb{R}^{d} \times \mathbb{R}^{d}\right)\right)$, as $\theta \rightarrow 0$, to the solution of the kinetic equation

$$
\begin{equation*}
\frac{\partial \bar{Z}}{\partial t}+k \cdot \nabla_{x} \bar{Z}=\int_{\mathbb{R}^{d}}|\alpha(p-k)|^{2}[\bar{Z}(p)-\bar{Z}(k)] \delta\left(\frac{k^{2}-p^{2}}{2}\right) d p \tag{2.15}
\end{equation*}
$$

with the initial data $\bar{W}(0, x, k)=W_{0}(x, k)$.
Note that the final equation (2.15) is independent from the regularization function $\chi(p)$ and is nothing but the transport equation (1.1) with an appropriately defined scattering cross-section $\alpha(\cdot)$.

## 3 Proof of Theorem 2.1: the formal expansion

In order to make the proof less cumbersome we will assume that the smooth component $\hat{\Phi}(p)$ in (2.4) vanishes. Its presence does not modify the proof in any significant way but makes the calculations somewhat longer.

We will construct an expansion

$$
\begin{equation*}
W_{\varepsilon}(t, x, k)=\bar{W}(t, x, k)+\sqrt{\varepsilon} W_{1}^{\varepsilon}+\varepsilon W_{2}^{\varepsilon}+R_{\varepsilon} . \tag{3.1}
\end{equation*}
$$

Here $\bar{W}(t, x, k)$ is the solution of the kinetic equation (2.9). The two correctors $W_{j}^{\varepsilon}(t, x, k)=$ $W_{j}(t, x, x / \varepsilon, k), j=1,2$, are bounded in $L^{2}\left(\mathbb{R}_{x}^{d} \times \mathbb{R}_{k}^{d}\right)$ and will be constructed explicitly so as to make the remainder $R_{\varepsilon}$ have $L^{2}$-norm of order $O(\sqrt{\varepsilon})$. We note that the functions $W_{1,2}(t, x, z, k)$ do not decay in the fast variable $z=x / \varepsilon$ but only in the macroscopic variables $x$ and $k-$ this is similar to the usual periodic homogenization $[4,9]$.

The construction of the functions $W_{1,2}(t, x, z, k)$ is similar to that in the case when the potential $V$ is random and time-dependent $[2,3,11]$. The main difference with the present case is in the way the second corrector is defined and bounded.

## The first corrector

The correctors are built as follows. The first corrector $W_{1}$ cancels the terms that are formally of the order $\varepsilon^{-1 / 2}$ when we insert the formal expansion (3.1) into the evolution equation (2.1) for $W_{\varepsilon}$. It satisfies
$k \cdot \nabla_{z} W_{1}+\theta\left(W_{1}-\int \chi(y) W_{1}(t, x, z-y) d y\right)=\frac{1}{i} \int e^{i p \cdot z}\left[\bar{W}\left(t, x, k-\frac{p}{2}\right)-\bar{W}\left(t, x, k+\frac{p}{2}\right)\right] \frac{\hat{V}(p) d p}{(2 \pi)^{d}}$.

Taking the Fourier transform in $z$, we obtain

$$
\begin{equation*}
[\theta(1-\hat{\chi}(p))+i k \cdot p] \hat{W}_{1}(t, x, p, k)=\frac{1}{i} \hat{V}(p)\left[\bar{W}\left(t, x, k-\frac{p}{2}\right)-\bar{W}\left(t, x, k+\frac{p}{2}\right)\right] \tag{3.3}
\end{equation*}
$$

where $p$ is the dual Fourier variable to $z$. Hence, the first term in the expansion (3.1) may be written as

$$
\begin{equation*}
W_{1}^{\varepsilon}(t, x, k)=\int e^{i p \cdot x / \varepsilon} \frac{\hat{V}(p)\left[\bar{W}\left(t, x, k-\frac{p}{2}\right)-\bar{W}\left(t, x, k+\frac{p}{2}\right)\right]}{i(\theta(1-\hat{\chi}(p))+i k \cdot p)} \frac{d p}{(2 \pi)^{d}} \tag{3.4}
\end{equation*}
$$

We observe that

$$
\begin{aligned}
\left\|W_{1}^{\varepsilon}(t)\right\|_{L^{2}\left(\mathbb{R}^{2 d}\right)} & \leq \frac{1}{\theta} \int \frac{|\hat{V}(p)|}{|1-\hat{\chi}(p)|}\left[\left\|\bar{W}\left(t, x, k+\frac{p}{2}\right)\right\|_{L^{2}\left(\mathbb{R}^{2 d}\right)}+\left\|\bar{W}\left(t, x, k-\frac{q}{2}\right)\right\|_{L^{2}\left(\mathbb{R}^{2 d}\right)}\right] \frac{d p}{(2 \pi)^{d}} \\
& \leq \frac{C}{\theta} \int \frac{|\hat{V}(p)| d p}{|1-\hat{\chi}(p)|}\|\bar{W}(t)\|_{L^{2}\left(\mathbb{R}^{2 d}\right)} \leq C \sum_{j=1}^{\infty} \frac{\left|\alpha_{j}\right|}{\left|1-\hat{\chi}\left(p_{j}\right)\right|}\left\|W_{0}\right\|_{L^{2}\left(\mathbb{R}^{2 d}\right)},
\end{aligned}
$$

and it follows from the assumption (2.5) in Theorem 2.1 that the $L^{2}$-norm of $W_{1}^{\varepsilon}$ is bounded.

## The second corrector

The corrector $W_{2}(t, x, z, k)$ should cancel terms of order one when we insert the expansion (3.1) into (2.1). It satisfies

$$
\begin{gather*}
k \cdot \nabla_{z} W_{2}+\theta\left(W_{2}-\int \chi(y) W_{2}(t, x, z-y) d y\right)=-\left(\frac{\partial \bar{W}}{\partial t}+k \cdot \nabla_{x} \bar{W}\right)  \tag{3.5}\\
+\frac{1}{i} \int e^{i p \cdot z}\left[W_{1}\left(t, x, k-\frac{p}{2}\right)-W_{1}\left(t, x, k+\frac{p}{2}\right)\right] \frac{\hat{V}(p) d p}{(2 \pi)^{d}} .
\end{gather*}
$$

The integral on the second line above may be re-written, using expression (3.4) for $W_{1}$ (with $x / \varepsilon$ replaced by $z$ ), as

$$
\begin{aligned}
& \frac{1}{i} \int e^{i p \cdot z}\left[W_{1}\left(t, x, k-\frac{p}{2}\right)-W_{1}\left(t, x, k+\frac{p}{2}\right)\right] \frac{\hat{V}(p) d p}{(2 \pi)^{d}}=\frac{1}{i} \int e^{i(p+q) \cdot z} \hat{V}(p) \hat{V}(q) \\
& \quad \times\left[\frac{\bar{W}\left(k-\frac{p}{2}-\frac{q}{2}\right)-\bar{W}\left(k-\frac{p}{2}+\frac{q}{2}\right)}{i\left(\theta(1-\hat{\chi}(q))+i\left(k-\frac{p}{2}\right) \cdot q\right)}-\frac{\bar{W}\left(k+\frac{p}{2}-\frac{q}{2}\right)-\bar{W}\left(k+\frac{p}{2}+\frac{q}{2}\right)}{i\left(\theta(1-\hat{\chi}(q))+i\left(k+\frac{p}{2}\right) \cdot q\right)}\right] \frac{d p d q}{(2 \pi)^{2 d}}
\end{aligned}
$$

This may be further transformed as

$$
\begin{aligned}
& \int e^{i(p+q) \cdot z} \hat{V}(p) \hat{V}(q)\left[\frac{\bar{W}\left(k-\frac{p}{2}+\frac{q}{2}\right)-\bar{W}\left(k-\frac{p}{2}-\frac{q}{2}\right)}{\theta(1-\hat{\chi}(q))+i\left(k-\frac{p}{2}\right) \cdot q}+\frac{\bar{W}\left(k+\frac{p}{2}-\frac{q}{2}\right)-\bar{W}\left(k+\frac{p}{2}+\frac{q}{2}\right)}{\theta(1-\hat{\chi}(q))+i\left(k+\frac{p}{2}\right) \cdot q}\right] \frac{d p d q}{(2 \pi)^{2 d}} \\
& =\int e^{i p \cdot z} \hat{V}(p-q) \hat{V}(q)\left[\frac{\bar{W}\left(k-\frac{p}{2}+q\right)-\bar{W}\left(k-\frac{p}{2}\right)}{\theta(1-\hat{\chi}(q))+i\left(k-\frac{p-q}{2}\right) \cdot q}+\frac{W_{0}\left(k+\frac{p}{2}-q\right)-W_{0}\left(k+\frac{p}{2}\right)}{\theta(1-\hat{\chi}(q))+i\left(k+\frac{p-q}{2}\right) \cdot q}\right] \frac{d p d q}{(2 \pi)^{2 d}} \\
& =\int e^{i p \cdot z} G(p) \frac{d p}{(2 \pi)^{d}}
\end{aligned}
$$

where the function $G(t, x, k, p)$ is defined by

$$
\begin{equation*}
G(p)=\int \hat{V}(p-q) \hat{V}(q)\left[\frac{\bar{W}\left(k-\frac{p}{2}+q\right)-\bar{W}\left(k-\frac{p}{2}\right)}{\theta(1-\hat{\chi}(q))+i\left(k-\frac{p-q}{2}\right) \cdot q}+\frac{\bar{W}\left(k+\frac{p}{2}-q\right)-\bar{W}\left(k+\frac{p}{2}\right)}{\theta(1-\hat{\chi}(q))+i\left(k+\frac{p-q}{2}\right) \cdot q}\right] \frac{d q}{(2 \pi)^{d}} . \tag{3.6}
\end{equation*}
$$

We may re-write (3.5) as

$$
\begin{equation*}
k \cdot \nabla_{z} W_{2}+\theta\left(W_{2}-\int \chi(y) W_{2}(t, x, z-y) d y\right)=-\left(\frac{\partial \bar{W}}{\partial t}+k \cdot \nabla_{x} \bar{W}\right)+\int e^{i p \cdot z} G(p) \frac{d p}{(2 \pi)^{d}} . \tag{3.7}
\end{equation*}
$$

After Fourier transform in $z$ we arrive at

$$
[\theta(1-\hat{\chi}(p))+i k \cdot p] \hat{W}_{2}(t, x, p, k)=-\left(\frac{\partial \bar{W}}{\partial t}+k \cdot \nabla_{x} \bar{W}\right) \delta(p)+G(p)
$$

Hence, in order for $W_{2}(t, x, z, k)$ to be uniformly bounded in $z$, we have to require that the distribution $G(p)$ defined by (3.6) has the form

$$
\begin{equation*}
G(t, x, p, k)=\left(\frac{\partial \bar{W}}{\partial t}+k \cdot \nabla_{x} \bar{W}\right) \delta(p)+B(t, x, k, p), \tag{3.8}
\end{equation*}
$$

where $B(t, x, k, p)$ is sufficiently regular at $p=0$. The matching of the $\delta(p)$-contributions on the two sides of (3.8) gives rise to the kinetic equation (2.9) for $\bar{W}$.

## The transport equation as the solvability condition

In order to see how the equation (2.9) for $\bar{W}$ arises, we insert expression (2.4) for $\hat{V}(p)$ into (3.6) and obtain that the distribution $G(p)$ has the form (recall that we have assumed for simplicity that $\hat{\Phi}(p)=0$ in (2.4))

$$
\begin{aligned}
G(p)= & \sum_{j, l} \int \alpha_{j} \alpha_{l}\left[\delta\left(p-q-p_{j}\right)+\delta\left(p-q+p_{j}\right)\right]\left[\delta\left(q-p_{l}\right)+\delta\left(q+p_{l}\right)\right] \\
& \times\left[\frac{\bar{W}\left(k-\frac{p}{2}+q\right)-\bar{W}\left(k-\frac{p}{2}\right)}{\theta(1-\hat{\chi}(q))+i\left(k-\frac{p-q}{2}\right) \cdot q}+\frac{\bar{W}\left(k+\frac{p}{2}-q\right)-\bar{W}\left(k+\frac{p}{2}\right)}{\theta(1-\hat{\chi}(q))+i\left(k+\frac{p-q}{2}\right) \cdot q}\right] \frac{d q}{(2 \pi)^{d}} \\
= & G_{11}+G_{21}+G_{12}+G_{22} .
\end{aligned}
$$

The four terms above arise from the cross-products of the delta functions. The term $G_{11}$ that comes from $\delta\left(p-p_{j}\right) \delta\left(q-p_{l}\right)$ has the form

$$
\begin{align*}
G_{11}(p)= & \sum_{j, l} \frac{\alpha_{j} \alpha_{l}}{(2 \pi)^{d}}\left[\frac{\bar{W}\left(k-\frac{p_{j}-p_{l}}{2}\right)-\bar{W}\left(k-\frac{p_{j}+p_{l}}{2}\right)}{\theta\left(1-\hat{\chi}\left(p_{l}\right)\right)+i\left(k-\frac{p_{j}}{2}\right) \cdot p_{l}}+\frac{\bar{W}\left(k+\frac{p_{j}-p_{l}}{2}\right)-\bar{W}\left(k+\frac{p_{j}+p_{l}}{2}\right)}{\theta\left(1-\hat{\chi}\left(p_{l}\right)\right)+i\left(k+\frac{p_{j}}{2}\right) \cdot p_{l}}\right] \\
& \times \delta\left(p-\left(p_{j}+p_{l}\right)\right)=\sum_{j, l} \alpha_{j} \alpha_{l} s_{j l}(t, x, k) \delta\left(p-\left(p_{j}+p_{l}\right)\right) . \tag{3.9}
\end{align*}
$$

The contribution $G_{21}$ comes from $\delta\left(p+p_{j}\right) \delta\left(q-p_{l}\right)$, so that

$$
\begin{align*}
G_{21}(p)= & \sum_{j, l} \frac{\alpha_{j} \alpha_{l}}{(2 \pi)^{d}}\left[\frac{\bar{W}\left(k+\frac{p_{j}+p_{l}}{2}\right)-\bar{W}\left(k-\frac{p_{l}-p_{j}}{2}\right)}{\theta\left(1-\hat{\chi}\left(p_{l}\right)\right)+i\left(k+\frac{p_{j}}{2}\right) \cdot p_{l}}+\frac{\bar{W}\left(k-\frac{p_{j}+p_{l}}{2}\right)-\bar{W}\left(k+\frac{p_{l}-p_{j}}{2}\right)}{\theta\left(1-\hat{\chi}\left(p_{l}\right)\right)+i\left(k-\frac{p_{j}}{2}\right) \cdot p_{l}}\right] \\
& \times \delta\left(p-\left(p_{l}-p_{j}\right)\right)=\sum_{j, l} \alpha_{j} \alpha_{l} r_{j l}(t, x, k) \delta\left(p-\left(p_{l}-p_{j}\right)\right) . \tag{3.10}
\end{align*}
$$

The third term $G_{12}$ comes from $\delta\left(p-p_{j}\right) \delta\left(q+p_{l}\right)$, and is given by

$$
\begin{align*}
G_{12}(p)= & \sum_{j, l} \frac{\alpha_{j} \alpha_{l}}{(2 \pi)^{d}}\left[\frac{\bar{W}\left(k-\frac{p_{j}+p_{l}}{2}\right)-\bar{W}\left(k-\frac{p_{j}-p_{l}}{2}\right)}{\theta\left(1-\hat{\chi}\left(-p_{l}\right)\right)-i\left(k-\frac{p_{j}}{2}\right) \cdot p_{l}}+\frac{\bar{W}\left(k+\frac{p_{j}+p_{l}}{2}\right)-\bar{W}\left(k+\frac{p_{j}-p_{l}}{2}\right)}{\theta\left(1-\hat{\chi}\left(-p_{l}\right)\right)-i\left(k+\frac{p_{j}}{2}\right) \cdot p_{l}}\right] \\
& \times \delta\left(p-\left(p_{j}-p_{l}\right)\right)=\sum_{j, l} \alpha_{j} \alpha_{l} u_{j l}(t, x, k) \delta\left(p-\left(p_{j}-p_{l}\right)\right) . \tag{3.11}
\end{align*}
$$

The last term $G_{22}$ arises from $\delta\left(p+p_{j}\right) \delta\left(q+p_{l}\right)$, so that

$$
\begin{align*}
G_{22}(p)= & \sum_{j, l} \frac{\alpha_{j} \alpha_{l}}{(2 \pi)^{d}}\left[\frac{\bar{W}\left(k+\frac{p_{j}-p_{l}}{2}\right)-\bar{W}\left(k+\frac{p_{j}+p_{l}}{2}\right)}{\theta\left(1-\hat{\chi}\left(-p_{l}\right)\right)-i\left(k+\frac{p_{j}}{2}\right) \cdot p_{l}}+\frac{\bar{W}\left(k-\frac{p_{j}-p_{l}}{2}\right)-\bar{W}\left(k-\frac{p_{j}+p_{l}}{2}\right)}{\theta\left(1-\hat{\chi}\left(-p_{l}\right)\right)-i\left(k-\frac{p_{j}}{2}\right) \cdot p_{l}}\right] \\
& \times \delta\left(p+p_{j}+p_{l}\right)=\sum_{j, l} \alpha_{j} \alpha_{l} q_{j l}(t, x, k) \delta\left(p+p_{j}+p_{l}\right) . \tag{3.12}
\end{align*}
$$

Hence, the distribution $G(t, x, p, k)$ has the from

$$
\begin{align*}
& G(t, x, p, k)=\sum_{j, l} \alpha_{j} \alpha_{l}\left[s_{j l}(t, x, k) \delta\left(p-\left(p_{j}+p_{l}\right)\right)+r_{j l}(t, x, k) \delta\left(p-\left(p_{l}-p_{j}\right)\right.\right.  \tag{3.13}\\
&\left.+u_{j l}(t, x, k) \delta\left(p-\left(p_{j}-p_{l}\right)\right)+q_{j l}(t, x, k) \delta\left(p+p_{j}+p_{l}\right)\right] \\
&=G_{0}(t, x, k) \delta(p)+\sum_{j, l} \alpha_{j} \alpha_{l}\left[s_{j l}(t, x, k) \delta\left(p-\left(p_{j}+p_{l}\right)\right)+q_{j l}(t, x, k) \delta\left(p+p_{j}+p_{l}\right)\right] \\
&+\sum_{j \neq l} \alpha_{j} \alpha_{l}\left[r_{j l}(t, x, k) \delta\left(p-\left(p_{l}-p_{j}\right)+u_{j l}(t, x, k) \delta\left(p-\left(p_{j}-p_{l}\right)\right)\right] .\right.
\end{align*}
$$

The explicit definitions of the coefficients $s_{j l}, r_{j l}, u_{j l}$ and $q_{j l}$ above follow from the expressions (3.9)-(3.12) for $G_{m n}, m, n=1,2$. Note that (3.13) realizes the decomposition (3.8) of $G(p)$ into a delta-function part at $p=0$ and another component that is regular at $p=0$ (in our particular case, as we have assumed that $\hat{\Phi}(p)=0$ in (2.4), this part vanishes at $p=0$ ). In particular, we have an explicit expression for $G_{0}(p)$ :

$$
\begin{align*}
& G_{0}= \sum\left|\alpha_{j}\right|^{2}\left[r_{j j}(t, x, k)+u_{j j}(t, x, k)\right] \\
&= \frac{1}{(2 \pi)^{d}} \sum\left|\alpha_{j}\right|^{2}\left[\frac{\bar{W}\left(k+p_{j}\right)-\bar{W}(k)}{\theta\left(1-\hat{\chi}\left(p_{j}\right)\right)+i\left(k+\frac{p_{j}}{2}\right) \cdot p_{j}}+\frac{\bar{W}\left(k-p_{j}\right)-\bar{W}(k)}{\theta\left(1-\hat{\chi}\left(p_{j}\right)\right)+i\left(k-\frac{p_{j}}{2}\right) \cdot p_{j}}\right. \\
&\left.\quad+\frac{\bar{W}\left(k-p_{j}\right)-\bar{W}(k)}{\theta\left(1-\hat{\chi}\left(p_{j}\right)\right)-i\left(k-\frac{p_{j}}{2}\right) \cdot p_{j}}+\frac{\bar{W}\left(k+p_{j}\right)-\bar{W}(k)}{\theta\left(1-\hat{\chi}\left(p_{j}\right)\right)-i\left(k+\frac{p_{j}}{2}\right) \cdot p_{j}}\right] \\
&=\sum\left|\alpha_{j}\right|^{2}\left\{K_{\theta}\left(k, p_{j}\right)\left[\bar{W}\left(k+p_{j}\right)-\bar{W}(k)\right]+K_{\theta}\left(k,-p_{j}\right)\left[\bar{W}\left(k-p_{j}\right)-\bar{W}(k)\right]\right\} . \tag{3.14}
\end{align*}
$$

We used the radial symmetry of the function $\chi$ in the calculation above. The scattering kernel in (3.14) is given by

$$
\begin{align*}
K_{\theta}(k, p) & =\frac{1}{(2 \pi)^{d}}\left[\frac{1}{\theta(1-\hat{\chi}(p))+i\left(k+\frac{p}{2}\right) \cdot p}+\frac{1}{\theta(1-\hat{\chi}(p))-i\left(k+\frac{p}{2}\right) \cdot p}\right]  \tag{3.15}\\
& =\frac{1}{(2 \pi)^{d}} \frac{2 \theta(1-\hat{\chi}(p))}{\theta^{2}(1-\hat{\chi}(p))^{2}+\left(\left(k+\frac{p}{2}\right) \cdot p\right)^{2}}
\end{align*}
$$

and coincides with that in (2.8).
Equation (3.8) implies that

$$
\frac{\partial \bar{W}}{\partial t}+k \cdot \nabla_{x} \bar{W}=G_{0}(t, x, k)
$$

Thus, using (3.14) and (3.15), we obtain the following kinetic equation for $\bar{W}(t, x, k)$ :

$$
\begin{equation*}
\frac{\partial \bar{W}}{\partial t}+k \cdot \nabla_{x} \bar{W}=\sum_{j=1}^{\infty}\left|\alpha_{j}\right|^{2}\left\{K_{\theta}\left(k, p_{j}\right)\left[\bar{W}\left(k+p_{j}\right)-\bar{W}(k)\right]+K_{\theta}\left(k,-p_{j}\right)\left[\bar{W}\left(k-p_{j}\right)-\bar{W}(k)\right]\right\} \tag{3.16}
\end{equation*}
$$

which is nothing but (2.9).

## Bounds for the discrete kinetic equation

In order for the solution $\bar{W}$ of (3.16) to satisfy a uniform bound in $L^{2}$ we need the total scattering cross-section

$$
S(k)=\sum\left|\alpha_{j}\right|^{2}\left\{K_{\theta}\left(k, p_{j}\right)+K_{\theta}\left(k,-p_{j}\right)\right\}
$$

to belong to $L^{\infty}\left(\mathbb{R}^{d}\right)$. This condition is ensured, for instance, under assumption (2.5) in Theorem 2.1. In order to show that (3.16) is, indeed, dissipative in the $L^{2}$-norm, we note that the kernel $K_{\theta}(k, p)$ has the property

$$
\begin{equation*}
K_{\theta}(k-p, p)=K_{\theta}(k,-p) . \tag{3.17}
\end{equation*}
$$

This symmetry relation is a discrete version of the usual symmetry property $\sigma(k, p)=\sigma(p, k)$ of the differential scattering cross-section in the transport theory. Indeed, multiplying (3.16) by $\bar{W}$, using again the convention $p_{-j}=-p_{j}, \alpha_{-j}=\alpha_{j}$ and integrating we get

$$
\begin{aligned}
& \frac{d}{d t}\|\bar{W}(t)\|_{L^{2}\left(\mathbb{R}^{2 d}\right)}^{2}=2 \sum_{j \in \mathbb{Z}}\left|\alpha_{j}\right|^{2} \int K_{\theta}\left(k, p_{j}\right)\left[\bar{W}\left(t, x, k+p_{j}\right)-\bar{W}(t, x, k)\right] \bar{W}(t, x, k) d k d x \\
& \quad=2 \sum_{j \in \mathbb{Z}}\left|\alpha_{j}\right|^{2} \int K_{\theta}\left(k-p_{j}, p_{j}\right)\left[\bar{W}(t, x, k)-\bar{W}\left(t, x, k-p_{j}\right)\right] \bar{W}\left(t, x, k-p_{j}\right) d k d x \\
& \quad=2 \sum_{j \in \mathbb{Z}}\left|\alpha_{j}\right|^{2} \int K_{\theta}\left(k,-p_{j}\right)\left[\bar{W}(t, x, k)-\bar{W}\left(t, x, k-p_{j}\right)\right] \bar{W}\left(t, x, k-p_{j}\right) d k d x \\
& \quad=2 \sum_{j \in \mathbb{Z}}\left|\alpha_{j}\right|^{2} \int K_{\theta}\left(k, p_{j}\right)\left[\bar{W}(t, x, k)-\bar{W}\left(t, x, k+p_{j}\right)\right] \bar{W}\left(t, x, k+p_{j}\right) d k d x \\
& \quad=-\sum_{j \in \mathbb{Z}}\left|\alpha_{j}\right|^{2} \int K_{\theta}\left(k,-p_{j}\right)\left[\bar{W}(t, x, k)-\bar{W}\left(t, x, k+p_{j}\right)\right]^{2} d k d x \leq 0 .
\end{aligned}
$$

We conclude that

$$
\begin{equation*}
\|\bar{W}(t)\|_{L^{2}\left(\mathbb{R}^{2 d}\right)} \leq\left\|W_{0}(t)\right\|_{L^{2}\left(\mathbb{R}^{2 d}\right)} \tag{3.18}
\end{equation*}
$$

## Bounds for the second corrector

We go back to constructing and bounding the second corrector $W_{2}$. Equation (3.7) for $W_{2}$ may be now written as

$$
\begin{equation*}
k \cdot \nabla_{z} W_{2}+\theta\left(W_{2}-\int \chi(y) W_{2}(t, x, z-y) d y\right)=\int e^{i p \cdot z} B(t, x, k, p) \frac{d p}{(2 \pi)^{d}} \tag{3.19}
\end{equation*}
$$

with

$$
\begin{aligned}
B(p)= & G(p)-G_{0} \delta(p)=\sum_{j, l} \alpha_{j} \alpha_{l}\left[s_{j l}(t, x, k) \delta\left(p-\left(p_{j}+p_{l}\right)\right)+q_{j l}(t, x, k) \delta\left(p+p_{j}+p_{l}\right)\right] \\
& +\sum_{j \neq l} \alpha_{j} \alpha_{l}\left[r_{j l}(t, x, k) \delta\left(p-\left(p_{l}-p_{j}\right)+u_{j l}(t, x, k) \delta\left(p-\left(p_{j}-p_{l}\right)\right)\right] .\right.
\end{aligned}
$$

It is convenient to look first at a general equation of the form

$$
k \cdot \nabla_{z} w+\theta\left(w-\int \chi(y) w(t, x, z-y) d y\right)=g(t, x, k) e^{i \omega \cdot z} .
$$

Its solution is given explicitly as

$$
\begin{equation*}
w(t, x, z, k)=\frac{g(t, x, k) e^{i \omega \cdot z}}{\theta(1-\hat{\chi}(\omega))+i k \cdot \omega} \tag{3.20}
\end{equation*}
$$

Hence, the $L^{2}$-norm of the function $w_{\varepsilon}(t, x, k)=w(t, x, x / \varepsilon, k)$ may be estimated as

$$
\left\|w_{\varepsilon}(t)\right\|_{L^{2}\left(\mathbb{R}^{2 d}\right)} \leq \frac{C}{\theta(1-\hat{\chi}(\omega))}\|g(t)\|_{L^{2}\left(\mathbb{R}^{2 d}\right)}
$$

The explicit expressions (3.9)-(3.12) for the functions $s_{j l}, r_{j l}, q_{j l}$ and $u_{j l}$ imply that (we now use the notation $\|\ldots\|_{2}$ for $\left.\|\ldots\|_{L^{2}\left(\mathbb{R}^{2 d}\right)}\right)$

$$
\begin{equation*}
\left\|s_{j l}(t)\right\|_{2}+\left\|r_{j l}(t)\right\|_{2}+\left\|q_{j l}(t)\right\|_{2}+\left\|u_{j l}(t)\right\|_{2} \leq C \frac{\| \bar{W}(t)}{\theta\left(1-\hat{\chi}\left(p_{l}\right)\right)} \tag{3.21}
\end{equation*}
$$

The estimate (3.20), together with (3.21), the defining equation (3.19) for $W_{2}$, expression (3.13) for $G(p)$, and the uniform bound $(3.18)$ on $\|\bar{W}(t)\|_{L^{2}\left(\mathbb{R}^{2 d}\right)}$, imply that

$$
\begin{equation*}
\left\|W_{2}(t)\right\|_{2} \leq \frac{C}{\theta^{2}}\left(\sum_{j, l=1}^{\infty} \frac{\left|\alpha_{j}\right|\left|\alpha_{l}\right|}{\left(1-\hat{\chi}\left(p_{l}\right)\right)\left(1-\hat{\chi}\left(p_{j}+p_{l}\right)\right)}+\sum_{j \neq l} \frac{\left|\alpha_{j}\right|\left|\alpha_{l}\right|}{\left(1-\hat{\chi}\left(p_{l}\right)\right)\left(1-\hat{\chi}\left(p_{j}-p_{l}\right)\right)}\right) \leq \frac{C}{\theta^{2}} \tag{3.22}
\end{equation*}
$$

provided that

$$
\begin{equation*}
\sum_{j, l=1}^{\infty} \frac{\left|\alpha_{j}\right|\left|\alpha_{l}\right|}{\left(1-\hat{\chi}\left(p_{l}\right)\right)\left(1-\hat{\chi}\left(p_{j}+p_{l}\right)\right)}+\sum_{j \neq l} \frac{\left|\alpha_{j}\right|\left|\alpha_{l}\right|}{\left(1-\hat{\chi}\left(p_{l}\right)\right)\left(1-\hat{\chi}\left(p_{j}-p_{l}\right)\right)}<+\infty \tag{3.23}
\end{equation*}
$$

which is the assumptions (2.6) in Theorem 2.1 on the sequence $\alpha_{j}$.

## 4 Proof of Theorem 2.1: estimates on the remainder

Now, that we have shown that both $W_{1}^{\varepsilon}$ and $W_{2}^{\varepsilon}$ are uniformly bounded in $L^{2}$, it remains only to verify that the remainder $R_{\varepsilon}$ in the expansion (3.1) is small. Recall that

$$
R_{\varepsilon}=W_{\varepsilon}-\bar{W}-\sqrt{\varepsilon} W_{1}^{\varepsilon}-\varepsilon W_{2}^{\varepsilon}
$$

Equation (2.1) may be expanded as

$$
\begin{align*}
& \frac{\partial W_{0}}{\partial t}+\sqrt{\varepsilon} \frac{\partial W_{1}}{\partial t}+\varepsilon \frac{\partial W_{2}}{\partial t}+\frac{\partial R_{\varepsilon}}{\partial t}+k \cdot \nabla_{x} W_{0}+\sqrt{\varepsilon} k \cdot \nabla_{x} W_{1}+\varepsilon k \cdot \nabla_{x} W_{2}+k \cdot \nabla_{x} R_{\varepsilon}  \tag{4.1}\\
& +\frac{1}{\sqrt{\varepsilon}} k \cdot \nabla_{z} W_{1}+k \cdot \nabla_{z} W_{2}+\frac{\theta}{\varepsilon}\left(W_{\varepsilon}-\chi_{\varepsilon} \star W_{\varepsilon}\right)=\frac{1}{\sqrt{\varepsilon}} \mathcal{L}_{\varepsilon} W_{0}+\mathcal{L}_{\varepsilon} W_{1}+\sqrt{\varepsilon} \mathcal{L}_{\varepsilon} W_{2}+\mathcal{L}_{\varepsilon} R_{\varepsilon}
\end{align*}
$$

Here we have used the operator $\mathcal{L}_{\varepsilon}$ defined in equation (2.2). We re-write (4.1) as

$$
\begin{equation*}
\frac{\partial R_{\varepsilon}}{\partial t}+k \cdot \nabla_{x} R_{\varepsilon}+\frac{\theta}{\varepsilon}\left(R_{\varepsilon}-\chi_{\varepsilon} \star R_{\varepsilon}\right)-\mathcal{L}_{\varepsilon} R_{\varepsilon}=g_{\varepsilon} \tag{4.2}
\end{equation*}
$$

with

$$
\begin{align*}
g_{\varepsilon}(t, x, k) & =-\frac{\partial \bar{W}}{\partial t}-\sqrt{\varepsilon} \frac{\partial W_{1}}{\partial t}-\varepsilon \frac{\partial W_{2}}{\partial t}-k \cdot \nabla_{x} \bar{W}-\sqrt{\varepsilon} k \cdot \nabla_{x} W_{1}-\varepsilon k \cdot \nabla_{x} W_{2}  \tag{4.3}\\
& -\frac{1}{\sqrt{\varepsilon}} k \cdot \nabla_{z} W_{1}-k \cdot \nabla_{z} W_{2}+\frac{1}{\sqrt{\varepsilon}} \mathcal{L}_{\varepsilon} \bar{W}+\mathcal{L}_{\varepsilon} W_{1}+\sqrt{\varepsilon} \mathcal{L}_{\varepsilon} W_{2} \\
& -\frac{\theta}{\varepsilon}\left(\bar{W}+\sqrt{\varepsilon} W_{1}+\varepsilon W_{2}-\chi_{\varepsilon} \star\left(\bar{W}+\sqrt{\varepsilon} W_{1}+\varepsilon W_{2}\right)\right)
\end{align*}
$$

We will show that

$$
\begin{equation*}
\left\|g_{\varepsilon}(t)\right\|_{L^{2}\left(\mathbb{R}^{2 d}\right)} \leq C_{T} \sqrt{\varepsilon} \tag{4.4}
\end{equation*}
$$

This will imply that $\left\|R_{\varepsilon}(t)\right\| \leq C_{T} \sqrt{\varepsilon}$ for $0 \leq t \leq T$ and finish the proof of Theorem 2.1.
As a general remark, we will use throughout the proof that $D_{x}^{l} \bar{W}$ satisfies the equation (2.1) and therefore

$$
\left\|D_{x}^{l} \bar{W}(t)\right\|_{L^{2}\left(\mathbb{R}^{2 d}\right)} \leq\left\|D_{x}^{l} \bar{W}^{0}\right\|_{L^{2}\left(\mathbb{R}^{2 d}\right)}
$$

Let us look at the term on the last line in (4.3):

$$
\begin{equation*}
\bar{W}+\sqrt{\varepsilon} W_{1}+\varepsilon W_{2}-\chi_{\varepsilon} \star\left(\bar{W}+\sqrt{\varepsilon} W_{1}+\varepsilon W_{2}\right)=I_{0}^{\varepsilon}+\sqrt{\varepsilon} I_{1}^{\varepsilon}+\varepsilon I_{2}^{\varepsilon} \tag{4.5}
\end{equation*}
$$

The first right hand side term above is

$$
\begin{equation*}
I_{0}^{\varepsilon}(t, x, k)=\bar{W}-\chi_{\varepsilon} \star \bar{W} . \tag{4.6}
\end{equation*}
$$

After Fourier transform, its $L^{2}$-norm is estimated as

$$
\left\|I_{0}^{\varepsilon}\right\|_{2}^{2}=\int|1-\hat{\chi}(\varepsilon p)|^{2}|\widehat{\bar{W}}(p, y)|^{2} \frac{d p d y}{(2 \pi)^{2 d}}
$$

Note that the radial symmetry of $\chi(x)$ implies that $\hat{\chi}^{\prime}(0)=0$ and thus

$$
|1-\hat{\chi}(p)| \leq C|p|^{2} .
$$

This leads to

$$
\begin{equation*}
\left\|I_{0}^{\varepsilon}\right\|_{2}^{2} \leq C \varepsilon^{4} \int|p|^{4}|\widehat{\bar{W}}(p, y)|^{2} d p d y \leq C \varepsilon^{4}\left\|D^{2} \bar{W}\right\|_{2} \leq C \varepsilon^{4} \tag{4.7}
\end{equation*}
$$

as the initial data $W_{0}$ for the kinetic equation (3.16) is smooth. The second term in (4.5) is

$$
\begin{aligned}
I_{1}^{\varepsilon}(t, x, k) & =W_{1}^{\varepsilon}-\chi_{\varepsilon} \star W_{1}^{\varepsilon}=\int \chi(y)\left[W_{1}\left(x, \frac{x}{\varepsilon}\right)-W_{1}\left(x-\varepsilon y, \frac{x}{\varepsilon}-y\right)\right] d y \\
& =\int \chi(y)\left[W_{1}\left(x, \frac{x}{\varepsilon}\right)-W_{1}\left(x, \frac{x}{\varepsilon}-y\right)+W_{1}\left(x, \frac{x}{\varepsilon}-y\right)-W_{1}\left(x-\varepsilon y, \frac{x}{\varepsilon}-y\right)\right] d y \\
& =I_{11}^{\varepsilon}+I_{12}^{\varepsilon} .
\end{aligned}
$$

The term

$$
I_{11}^{\varepsilon}=\chi(z) \star_{z} W_{1}^{\varepsilon}\left(t, x, z=\frac{x}{\varepsilon}, k\right)
$$

is not small and will be used to cancel the term $k \cdot \nabla_{z} W_{1}$ in (4.3), using the defining equation for $W_{1}$. We check that the other one is small:

$$
\begin{equation*}
I_{12}^{\varepsilon}(x, k)=\int \chi(y)\left[W_{1}\left(x, \frac{x}{\varepsilon}-y, k\right)-W_{1}\left(x-\varepsilon y, \frac{x}{\varepsilon}-y, k\right)\right] d y . \tag{4.8}
\end{equation*}
$$

Observe that, using (3.4),

$$
\begin{aligned}
\left\|I_{12}^{\varepsilon}(x, k)\right\|_{2} \leq & \int \chi(y)\left\|W_{1}\left(x, \frac{x}{\varepsilon}-y, k\right)-W_{1}\left(x-\varepsilon y, \frac{x}{\varepsilon}-y, k\right)\right\|_{2} d y \\
\leq & \int \chi(y)\left\|W_{1}\left(x+\varepsilon y, \frac{x}{\varepsilon}, k\right)-W_{1}\left(x, \frac{x}{\varepsilon}, k\right)\right\|_{2} d y \\
\leq & \int \chi(y) \| \int e^{i p \cdot x / \varepsilon} \frac{\hat{V}(p)}{i[(\theta(1-\hat{\chi}(p))+i k \cdot]}\left[\bar{W}_{1}\left(t, x+\varepsilon y, k-\frac{p}{2}\right)-\right. \\
& \left.\bar{W}_{1}\left(t, x, k-\frac{p}{2}\right)+\bar{W}_{1}\left(t, x, k+\frac{p}{2}\right)-\bar{W}_{1}\left(t, x+\varepsilon y, k+\frac{p}{2}\right)\right] \frac{d p}{(2 \pi)^{d}} \|_{2} d y \\
\leq & \frac{2}{\theta} \int \frac{|\hat{V}(p)|}{1-\hat{\chi}(p)} \frac{d p}{(2 \pi)^{d}} \int \chi(y)\left\|\bar{W}_{1}(t, x, k)-\bar{W}_{1}(t, x+\varepsilon y, k)\right\|_{2} d y \\
\leq & \frac{C \varepsilon}{\theta} \int|y| \chi(y) d y\left\|\nabla_{x} \bar{W}(t)\right\|_{2} .
\end{aligned}
$$

We used above the assumption (2.5), and thus

$$
\begin{equation*}
\left\|I_{12}^{\varepsilon}\right\|_{2} \leq C \varepsilon . \tag{4.9}
\end{equation*}
$$

Next, we bound

$$
\begin{aligned}
I_{2}^{\varepsilon}(t, x, k) & =W_{2}^{\varepsilon}-\chi_{\varepsilon} \star W_{2}^{\varepsilon}=\int \chi(y)\left[W_{2}\left(x, \frac{x}{\varepsilon}\right)-W_{2}\left(x-\varepsilon y, \frac{x}{\varepsilon}-y\right)\right] d y \\
& =\int \chi(y)\left[W_{2}\left(x, \frac{x}{\varepsilon}\right)-W_{2}\left(x, \frac{x}{\varepsilon}-y\right)+W_{2}\left(x, \frac{x}{\varepsilon}-y\right)-W_{2}\left(x-\varepsilon y, \frac{x}{\varepsilon}-y\right)\right] d y \\
& =I_{21}^{\varepsilon}+I_{22}^{\varepsilon} .
\end{aligned}
$$

The term $I_{21}$ is not small and will be used to cancel the term $k \cdot \nabla_{z} W_{2}$ in (4.3), using the defining equation for $W_{2}$. We check that the other one is small:

$$
\begin{equation*}
I_{22}^{\varepsilon}(t, x, k)=\int \chi(y)\left[W_{2}\left(x, \frac{x}{\varepsilon}-y\right)-W_{2}\left(x-\varepsilon y, \frac{x}{\varepsilon}-y\right)\right] d y . \tag{4.10}
\end{equation*}
$$

Once again,

$$
\begin{equation*}
\left|W_{2}(x, z)-W_{2}(x-\varepsilon y, z)\right| \leq \int\left|\hat{W}_{2}(x, p)-\hat{W}_{2}(x-\varepsilon y, p)\right| d p . \tag{4.11}
\end{equation*}
$$

The function $W_{2}$ has many similar terms that come from (3.13), we look at the one that has the function $s_{j l}(t, x, k)$ in it:

$$
\hat{W}_{2}^{s}(t, x, p, k)=\sum \frac{\alpha_{j} \alpha_{l}\left[s_{j l}(t, x, k) \delta\left(p-\left(p_{j}+p_{l}\right)\right)\right.}{\theta\left(1-\hat{\chi}\left(p_{j}+p_{l}\right)\right)+i k \cdot\left(p_{j}+p_{l}\right)} .
$$

The corresponding term in (4.11) is

$$
\begin{aligned}
\mid W_{2}^{s}(x, z) & -W_{2}^{s}(x-\varepsilon y, z)\left|\leq \int\right| \hat{W}_{2}^{s}(x, p)-\hat{W}_{2}^{s}(x-\varepsilon y, p) \mid d p \\
& \leq \frac{C}{\theta} \sum \frac{\left|\alpha_{j} \alpha_{l}\right|}{1-\hat{\chi}\left(p_{j}+p_{l}\right)}\left|s_{j l}(t, x, k)-s_{j l}(t, x-\varepsilon y, k)\right| .
\end{aligned}
$$

This leads to a term in term in $I_{22}^{\varepsilon}$ that is bounded as

$$
\begin{aligned}
& \mid I_{22}^{s}(t, x, k) \left.\left|\leq \int \chi(y)\right| W_{2}^{s}\left(x, \frac{x}{\varepsilon}-y\right)-W_{2}^{s}\left(x-\varepsilon y, \frac{x}{\varepsilon}-y\right) \right\rvert\, d y \\
& \quad \leq \frac{C}{\theta} \sum \frac{\left|\alpha_{j} \alpha_{l}\right|}{1-\hat{\chi}\left(p_{j}+p_{l}\right)} \int \chi(y)\left|s_{j l}(t, x, k)-s_{j l}(t, x-\varepsilon y, k)\right| d y
\end{aligned}
$$

Its $L^{2}$-norm is estimated as

$$
\begin{aligned}
& \left\|\mid I_{22}^{2}(t)\right\|_{2} \leq \frac{C}{\theta} \sum \frac{\mid \alpha_{j} \alpha_{l}}{\left(1-\hat{\chi}\left(p_{j}+p_{l}\right)\right)} \int \chi(y)\left\|s_{j l}(t, x, k)-s_{j l}(t, x-\varepsilon y, k)\right\|_{2} d y \\
& \leq \frac{C \varepsilon}{\theta} \sum \frac{\left|\alpha_{j} \alpha_{l}\right|}{1-\hat{\chi}\left(p_{j}+p_{l}\right)} \int|y| \chi(y) d y \sup _{j, l}\left\|\nabla_{x} s_{j l}(t)\right\|_{2} \\
& \leq \frac{C \varepsilon}{\theta} \sum \frac{\left|\alpha_{j} \alpha_{l}\right|}{\left(1-\hat{\chi}\left(p_{j}+p_{l}\right)\right)\left(1-\hat{\chi}\left(p_{l}\right)\right)} \int|y| \chi(y) d y\left\|\nabla_{x} \bar{W}(t)\right\|_{2} \leq C \varepsilon
\end{aligned}
$$

The other contributions in $I_{22}$ that arise from the terms in $W_{2}$ that involve the functions $r_{j l}, q_{j l}$ and $u_{j l}$ may be bounded in an identical way, so that

$$
\begin{equation*}
\left\|I_{22}\right\|_{2} \leq C \varepsilon \tag{4.12}
\end{equation*}
$$

as well.
Equations (3.2) and (3.5) for $W_{1}$ and $W_{2}$, respectively, imply that the error term $g_{\varepsilon}$ given by (4.3) may be written as

$$
\begin{equation*}
g_{\varepsilon}(t, x, k)=-\sqrt{\varepsilon} \frac{\partial W_{1}}{\partial t}-\varepsilon \frac{\partial W_{2}}{\partial t}-\sqrt{\varepsilon} k \cdot \nabla_{x} W_{1}-\varepsilon k \cdot \nabla_{x} W_{2}+\sqrt{\varepsilon} \mathcal{L}_{\varepsilon} W_{2}-\frac{\theta}{\varepsilon}\left(I_{0}+\sqrt{\varepsilon} I_{12}+\varepsilon I_{22}\right) \tag{4.13}
\end{equation*}
$$

with $I_{0}, I_{12}$ and $I_{22}$ defined by (4.6), (4.8) and (4.10).
Since $\frac{\partial \bar{W}}{\partial t}$ satisfies the same equation as $\bar{W}$, we also have

$$
\left\|\frac{\partial \bar{W}(t)}{\partial t}\right\|_{L^{2}\left(\mathbb{R}^{2 d}\right)} \leq\left\|\frac{\partial \bar{W}_{0}}{\partial t}\right\|_{L^{2}\left(\mathbb{R}^{2 d}\right)}, \quad \forall t \geq 0
$$

Then, the operator $\mathcal{K}_{\theta}^{\delta}$ being bounded in $L^{2}$, we deduce from the equation on $\bar{W}$ that

$$
\left\|k \cdot \nabla_{x} \bar{W}\right\|_{L^{2}\left(\mathbb{R}^{2 d}\right)} \leq\left\|\frac{\partial \bar{W}(t)}{\partial t}\right\|_{L^{2}\left(\mathbb{R}^{2 d}\right)}+\left\|\mathcal{K}_{\theta}^{\delta} \bar{W}(t)\right\|_{L^{2}\left(\mathbb{R}^{2 d}\right)} \leq C
$$

where $C$ involves $\left\|\bar{W}_{0}\right\|_{L^{2}\left(\mathbb{R}^{2 d}\right)}$ and $\left\|k \cdot \nabla W_{0}\right\|_{L^{2}\left(\mathbb{R}^{2 d}\right)}$. Therefore one may verify in a direct manner that

$$
\left\|\frac{\partial W_{1}}{\partial t}\right\|_{2}+\left\|\frac{\partial W_{2}}{\partial t}\right\|_{2}+\left\|k \cdot \nabla_{x} W_{1}\right\|_{2}+\left\|k \cdot \nabla_{x} W_{2}\right\|_{2} \leq C
$$

using the definition of $W_{1}$ and $W_{2}$. The uniform boundedness of $\mathcal{L}^{\varepsilon}$ in $L^{2}$ implies that $\left\|\mathcal{L}_{\mathcal{E}} W_{2}\right\|_{2} \leq C$. Altogether, these bounds, taken with the estimates (4.7), (4.9) and (4.12), imply (4.4). Therefore, $\left\|R_{\varepsilon}(t)\right\| \leq C \sqrt{\varepsilon}$ and the proof of Theorem 2.1 is complete for a smooth initial data. Passing to a pure $L^{2}$ statement is automatic by density and $L^{2}$ stability.

## 5 Proof of Theorems 2.2 and 2.3

The proofs of the last two Theorems follow similar lines and thus we only treat Theorem 2.3 which involves more elaborate estimates.

The main difficulty is to derive the $L^{2}$ bounds on the operator $\mathcal{P}_{\theta}$. We recall that, once this is done, the existence of a unique solutions in $C\left([0, \infty) ; L^{2}\left(\mathbb{R}^{d}\right)\right)$ is standard using the Banach fixed point Theorem. This theory provides a solution both for $\theta>0$ or $\theta=0$ with the corresponding assumptions.

The asymptotic behavior as $\theta \rightarrow 0$ is also standard and we recall the argument without details. It follows from the inequalities

$$
\begin{aligned}
\left\|\mathcal{P}_{\theta} \bar{U}_{\theta}-\mathcal{P}_{0} \bar{Z}\right\|_{L^{2}\left(\mathbb{R}^{d}\right)} & \leq\left\|\mathcal{P}_{\theta}\left[\bar{U}_{\theta}-\bar{Z}\right]\right\|_{L^{2}\left(\mathbb{R}^{d}\right)}+\left\|\left[\mathcal{P}_{0}-\mathcal{P}_{\theta}\right] \bar{Z}\right\|_{L^{2}\left(\mathbb{R}^{d}\right)} \\
& \leq C\left\|\bar{U}_{\theta}-\bar{Z}\right\|_{L^{2}\left(\mathbb{R}^{d}\right)}+o(\theta) .
\end{aligned}
$$

Indeed, since we have

$$
\begin{equation*}
\frac{\partial\left(\bar{U}_{\theta}-\bar{Z}\right)}{\partial t}+k \cdot \nabla_{x}\left[\bar{U}_{\theta}-\bar{Z}\right]=\mathcal{P}_{\theta} \bar{U}_{\theta}-\mathcal{P}_{0} \bar{Z} \tag{5.1}
\end{equation*}
$$

we deduce

$$
\begin{aligned}
\frac{1}{2} \frac{d}{d t}\left\|\bar{U}_{\theta}(t)-\bar{Z}(t)\right\|_{L^{2}\left(\mathbb{R}^{2 d}\right)}^{2} & \leq\left\|\bar{U}_{\theta}(t)-\bar{Z}(t)\right\|_{L^{2}\left(\mathbb{R}^{2 d}\right)}\left\|\mathcal{P}_{\theta} \bar{U}_{\theta}-\mathcal{P}_{0} \bar{Z}\right\|_{L^{2}\left(\mathbb{R}^{d}\right)} \\
& \leq\left\|\bar{U}_{\theta}(t)-\bar{Z}(t)\right\|_{L^{2}\left(\mathbb{R}^{2 d}\right)}\left[C\left\|\bar{U}_{\theta}-\bar{Z}\right\|_{L^{2}\left(\mathbb{R}^{2 d}\right)}+o(\theta)\right]
\end{aligned}
$$

Then, thanks to the Gronwall lemma, we conclude that the $L^{2}$ limit of $\bar{U}_{\theta}(t)$ is $\bar{Z}(t)$.
It remains to prove the $L^{2}$ bounds on the operator $\mathcal{P}_{\theta}$ which we state in the
Lemma 5.1 With the assumption (2.14) and with

$$
M_{\chi}=\int_{0}^{\infty}\left[\frac{1-\hat{\chi}(r)}{r^{2}}+\frac{\left|\hat{\chi}^{\prime}(r)\right|}{r}\right]^{2} \frac{r d r}{1-\hat{\chi}(r)}<\infty
$$

we have

$$
\left\|\mathcal{P}_{\theta} U\right\|_{L^{2}\left(\mathbb{R}^{d}\right)} \leq C\left(M_{\alpha}+\theta M_{\chi}\right)
$$

Notice that the integrability assumption $M_{\chi}<\infty$ involves a further cancellation of second derivatives $\hat{\chi}^{\prime \prime}(0)=0$.
Proof. We consider a test function $V \in L^{2}\left(\mathbb{R}^{d}\right)$ and write

$$
\begin{aligned}
& \int \mathcal{P}_{\theta}[U](k) V(k) d k=\int \alpha(p-k) \frac{2 \theta(1-\hat{\chi}(p-k))}{\theta^{2}(1-\hat{\chi}(p-k))^{2}+\left(\frac{(p+k) \cdot(p-k)}{2}\right)^{2}}[U(p)-U(k)] V(k) \frac{d p d k}{(2 \pi)^{d}} \\
& =C \iint \frac{2 \alpha\left(q_{-}\right) \theta\left(1-\hat{\chi}\left(q_{-}\right)\right)}{\theta^{2}\left(1-\hat{\chi}\left(q_{-}\right)\right)^{2}+\left(\frac{q_{+} \cdot q_{-}}{2}\right)^{2}}\left[U\left(\frac{q_{+}+q_{-}}{2}\right)-U\left(\frac{q_{+}-q_{-}}{2}\right)\right] V\left(\frac{q_{+}-q_{-}}{2}\right) d q_{+} d q_{-}
\end{aligned}
$$

This involves two terms which can be treated in a similar manner and thus we only consider the "cross term" $U\left(\frac{q_{+}+q_{-}}{2}\right) V\left(\frac{q_{+}-q_{-}}{2}\right)$.

We set $q_{-}=r \omega$ and $q_{+}=q_{1} \omega+q^{\prime}$ with $q_{1} \in \mathbb{R}$ and $q^{\prime} \perp \omega$, and $\varphi(r)=1-\hat{\chi}\left(q_{-}\right)$. We arrive at

$$
\begin{aligned}
& C \iint \alpha(r \omega) \frac{2 \theta \varphi(r)}{(\theta \varphi(r))^{2}+\left(\frac{q_{1} r}{2}\right)^{2}} U\left(q^{\prime}+\left(q_{1}+r\right) \omega\right) V\left(q^{\prime}+\left(q_{1}-r\right) \omega\right) d q_{1} d q^{\prime} r^{d-1} d r d \omega \\
& \leq C \iint \sup _{\rho>0}\left[\rho^{d-2} \alpha(\rho \omega)\right] \frac{2}{1+\frac{s^{2}}{2}} U\left(q^{\prime}+\omega\left(s \theta \frac{\varphi(r)}{r}+r\right)\right) V\left(q^{\prime}+\omega\left(s \theta \frac{\varphi(r)}{r}-r\right)\right) d q^{\prime} d s d r d \omega \\
& =I+I I
\end{aligned}
$$

where the integral is treated in two different ways for $s \theta|Q(r)| \leq \frac{1}{2}$ and $s \theta|Q(r)| \geq \frac{1}{2}$ with $Q(r)=$ $\frac{\varphi(r)}{r^{2}}-\frac{\varphi^{\prime}(r)}{r}$.

On one hand, we have for $s \theta|Q(r)| \leq \frac{1}{2}$ :

$$
\begin{aligned}
I \leq & C \int_{\omega, s} \sup _{\rho>0}\left[\rho^{d-2} \alpha(\rho \omega)\right] \frac{2}{1+\frac{s^{2}}{2}}\left(\int U^{2}\left(q^{\prime}+\omega\left(s \theta \frac{\varphi(r)}{r}+r\right)\right) d q^{\prime} d r\right. \\
& \left.\times \int V^{2}\left(q^{\prime}+\omega\left(s \theta \frac{\varphi(r)}{r}-r\right)\right) d q^{\prime} d r\right)^{1 / 2} d s d \omega \\
\leq & C \int_{\omega, s} \sup _{\rho>0}\left[\rho^{d-2} \alpha(\rho \omega)\right] \frac{2}{1+\frac{s^{2}}{2}}\left(\int U^{2}\left(q^{\prime}+\omega R\right)(1-s \theta Q(r))^{-1} d q^{\prime} d R\right. \\
& \left.\int V^{2}\left(q^{\prime}+\omega R\right)(1+s \theta Q(r))^{-1} d q^{\prime} d R\right)^{1 / 2} d s d \omega \\
\leq & C M_{\alpha}\|U\|_{L^{2}\left(\mathbb{R}^{d}\right)}\|V\|_{L^{2}\left(\mathbb{R}^{d}\right)},
\end{aligned}
$$

where we have used the change of variable $r \rightarrow R=r \pm s \theta \frac{\varphi(r)}{r}$.
On the other hand, we have for $s \theta|Q(r)| \geq \frac{1}{2}$ :

$$
\begin{aligned}
& I I \leq \tilde{C} \int_{\omega, r} \sup _{\rho>0}\left[\rho^{d-2} \alpha(\rho \omega)\right](\theta|Q(r)|)^{2}\left(\int U^{2}\left(q^{\prime}+\omega\left(s \theta \frac{\varphi(r)}{r}+r\right)\right) d q^{\prime} d s\right. \\
&\left.\int V^{2}\left(q^{\prime}+\omega\left(s \theta \frac{\varphi(r)}{r}-r\right)\right) d q^{\prime} d s\right)^{1 / 2} d r d \omega \\
& \leq \tilde{C} \int_{\omega, r} \sup _{\rho>0}\left[\rho^{d-2} \alpha(\rho \omega)\right](\theta|Q(r)|)^{2}\left(\int U^{2}\left(q^{\prime}+\omega S\right) d q^{\prime} d S\right. \\
&\left.\int V^{2}\left(q^{\prime}+\omega S\right) d q^{\prime} d S\right)^{1 / 2} \frac{r d r}{\theta \varphi(r)} d \omega \\
& \leq C \theta M_{\chi}\|U\|_{L^{2}\left(\mathbb{R}^{d}\right)}\|V\|_{L^{2}\left(\mathbb{R}^{d}\right)},
\end{aligned}
$$

because

$$
\int(|Q(r)|)^{2} \frac{r d r}{\varphi(r)} \leq M_{\chi}<\infty
$$

This completes the proof of Lemma 5.1.
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