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Abstract

We consider a semi-linear advection equation driven by a highly-oscillatory space-time Gaus-
sian random field, with the randomness affecting both the drift and the nonlinearity. In the linear
setting, classical results show that the characteristics converge in distribution to a homogenized
Brownian motion, hence the point-wise law of the solution is close to a functional of the Brownian
motion. Our main result is that the nonlinearity plays the role of a random diffeomorphism, and
the point-wise limiting distribution is obtained by applying the diffeomorphism to the limit in
the linear setting.

1 Introduction

In this paper, we consider solutions to the semi-linear advection equations with rapidly oscillating
random coefficients, of the form

&eue(t, l‘) + éV(E%’ g) . VmuE(t’m) = Eiaf(t,l’,ue(t7x)’ V( 13 r + ))’

€2 e
w(T,z) = up(z), t<T,xeR

(1.1)

Here, V(t,x) is a zero-mean, incompressible, stationary Gaussian, vector-valued random field, and
the nonlinear term f depends on both u; and V. The parameter a > 0 is to be chosen so that
the nonlinearity plays a non-trivial role as € — 0. The linear problem with f = 0 has been exten-
sively studied in the literature under various assumptions on the advection V (¢, ), with a typical
result showing that the underlying characteristics converge to a diffusion. The problem may also
exhibit a memory effect if the space-time correlations of V' (¢, ) decay sufficiently slowly so that the
corresponding trajectory process converges to a non-Markovian limit. In this paper, we stay in the
regime where V' decorrelates fast, and our goal is to understand the interaction between the random-
ness and the nonlinearity, and the asymptotic behavior of u., as well as the multi-point statistics
ue(t, 1), ..., us(t,xy) for any number of points (¢, 1), ..., (t,xN).

As we have mentioned, when f = 0, the equation (1.1) is a classical problem of a passive scalar
in an evolving random environment, and the solution can be expressed as

ue(t, ) = ug(XL*(T)). (1.2)
Here, X5*(-) is the characteristic of (1.1) starting from (¢, z):
d t,x 1 s Xg’x(s) t,x
TXL(s) = gv(?, )5 >t XL = (1.3)
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It was shown in, e.g., [2, 6, 11] that the process (X! ®(s))s>¢ converges in law to (z + Bs_t)s>t-
Here, (f¢)t>0 is a Brownian motion with a covariance matrix that can be computed through the
statistics of V', see (4.10) below. As a result, for fixed (¢,z), uc(t,x) converges in distribution
to ug(z+fr—¢). For two different starting points z1 # x9, the trajectories X1*1 and X5*2? experience
random environments that are typically at distances of order O(1/e) away from each other on the
microscopic spatial scale. As a result, the two trajectories become nearly independent, when ¢ — 0,
provided that the velocity field V (¢, x) decorrelates fast in space. This happens even if the spatial
realizations of V' are analytic, which precludes the spatial mixing of the field. Similarly, for an

arbitrary number of initial starting points, the random vector (uc(t,z1),...,us(t,xxN)) converges in
law to (ug(x1 + ﬁé}zt), cooug(ey + B(Tj\i)t)), where ( t(j))tzo are i.i.d. copies of the effective Brownian

motion, see Theorem 2.1 below. In particular, the above result implies that, after averaging in space
(i.e. taking the weak spatial limit), the randomness averages out and the limit becomes deterministic.
More precisely we have

lim | wuc(t,x)g(x)dx = / Elue(t, z)]g(z)dx  for g € L' (RY), (1.4)
e—0 JRd R4
see Corollary 2.2.
In the non-linear setting, when f # 0, the solution along the characteristics is not constant but
rather satisfies

s, XN 2 [ (00 X (0) el X2 (0)), (5, KL

+))do = ug(XE7(T)), s € [t,T).

(1.5)
If the nonlinearity has a non-zero mean f = E[f], we can roughly treat it as deterministic to the
leading order, in light of the averaging induced by the V' variable in (1.5). This leads to the choice
a = 0. Replacing f — f, we obtain from (1.5):

9

s, X))+ [ 70 X0 (0), el XE7(0))do = wo(XEF(TY), s €(6T) (1)

a “deterministic” integral equation in time, driven by the random charateristics. Since X»* converges
to the effective Brownian motion, it is not hard to see from (1.6), at least formally, that u. (s, X>*(s))
converges to the solution U(t,z) of an integral equation driven by the effective Brownian motion.
This argument can be also extended to arbitrary points xi,...,zy, showing that random vec-
tors (ue(t,z1),...,us(t,xn)) converge in law to (Z/I(l)(t,xl), UM, xN)), where UV (t, x) cor-
respond to solutions driven by independent copies of the effective Brownian motion. If the fluctuation
is measured weakly-in-space, it can also be shown that (1.4) holds. The precise statement of the
results can be found in Theorem 2.3 and Corollary 2.4.

We should mention that the question of homogenization for linear and semi-linear (even some
classes of quasi-linear) parabolic equations with random coefficients, using backward stochastic dif-
ferential equation techniques, has been also considered, see e.g. [9, 3, 14, 16, 4]. In contrast with
the present case, in the parabolic setting, both the point-wise limit and the limit measured weakly
in the spatial variable are deterministic.

When f = 0, the random effect of f comes up in the next order, and the standard central limit
scaling suggests the choice @ = 1. Due to the interaction between the two random sources, X»*
and V, the asymptotic behavior of the integral

: /ST f("? X5 (o), ue (o, X1 (0)), V(2 X%(o)

8 o + -))da



that appears in (1.5) is much more complicated than that in (1.6). We will in this case obtain in the
limit a “random” integral equation driving by the effective Brownian motion. This is the objective
of Theorem 2.6.

Let us briefly describe the principal ingredients of the proofs of our main results and organization
of the paper. Section 2 contains the main results of this paper, and the assumptions on the random
advection V(¢,z). The analysis of the solutions of semi-linear advection equations is based on the
method of characteristics that translates the asymptotics of u. into the study of the random spatial
trajectories, together with the evolution of u. along the characteristics, described by (1.5), together
with the inverse of the corresponding flow map coming from (1.5). An important tool in this approach
is the process that describes the random velocity V along the spatial characteristics — the so-called
environment process, see Section 4. The main technical novelty in the analysis here is the approach
to the analysis of the environment process. It is shown in Section 3 that the Gaussian velocity
fields, considered in the present paper, are actually Markovian. Fields of this type appeared quite
frequently throughout the literature, see e.g. [10, Chapter 12] and the references therein. What is
novel in our present approach, compared with that of [10], is the use of the respective Cameron-
Martin space in the description of the dynamics of the field, see Section 3. It allows us to find a
simple semimartingale representation of the dynamics, see the stochastic differential equation (3.20),
which leads to the It6 formula (3.33). This in turn allows us to find the semimartingale description of
the environment process and the respective It6 formula, see Section 4. Using these tools we present
the proofs of our main results in Sections 5 — 7.

Acknowledgment. YG is partially supported by the NSF grant DMS-1613301, TK by the NCN
grant 2016/21/B/ST1/00033 and LR by the NSF grants DMS-1311903 and DMS-1613603, and by
ONR grant N00014-17-1-2145.

2 Main results

2.1 Gaussian incompressible vector fields

Let us first make precise our assumptions on the random field V(¢t,z) = (Vi,...,Vy). It is a
mean-zero, space-time stationary d-dimensional Gaussian random field, defined on a probability
space (2, F,P), with a covariance matrix of the form

Rij(t,2) = EVi(s +t,y +2)Vi(s,y)] = /]R e WD (Ko(k)dk, i.j=1,...d.  (21)
The factor
T(k) := [Tij(k)], Tij(k) :=6ij — kiky/ |k, i,5=1,....d,

ensures that the realizations of the field are almost surely incompressible:

d
Ve -V(t,z)= Z@xjvj(t,x) =0, (t,z) e R as.
j=1

The non-negative functions a(k) > 0 and o(k) > 0 are assumed to be even and continuous. We
also assume that o(k) is compactly supported: o(k) = 0 for |k| > Ky, and the spectral gap (k) is
uniformly positive:

0 <o <a(k) <A, keRL (2.2)

In order to specify the function space where V (¢, z) takes its values, given my,mg € R, let Ep; my
be the real Hilbert space of vector-valued functions w : R — R? with the norm

[ /Rd 0y (2)[F~ (O ) (2)2d, Orm() = (1 + |22,

3



Here, the Fourier transform and its inverse are defined as

4 1 4
(k) = [Ful(k) = / e~ (2)dr, [Flu)(r) = —s / ARk, w,u € S(RY).
R4 (2m)? Jpa
It is straightforward to check that the dual space &, 1, t0 Emymy 18 E-my,—m,- Note that the Dirac

function ¢(z) belongs to &/, ., provided that m; > d and mg € R.

Under the above assumptions, for a fixed ¢t € R, the realizations of the components of V(¢,-)
belong a.s. to any &, m,, with m; € R and mo > d. Let £ be the Hilbert space consisting of vector
fields w = (wq, ..., wq) : R¢ — R? whose components belong to &, m, for some m; > 1 and mo > d
satisfying V, - w(xz) = 0, and let B(E) be its Borel o-algebra. We denote by m the law of V(0,-)
(which coincides with the law of V(¢,-) for any ¢ € R, due to stationarity) over the space (€, B(£)).

2.2 The linear case

Let us first consider

1
Orue(t,x) + EV (;2, f) Vaue(t,z) =0, u(T,x) =up(x), 0<t<T, (2.3)

with a terminal condition ug that belongs to C§°(R?). The solution of (2.3) is
u(t, ©) = uo (XL*(T)), (2.4)

where we recall that X% (s) is the characteristic curve defined in (1.3)

dX"(s) _ 1V( : ng(S)) s>t
6 ) b

ds 2 ¢ (2.5)
X5T(t) = x.
It is well known, see [2, 6, 11], that under our assumptions on V'(¢,z), the laws of (X1"(s)) -,
converge, as € — 0, to the law of (z + Bs_¢)s>¢. Here, By = (B, ..., %), is a d-dimensional Brownian
motion with the covariance
E[B7BY] = apg(t As), p,g=1,...,d,t,s>0, (2.6)

and the effective diffusivity matrix ap, given by (4.10) below.

The above implies, in particular, that for each (¢, z) fixed, t < T', the random variables u.(t, x),
converge in law to a random variable uy(x + fr—¢). In addition, u(t, x) := E[ug (z + Sr—¢)] is the
bounded solution of the backward heat equation

d
_ 1 _
ou(t, x) + 5 E apqagpwqu(t,x) =0, t<T,

p,q=1 (27)
u(T, ) = uo(x).
For the multi-point statistics we have the following.
Theorem 2.1. For a given positive integer N, mutually distinct points x1,...,zx € R?, andt <T
the random vectors (ugs(t,x1), ... ,u:(t,zN)) converge in law, as e — 0, to
1 N
(Uo (931 + 5(th) yee e UQ (961 + /B(T_)t)) :

where (Béj))tzo, 7=1,...,N are i.i.d. d-dimensional Brownian motions with the covariance matrix

given by (2.6).



Our result in the linear case allows, in particular, to contrast the point-wise convergence of u.(t, )
to a random limit, with the convergence of u.(t,-) in the weak topology in L?(R?) to a deterministic
limit. We use the notation

(f.9) = [, Ha)g(@da
R4
for f € LP(R%), g € LV (RY), with 1/p+1/p' =1, p € [1, +od].
Corollary 2.2. For a given ¢ € L'(R?) and t < T, the random variables

lim (uc(t), ) = (u(t), @) in the L*(Q) sense.

e—0

The proofs of the above results are presented in Section 5. Let us comment that when wu.(t, z)
satisfies an advection-diffusion equation rather than an advection equation, as in (2.3),

1 t x
O (t,2) + -V <€2 5) Ve (t, 2) + #Apu(t, 2) = O,

ue (T, x) = up(x),

(2.8)

with £ > 0, one can prove, see [9], that for any ¢ < T both u.(¢,z) and (uc(t),y) converge in
probability to deterministic limits u(¢,z) and (u(t),¢), respectively. In that case, u(t,x) is the
solution of the Cauchy problem for the backward heat equation

d
_ 1 _ _
Owu(t, ) + 3 Z apqazp@qu(t, x) + kAgu(t,x) =0, t<T,
pg=1
u(T,z) = uo(x).

(2.9)

In other words, the diffusion term in (2.8) provides enough extra averaging so that even the point-
wise limit is deterministic.

2.3 The semi-linear case

Let Dy := [0,T] x R¥*! and C%™ (D7) be the space of continuous functions g(¢,z,u) on Dr, that
are of the class C™ in the (z,u) variables for some non-negative integer m:

m

k
lgllcompyy =Y sup Dy ,g(t,z,u)l.

We consider semi-linear equations of the form

1 t
Oruc(t,2) + V(5. 2) - Vare(t,2) = et ue(t,2), ¢ <T, (2.10)
ue (T, x) = up(x),
with ;
T
fe(t,z,u) .zf(t,x,u,V(é_—Z,g+'>), (2.11)
and f(-,w) € C%™(Dr) for some m > (d +1)/2 and 7-a.s. w € &, and
esssgp (-, w)llcom(pyy < +oo. (2.12)
we



Note that we omitted the dependence of f. on the random realization w to simplify the notation.
As f.(t,z,u) is now random, the results will depend on whether it has a zero or non-zero mean

[t x,u) = Ef (t,2,u,V(0,)), (tz,u)€ Dr, (2.13)

and we will consider these two cases separately. In the non-centered case we have the following
result, proved in Section 6.

Theorem 2.3. Assume that f(t,z,u) # 0 in Dy. Fiz (t,2) € [0,T] x R? and the realization of the
Brownian motion [y with the covariance matriz (2.6), and let {U(s;t, x) hi<s<T satisfy the integral
equation

T _
uo (z+ Pr—t) —U(s;t,z) = / flo,x+ Bot,U(o;t,x))do, t<s<T. (2.14)
S
Then uc(t,x) converges in law, as € — 0, to U(t,x) := U(t;t,x). Moreover, for any positive inte-
ger N, mutually distinct z1,...,2x € R? and t < T the random vectors (uc(t,z1),. .., uc(t,zN))
converge in law, as € — 0, to UV (t,21),..., UN(t,zy)), where UD, ... . UN) correspond to the

solutions of (2.14) with B replaced by i.i.d. copies of d-dimensional Brownian motions ( t(j))t207

j=1,...,N, whose covariance matriz is given by (2.6).

From the above result, we conclude an analogue of Corollary 2.2:

Corollary 2.4. Suppose that ¢ € L'(R%). Then

lim (ue(t), @) = (EU(t), ) in the L*(Q) sense. (2.15)

e—0

If f(t,x,u) =0 for (t,x,u) € D, the leading order effect of f in (2.14) vanishes, so, to have the
nonlinearity play a non-trivial role, we consider instead of (2.10) the problem

1 t z 1
Opus(t, z) + EV (52’ 8) -Vaue(t,z) = gfe(t,x,ug(t,x)), t<T,

ue (T, z) = ug(x).

(2.16)

Here, f. is as in (2.11). We will, however, require slightly more regularity on f.. Let C"(Dr) be
the space of continuous functions g : Dy x € — R, that are of the class C" in the (s, z,u) variables
for some non-negative integer m:

m

k
HgHCm(DT) = Z sup ’Ds7y,ug(say7u)"
|k|=0 ($:y:w)€DT

We assume that f(¢,z,u,w) is such that f(-,w) € C™(Dr) for some m > (d+1)/2 and 7-a.s. w € £,
and

esssup (- w)llem(ppy < +oo. (2.17)

In order to state the result, let U5%%(s) be the solution of (2.16) along the characteristics X% (s)
given by (2.5), satisfying U5®*%(¢) = u. In other words, it is the solution of the equation

1 S
Ute(s) = u+— [ fo)do, t<s<T. (2:18)

where for f:R™2 x £ = R we simply write

fo(0) = £ (0. X2%(0), UL (), V (5, Xﬁ’z@ ).

6



For a fixed pair (¢, z), we define a random field
SL7(s,u) == UL™"(s), t<s<T, ueck. (2.19)

In order to define the limit of GL%(s, u), let us introduce the solution of the following system of It6
stochastic differential equations

s d s 5
Ub®U(s) = u + / b(o, X" (0), U (0))do + Y / &j(o, X" (o), U (0))dBj (o),
t j=0"" (2.20)

d s 5
Xt =a + Y [ Spdfulo). j=1,..d
k=1

Here, the coefficients b(s, z,u) and ¢;(s,z,u) are defined in Section 7.1 below, Bj(a), j=0,...,d,
are i.i.d. standard Brownian motions, and Sj; is the square root of the d x d matrix aj;, given
by (2.6). The limiting dynamics (2.20) has the following property proved in Section 7.1.

Proposition 2.5. Given (t,z), and s € [t, T}, let s (u) := U"*%(s). The mapping s-° : R — R is
a.s. a diffeomorphism.

This leads to the main result concerning the convergence of the solution of (2.16).

Theorem 2.6. (i) The joint laws of (X1*(-),8L*(+)), over C([t,T]) x C([t,T] x R), equipped with
the standard Frechet metric metrizing uniform convergence on compact sets, converge weakly to the
law of (X5*(-),&4"(+)), with GH*(s,u) := UL (s).

(ii) For each (t,x) € R'*? fized, the random variables u.(t,x) converge in law, as e — 0, to

Ut ) = (s7") " (uo(X"(T))). (2.21)
In addition, for any positive integer N, mutually distinct z1,...,xn € R* and t < T, the ran-
dom vectors (ue(t, 1), ..., uc(t,zn)) converge in law, as ¢ — 0, to (%D (t,x1),..., %N (t,zn)),

where %V, ..., % N) correspond, via (2.21), to (sglxj('), X;’mj), j=1,...,N driven by i.i.d. copies

of d-dimensional standard Brownian motions as in (2.20).

3 Some preliminaries on Gaussian, Markovian fields

In this section, we give a Markovian representation for the field V (¢, x), starting from the assumptions
in Section 2.1. To this end, let H; be the L?-closure of the linear space spanned by the random
variables

d
W(psw) = /Rd wi(z)pj(x)dr, ¢ € Sav(RGRY),  we €, (3.1)
j=1

defined over the probability space (£,B(&),w). Here, Sgiv(R% R?) is the space of divergence free
vector fields ¢ = (¢1,...,¢4) with components in S(RY). By an approximation argument, W
extends to a unitary mapping W : H — H;, where H is the (real) Hilbert space, the closure of
Saiv(R% R?) in the norm || - ||, with

(oropahi = [ @a(k) - R)T(R)dk, 1,02 € S (R, (3.2)

Here, o(k) is as in (2.1). In addition, by (2.1) and the fact that 1, p2 are divergence free, we have

(W(p1;w), W(p2sw))p2(x) = (¢1, p2) 1,  $1,92 € H. (3.3)

7



Note that the shift
T2p(+) == p(x + )

is an isometry on H, for each x € R?. In the following, we will simply write
W(p) =W(p;w).

3.1 The Gaussian chaos expansion

Let P, be the space of the n-th degree polynomials, the L2-closure of the linear span of
m
HW(QO])u 1§m§n7 @177¢n6H7

and H, = P © Pn_1, n > 1 be the space of the n-th degree Hermite polynomials, with the
convention Hog = Py = R. It is well known, see e.g. Theorem 2.6, p. 18 of [8], that

+00
= P Hy
n=0

Denote by p,, the orthogonal projection of L?(7) onto H,,. Given s € [0, +00), the Hilbert space £
is made of F' € L?(r) with poF = 0 and the norm

400 1/2
Hﬂhpz{}%ﬂ+nﬁWMW§wﬁ < +o0. (34)
We set
oo =[] Ns- (3.5)

s>0

The homogeneity assumption on 7 amounts to the fact that 77, = m for each x € R?. Therefore,
the operators T, F(w) := F(r,w), w € £, x € R?, form a strongly continuous group of isometries
on LP(7) for any p € [1,400). Denote by D = (D,...,Dy) the generators of (7. )xeRd Let Wi,
be the Banach space consisting of F' € LP(7) that belong to the domain of D™ = ]: Dj 7. for a
non-negative integer multi-index m = (myq,...,my), with |m| := Ele m; < k, equipped with the
norm

1Bl = { 3 10" FIl )" (3.6)
Im|<k
The space W),  is defined with the help of L> norm.
We let W4, := ﬂp>1 Wi p. It follows from the definition of 7, that

n

n
Tz(HW(%) H (T-2pj);  #1,--- 500 € H.
i=1

Therefore, T, (P,) = Pp, and since T}, is unitary on L?(w), we also get Ty(H,) = H, for all n > 0.
Due to the assumption that o is compactly supported, we conclude easily that P := U, Pn C We.
Finally, we define the linear functionals v, : £ — R as

vp(w) :=wp(0), we& p=1,...,d. (3.7)



They are bounded and can be written as

wp=W(f), p=1....4, (3.8)

with f, € H given by

fo(@) = /Rd R (R)eydk, ep = (0,....1,....0).
~————
p-th position

3.2 Markovian dynamics of the velocity field

Here, we formulate the Markov property of the E-valued process V; := V (t,-), t € R. We represent
the random field V (¢, z) in the form

V(t,z) =v(r Vi), (t,z) e R4 (3.9)
with v = (v1,...,v4) as in (3.7). Given t > 0, let S; : H — H be the continuous extension of
Sup(k) = e *W'G(k), ¢ € San(R%RY). (3.10)

The family (S¢)¢>0 is a Co-semigroup of symmetric contractions on H, with the generator (—A) and
Ap(k) == a(k)p(k), ¢ € San(RERY). (3.11)
One can easily verify that P;, defined via
PW(p) =W (Sip), t>0, ¢e€H, (3.12)

forms a semigroup of contractions on H;. Similarly, for F' = p,, (H?:l W(gpj)), we set

j=1

PF =y, (ﬂ w<stsoj>) . (3.13)

According to Theorem 4.5 of [8], (P;),~, is a contraction semigroup on H, for each n, hence a
semigroup of contractions on the entire L?(7). It can be easily checked (using e.g. Theorem 3.9, p. 26
of [8]) that P, forms a strongly continuous semigroup of symmetric operators on L?(r).

Let U, be the L? closure of the linear span of W (ip;V,) for any u < s and ¢ € H. For any t > s
and ¢ € H, the orthogonal projection of W (p;V;) onto Uy is

W(Si—sp; Vs) = P—sW () (V5).
Therefore, according to Theorem 4.9, p. 46 of [8], for any F € L?(r) and t > s we have
E[F(V) | Vs] = PsF(V5),
where (V;) is the natural filtration of (V}),5,. Note that for any = € R9, ¢ > 0 we have
St(12()) = 72 (Sep)-
Using (3.13), we can conclude also that

PT,=T,P;, t>0,zcR% (3.14)



It follows from (3.10) and (3.12) that

|PiF| 120y < €N Fll 2y, t>0, Fe€H. (3.15)

Using Theorem 4.5, p. 46 of [8] we conclude that (3.15) actually holds for any F € L?(x) such
that (F,1)72(r) = 0. We denote by L : D(L) — L*(w) the L*-generator of P;, which, due to the
symmetry of the semigroup, is self-adoint. Since P is dense in L?(7) and invariant under (P;)¢>o, it
is a core of L, see e.g. Proposition 3.3, p. 17 of [5]. As a consequence of (3.15) we have an estimate
for the Dirichlet form

EL(F) := —(LF, F)[2(z) > || F||{2(r), F€D(L), F L1, (3.16)
In fact, we have an estimate that allows us to compare the Dirichlet form with the L? and || - ||1.2
norms on the space of the n-th degree Hermite polynomials.
Theorem 3.1. The following estimates hold:
(1)
CnlF sy < E0(F) < Anl| sy, F € Moy m20. (317)
(ii) There exists a constant C > 0 such that
d
Y IDiF|32(py < CnEL(F), F €Hy, n>0. (3.18)
j=1
(iii) There exists a constant C > 0 such that
[0pFll 2y < CE/*(F), FeMn n>1, p=1,....d. (3.19)

The proof of part (i) is presented in Section 3.4. The proofs of parts (ii) and (iii) can be found
in [10], see the estimate (12.115), p. 413 and Lemma 12.25, p. 405, respectively. As a direct
conclusion from the above result, we obtain the following (cf (3.4)).

Corollary 3.2. We have D(EL) = $1.

3.3 A stochastic convolution representation for the velocity field

In order to obtain a more explicit representation for V4, note that given ¢ € H, the process Vi(p) :=
W(p; V) is a Gaussian semimartingale satisfying

dVi(p) = —Vi(Ap)dt + V2dBy(p), t>s, o€ H, (3.20)

for any s € R. Here, the process B : Rx H x ) — R is such that the process ((Bi(¢1), - .., Bi(¢n))icr
is an n-dimensional, two sided, Brownian motion, with zero mean and covariance

E[Bi(pi)Bs(pj)] = (t Ns)(Agi, i), 4,7=1,...,n, t,s €R, (3.21)

for any ¢1,...,¢, € H. In addition, for any s € R the process (B; — Bs),~, is independent of V; -
the o-algebra generated by V,, u < s.

Suppose that an H-valued process (), is progressively measurable w.r.t. the filtration V; and
satisfies -

t
/ ]EHcpuH%Idu < +o0.
S

10



By the standard procedure, we can define the It integral

t
/ dBu(pu),
S
sometimes also denoted by
¢
S
It is a square integrable, zero mean, continuous trajectory martingale that satisfies
t 2 t
E {/ dBu(gou)} = / E(Apy, pu)pdu.
S S
Due to the stationarity of V;, we can represent it as
t
Vie)=V2 [ (Sip.dBn, teR peH. (3.22)
—0o0

This representation will be very useful for us later on.

3.4 Proof of (3.17)

Recall that the n-th degree, L2-normalized, Hermite polynomial h,(z) is

— L (_1)n x2/2 d" —z2/2
ho(x) = 17 hn(w) = W@ % (6 ) s z € R.

It is well known that

zhy(z) = (n + )Y 2hpyq (2) + 020y 1 (), B (2) = Vnhg 1(z), n>1. (3.23)
Suppose that (¢;),, is an orthonormal base in H. Let n = (n;);>1 be a sequence of non-negative
integers, and |n| := ;;OT nj. According to Proposition 1.1.1 of [13], the vectors

+oo
hn = H hn, (W(ej)), |n[=n,
Jj=1

form an orthonormal base in H,,. Suppose that F' = >t p,,F € L?(r) and p,(F) = > |nj=n Onlin
for some real coefficients (o) satisfying

+0o0
Yo > an = |FlZam < +o0.
n=0|n|=n

The operator D : $; — L?(7; H) defined as
+00
DF :=) Dj;Fe; (3.24)
j=1

with D; : 1 — L*(7), j = 1,2,... given by

+o00
DiF =Y > fjonhn,, F €M, (3.25)

n=0 |n|=n

11



is the Malliavin derivative, see Definition 1.2.1, p. 25 of [13]. Here, n; = (n’,) is given by
{nj’a j/ 7é ja

(nj' - 1)+7 j/ J-
Note that, (cf Proposition 1.2.2, p. 28 of [13])

-
nj/ =

Z 1D F |72y = Z > ai ZannFH%z(W) < 400, FefH. (3.26)

j=1 n=0 |n|=n

Remark. For F of the form F := ®(W (hy),...,W(hy)), where hy,...,hxy € H and ® € C®(RY)
with both ® and its partial derivatives of polynomial growth, we have DF = Zévzl Oz, Phy.
Denote by hy(t) := hn(V:), and B;(t) := By(¢;), where B, was defined in Section 3.3. Recall that
(see (3.21))
E[Bz(t)Bj@)] ZC@j(t/\S), 1,7 =1,2,...,

with ¢; ; given by
cij = (Ae,¢)m, 6,j=12,.... (3.27)
Using the It6 formula, (3.20) and (3.23), one can show by a direct calculation that

dh { Z\/»hnj ‘/t Ae] + Z Cjy j2\/mhn]1 2 )

1732
+ Z ¢\ (ny = 1) phay (0) bt + V2 /ijhn, ()dB;(2). (3.28)
J

Here, nj, j, = (m),), n}; = (E;-,) are multi-indices given by
{nj’7 jlg{jlva}v El L {nj’7 j,#j7
.7 . . i . .
(nj =+, J € {j,j2}s (njr =2)4, J' =7

For F'= 3", 3 |nj=n @nhn, by (3.23), (3.27) and (3.28), we have
F)=3> 3> VAamam(W(Ae;)hn;: hm) 12 (x)

n,J |n|=|m|=n

=2 > Gyy/mam(hn,, W(ej)hm) 2 (3.29)

n,J,j" |n|=|m|=n

= Z Z Cjj' /T 0mOm (A, frm ) 12 () -

n,5,j" |n|=|m|=n

-
mj/ =

Comparing with (3.24) and (3.25) we conclude the formula

EL(F) = /5 (ADF,DF)ydr, F e D(EL). (3.30)
Thanks to the inequality
adlelir < (Ap,o)r < Adlellf, Ve e H, (3.31)
(following directly from (2.2)) and identity (3.26) we conclude that
@Y nllpnF |72 < ELF) < AD nllpnF |72, F € D(EL). (3.32)

Hence F belongs to D(€) — the domain of the form £(-) iff F' € $y, i.e.

Thus, in particular (3.17) follows.

12



3.5 Some corollaries of Theorem 3.1

Note that F € D(L) iff G := LY2F € D(EL), that is G € $;. However, according to part (i) of
Theorem 3.1 then HpnGH%Q(W) = annFH%Q(W). The symbol a, =< b, used for two non-negative

sequences (an)n>1 and (by)n>1 means that there exists C' > 0 such that Ca, < b, < a,/C for all n.
We conclude the following.

Corollary 3.3. We have D(L) = 9.

Next, we write down an It6 formula for the process V; that will also be of great use for us.
From (3.28) we obtain that for any F' € D(L)

F(V,) = F(Vp) + /Ot LF(V,)ds + V2M;(F), (3.33)

where M,;(F) is a continuous, square integrable martingale given by
+0o .t
MF) =3 [ DF(V)aBy(s), (3.34)
j=1
where DF' is the Malliavin derivative defined in (3.24).

4 The environment process and the corrector fields
Let X%%(s) be the solution of (2.5) corresponding to e = 1. The (E-valued) environment process is
n?:c = TXt,z(s)‘/S, s >t, (41)

so that s
X4 (s) =x —|—/ v(nk®)do.
t

We shall write X (s), ns instead of X%(s) and n%°, respectively.

4.1 Properties of the environment process and the corrector

Let V; s be the o-algebra generated by V,, t < u < s and By(€) be the space of bounded Borel
measurable functions F' : £ — R. The following is a consequence of the results in [10, Section 12.10].

Proposition 4.1. For a given (t, ), the natural filtration of (n}")s>¢ coincides with (Vs),~,. The
process (nNb*)s>t is Markovian and stationary, that is, for any s >t and h > 0 we have

E[F(nify) | Vis| = QuF (™), a.s., where F € By(€),

and
QsF(w)=E[F(ns)| mo=w], s>0,7 a.s inw€E, where F € L*().

In addition, 7 is invariant under (Qs)s>0:
/Qstﬂ' = / Fdr, s>0,F € By(€), (4.2)
& &
and (Qs)s>o0 evtends to Co-continuous semigroup of contractions on L?(r).

13



Denote by £ the generator of the semigroup Qs on L?(m). Recall that P is the set of all
polynomials. The following is proved in Section 4.4.

Proposition 4.2. The set P is a common core of both L and L. In addition, we have

d
LF =LF+) v;D;F, FeP. (4.3)

j=1

We know from (4.3), (3.17) and the fact that v is divergence free (cf. [10, Corollary 12.22])
—(LF, F) o) = —(LF, F)pa(m) > 0u||FlZ2(ny,  F € Ho0, F L1 (4.4)
This implies the exponential stability of the semigroup in L?(7):
_ < —axt _ 2 >

H@F L}wﬂphy_e F prwmwy F e L%n), t>0. (4.5)

Combining (4.2) with (4.5) we conclude, via an interpolation between L?(7) and L!(n), that

H@F—/FW‘
I

—2a(1-1/p)t N P
i € HF LFWM%W FelP(r),t>0,pe[l,2, (4.6)

and by interpolation between L?(7) and L*°(r) also that
H@F—/Fm
&

Theorem 4.3. Suppose that F,, € LP(m) for some p € (1,+00) and [¢ Fdm = 0. Then, the equation
—L0=F, (4.8)

—20ut/p _ D
b S |7 AFdeLQ(W), Fell(n),t>0,pec2+00). (47

admits a unique zero mean solution 0 that belongs to the domain of the LP-generator L. In addition,
if Fx € $5 for some s > 0, then 6 € Hg49.

The proof of this theorem is in Section 4.4. Since each v; € o, as an immediate consequence
of Theorem 4.3, we conclude the following.

Corollary 4.4. The equation
—EXjZUj, j=1,...,d, (4.9)

admits a unique solution x; € D(L) NN and xj L 1 for each j =1,...,d.

The solutions of (4.9) are known as the correctors. They can be used to express the effective
diffusivity matrix appearing in the homogenized equation (2.7):

Qij 1= <Uian>L2(7r) :gL(X%XJ)a i,j,: 17"'7d7 (410)
with
&@xgz—@awmw:/prpmmm (4.11)
&
We define the corrector fields as stationary in (¢, ) random fields x; : R4 x Q — R, given by
Xi(tzw) == xj(mewy), (t,x) €RT j=1,... d. (4.12)
Combining the results of Theorems 4.3 and 3.1, we conclude the following

Corollary 4.5. The fields X, VzX; are square integrable for each j =1,...,d:

> {EX2(0,0) + E[|Vaxi(0,0)?] } < +oc. (4.13)

=1
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4.2 The “far away” independence

In order to deal with the spatial decorrelation properties of the velocity field, note that for each
z € RY fixed, the set {e} := 7_se,} is an orthonormal base on H, and we can write

“+oo
e = Z U (T) €.
m=1
Here, [tupm(2)] is an infinite orthogonal matrix with
Upm () = (&5, em) g = /d ek, (k) - & (K)o (k)dk, n,m > 1. (4.14)
R

As o(k) is compactly supported, each wuyy, is bounded and analytic. We also have
unm(o) = 6m,na Unm(_x) = Umn(x)’
and
+oo
Z Unk () U (Y) = Unm(z +y), z,y € RY m,n > 1. (4.15)
k=1
We will use the following “decorrelation lemma”.

Proposition 4.6. Suppose that o, o satisfy the assumptions in Section 2, for any n,m > 1, let

Unm (@) := (Aey, em)h, (4.16)
then
lim vy (z) = 0. (4.17)
|x|—+o0

Proof. We have
VUnm () = (AT_gen, em) i = /d e R, (k)e: (k)a(k)o (k)dk.
R

The result is an immediate consequence of the Riemann-Lebesgue lemma. O

4.3 The It6 formula for the environment process

To obtain the Itd formula for 7;, suppose that ¢ € H and (¢,z) € R and let

B (p) = /t (r-xt2(0) 0, dBo) h-

Define
BY(s) := Bb(e;) = Z/t i (X(0)) dBi(o), j=1,2,..., (4.18)
k=1

where, as we recall B;(t) := By(e;). The following result holds.
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Corollary 4.7. The space of polynomials P is a common core of D(L) and D(L). In addition, for
any F € D(L) we have F € D(EL) and

(FL)F, F)p2(ny = EL(F). (4.19)
In addition, for any F € D(L) and (t,x) € R the following Ité formula holds

FOl™) = F(eVi) + [ LF()do + V2317 (F), (120)
t

where (MY#(F)),.,

, 18 a continuous square integrable martingale given by

S
ML (F Z/ D;F(n®)dBY (o) = /t <T,Xt,x(U)DF(ngI),dBU>H, (4.21)

with Dj, j =1,2,... and D given by (3.25) and (3.24), respectively.

Proof. The first part follows from Proposition 4.2. Formula (4.19) holds for F' € P, as can be easily
seen by an application of (4.3). The extension to D(L) can be done by an approximation.

For any F' € P the formula (4.21) follows from (3.34) and the definition of the process (nt®) -,
see (4.1). The extension to an arbitrary F' € D(L) can, again, be achieved by an approximation
argument. O

4.4 Proofs of Proposition 4.2 and Theorem 4.3
Proof of Proposition 4.2

Since P is dense in L?(7) and invariant under the semigroup P, it is a core of D(L). By a direct
calculation using the It6 formula (3.33), it can be checked that P C D(L) and the action of L
on F' € P is given by (4.3). In what follows, we verify that in fact $4 C D(L) and (4.3) holds also
for any F' € $4. Then, (4.4) also holds for all F' € §4, so in particular £ is dissipative on P, i.e.
for any A > 0 we have [|[(A — £)F| r2(x) = M F| 12(x), F' € P. Using Theorem 2.12, p. 16 of [5] we
conclude that £, the closure of £, restricted to P, is a generator of a strongly continuous semigroup
on L?(m). But L itself is closed (as a generator of a Co-semigroup) therefore £ C £. The latter in
turn implies that £ = £, as then we have (A — £)™! = (A — £)~! for any A > 0. In particular, the
above means that P is a core of £, which ends the proof of Proposition 4.2. It remains to show
that (4.3) holds for F € £, and the density of (A — £)(P) in L?(n).

Recall that F' € §, iff
—+00

Y+ D) pnF e < +oo. (4.22)
n=0

Thanks to (3.17), we conclude that

||LpnF||L2(7r) < A*n||pnFHL2(,r), n=12... (423)
Let .
Fy =Y piF, (4.24)
k=0

then F,, € D(L) and
2

LF, = LF,+Y v;D;F,.
j=1
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Using the fact that F' € $4 and (4.23), we conclude that LF,, — LF, as n — +oo. Next, we show
that v;D; F), converges in L?(r) for each j = 1,...,d. Thanks to the first formula in (3.23) we have

Pm (Uijkan) = 0, |k‘ — m| 75 1.

Hence, for n’ > n, using orthogonality we have

—+00 1/2
<12 IPm (D3Pt (For = F)l 72
L2(r) (m)

m=0

H Jio P (v Djpr(Fr *Fn))’
k=0

~+00 1/2
+{Zlupmﬂ(ijjpm(an—Fn))uizw} . (42)

Using the Hélder inequality, we conclude that for m > 1
1P (03 D3Pt (B = Pl oy < 05112y 1D 5Bt (B = Bl -

Since vy, is Gaussian, we have [|vp||L2m () ~ (m!)Y/ ™) which, by virtue of Stirling’s formula, is of
the order y/m. On the other hand, by the hypercontractivity of LP norms with respect to a Gaussian
measure, see e.g. Theorem 5.10 of [8], we have

m+1

m/2
”Djpm-i-l (Fn/ — Fn)”LQm/(m—l)(ﬂ-) S <m — 1> HDjpmH (Fn’ — Fn)||L2(7r) .

Therefore, there exists C' > 0 such that

”pm (ijjpm—f—l(Fn’ - FN>)HL2(7r) < C\/ﬁ HDjpm—&-l(Fn’ - Fn)HL2(7r)
< C\/E(m + 1) Hpm+1(Fn’ - Fn)||L2(7r) , m=>1,

by virtue of parts (i) and (ii) of Theorem 3.1. A similar estimate holds for the second term in the
right hand side of (4.25). As a result, there exists C' > 0 such that

£2(m) < C||Fy — Fullgs, n'>n.

d
H ZUij(Fn’ - Fn)’
j=1
The above implies that L£F, converges in L?(m). Thus, the right side of (4.3) makes sense for
any F' € 4, so that F' € D(L) and the action of £ on )4 is given by (4.3).

To show the denseness of (A—L)(P) in L?(r) we observe first that (A— L£)($oo) is dense in L?(7).
Indeed, Lemma 2.21, p. 63 of [10] implies that given any G € P, there exists F' € 5, such that it
satisfies the resolvent equation (A — £)F = G. Given F € ), we let F,, € P be defined by (4.24).
The previous argument shows that F,, — F and LF,, — LF, as n — +oo, in L?(7) (it even holds
for I € $4). This proves that the closure of (A — £)(P) equals L?(7).

O

Proof of Theorem 4.3
The zero mean solution of (4.8) is given by

+oo
0 = Q. F.dt,
0
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and the integral in the right side converges, thanks to (4.5).

In light of the already proved Proposition 4.2, the generator £ can be written on its core P
as L + A, where L is the generator of V;, that is essentially self-adjoint on P (which is its core),
and AF = Y%, v,D,F, F € P, is antisymmetric. We see from (3.18) and (3.19) that there exists
a constant C' > 0 such that

d
CAF, G) 2| < S IDpF 12 105Gl 120y < Cln+ 1)V2E1(F)E%(G)
p=1

for any FF € H,, and G € Hypq1,0r G € Hy and F € Hpp1, and n=0,1,....
If F, € $, for some s > 0 then

+00
>+ ) g Fl2y < oo,
n=0
where | 2
pTLF* L2
2 - (m) _
o121 += sup [2(pn P, G) 2y — E(G)] = — 2 =12,

by virtue of part (i) of Theorem 3.1. By virtue of Lemma 2.21, p. 67 of [10], for any s > 1 the
zero-mean solution of (4.8) satisfies

+o0
Z(n + 1)S+15L(pn0) < 400,

n=0

which, by another application of Theorem 3.1, shows that § € $s12 (as Er(p,Fy) = annF*H%Q(F)),
which ends the proof of the theorem. O

5 Proof of Theorem 2.1

To avoid cumbersome notations we consider only the case N = 2, as the general case can be argued
using the same proof as below. Theorem 2.1 is an immediate corollary of the following result.

Theorem 5.1. For any (t,z,y) € R x R*® with © # y, the processes (X1 (s), X1¥(s)),~, converge
weakly over C([t, +00); R*) to (x4 Bs—t,y + Bit) o where (Be)e=0, (Bf)iz0 are two independent
copies of Brownian motion with the covariance matriz as in (2.6).

This result is not very surprising — two particles starting at two different positions will see
“nearly independent” environments. However, as the realizations of the velocity field in our case
are analytic in space, the argument is slightly more delicate than, say, for velocity fields with finite
range dependence, and relies on Proposition 4.6 rather than the usual mixing properties. As we

have mentioned, convergence of each individual trajectory to a Brownian path is well known under
our assumptions.

Decomposition of the trajectory

Let
77?,? = TX;‘I(S)/EVS/&‘Q?
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then, using (4.9) and (4.20), we can decompose the k—th component of X*(s), denoted by X,i”i(s),
as

1 S
Xe(s) = ot - [ ity = o~ = [ Ltz do (1)
:xmanu@+ﬁwxgﬁmwpmmgwng:m+a%@g+¢ﬂﬁmﬁy

where

Vielt, ) 1= xa(reseViger) = xulil2), MEslt, ) Z / Dyxn(2) B (o),

and Bj. are defined using the change of variables (4.14) and (4.18)

Z/ “Jk

Xt:):

)dBﬂaL<Bﬂﬂ::5£§@ﬂ¥% j=1,2,... (5.2)
By Corollary 4.5, the main contribution to X} *(s) in (5.1) comes from MZ(t,5). In fact, one can
show the following.

Proposition 5.2. For any (t,x) € [0,T] x R? and § > 0 we have

—0, k=1,....d (5.3)

lim P el >
im, letsup Xk (neis)| = 6

Proof. Due to stationarity, it suffices only to show that for each k =1,...,d

1/2
2 —
B, o b= 2 {2 s | <0 P as 6

where X = supj<,<py1|Xk(7s)>. The sequence is stationary and ergodic, thanks to the results of
Section 4.1. The Ito formula (4.20) applied to xj implies that

EX) < +00. (5.5)

We claim that

1
Nl—lg-loo N A X,=0, P as, (5.6)

which in turn yields (5.4).
Indeed, note first that Xnx/N — 0, P a.s. Indeed, by the stationarity and ergodicity of the
sequence (Xn)n>1 and the Birkhoff individual ergodic theorem we have

1 Y 1 1 =l
l NZ: k—<NZXk>—>0 P a.s.

Then 1 Y
. k| _
i T B e [ ] <0 P s 7
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Decorrelation properties for separated trajectories

Next, we show that if trajectories are “slightly separated” then they have a small co-variation in a
certain sense. We assume without loss of generality that

and set
MZ(s) = (MZ1(s), ..., MZ4(s)), MZy(s) :== MZ(0, s).

Let QS be the joint law of (X%%(s), X.(s))s>0 over Coq := C([0, +00); R?), where X (s) = X20(s).
We know that each of the components X (s) and X.(s) converges to a Brownian motion, so that
the marginals of O form a tight family of measures on C4, thus QF is also a tight family. In light
of (5.1) and Proposition 5.2, the family OF of the laws of (MZ(s), M(s)),s, are also tight, as  J 0,
and the families Q7 and Q; have the same limiting points as € | 0, so that we can focus on Q;

The processes B;?(s) are square integrable, continuous trajectory martingales. Thanks to the
expressions

Cij = <Aei7 ej>H7 Uan(.%') = <A€£, €m>H,

as well as stationarity in space, their co-variations are

A R +oo s Xth(O-) Xt’y(O')
t, t,
<Bj1gfe7Bj2?{a>5 = Z Ck’m/ ujl’k(%)uh’m( 55 )dg
k,m=1 ¢
s Xt,w _ Xt7y
_ /t Ujth( € (J) . € (U)>d0, s> t; HANTIS Rd> (58)

so we have

+00 s Xo’x(a)
(MZ3, M2y)s = /0 vim (=5

Jm=1

— X (o
5

S
))Dij(n?;?)Dmxe(ne,a)dff= ; miy " (o)do,

with
miy " (0) = (ADX(MEE), Tix0 (o) xouoyyyDxe (n2E)) o kol =1,....d. (5:9)

We now perform a finite-dimensional approximation: given N € N, let Dy = Z;-V:l Djxiej. As

d
Z/ HDXkHJquW < +o00,
k=1"¢

we have
d d +o0
lim / Dy — DY %dr = lim / D.ivel?dr = 0. 5.10
NaJrookz::1 £ ” Xk Xk HH NaJrookz::lj:%:_H S| JXk| ( )

£7x7y

Define m;,’%; by (5.9), with Dxy, Dy, replaced by Dxff , Dxév correspondingly. Recall that

tr __ tr
Ns = TXWC(S)‘/S? Nes = TX?I(S)/Q‘/S/‘E%

so we have )
tx _ tlefx/e
775’,3 - 775/52 .

The following approximation property holds.
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Lemma 5.3. For any (s,z) € [0, +00) x R, we have
0 ’ 70 — —
Nl_l}r_r~_10o 621(10p1 E ’ma (s) — miggN(s)’ =0, k,(=1,...,d (5.11)
Proof. The expression under the limit in (5.11) can be estimated using the Cauchy-Schwarz inequal-
ity as
2 }1/2

1/2 0 1/2

) El(Pxe-od) ]}

with a constant C' > 0, independent of ¢ > 0 and N. The group 7, is unitary on H and the

C{EH (DXk B DXéV) ("S}zés) 2}1/2{EHTXO’Z/E(S/€2)X(s/e2)DX€(775/52)

+ C{E|| o (ype2)-x (o762 DXE (ma/e2)

processes 7]?/’”:2/5 are stationary in ¢ for each x fixed. Therefore, the above expression equals
/ 2 1/2
c{ [ 1x = oxtan " { [10xallany o [ o [} [I1oxe - Dx an} .
The claim of the lemma can be now concluded directly from (5.10) and Corollary 4.5. O

The next lemma shows that if the trajectories are sufficiently far apart, their co-variation is small.
For any measurable set A C © and random variable X, we write E[X, A] = E[X14].

Lemma 5.4. For any v € (0,1), z # 0 and s, N > 0 we have

lm E |[mi R ()], [XO7(s) = Xe(s)| 2 €7 =0, kol =1,....d. (5.12)
Proof. We write (5.9) as
. X0(5) — X.(s)
mk[?\[ Z D]ch S/aé ) pXé(Us/sQ)vj,p< < - . )7 (5~13)

J.p=1

and estimate

N

N 0,
E[lmip" (s)], [X2%(s) — Xe(s)| 2 7] < Y S o3 (@) [EID k(172 Doxe (1 /c2)|
Jp=11%IZE"

N

< > swp |uip(@)IDixell 2 I Dpxell 22 x)-
jp=1lzlze7 7!

Now, the conclusion of the lemma follows from Proposition 4.6 since N is finite. UJ

The concatenated process

Let M, be the natural filtration corresponding to the canonical process (X(s),Y (s))s>0 on Caqg,
and M be the smallest o-algebra generated by all M, s > 0. Fixy € (0,1), and for any (X,Y) € Coq
and € > 0 let

T.(X,Y):=inf{s >0: |X(s) = Y(s)| <e"}.

We adopt the convention that the infimum of an empty set equals 4+oc0. Let us modify the pro-
cesses MZ(s) and M.(s) as follows:

ooy . ) ME(s), 0<s<Tr,
MZ(s) = {Mx( )+ﬁsT5 T§
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- M(s) 0<s<T,
M - I3 ~7 . o — f— [58)
=(s) { MAT:)+ By_q., T-<s.

Here T. := T.(X?¥, X.), and S5 and B, are two copies of the Brownian motion with the covariance
given by (2.6) that are independent of each other and of (XZ(s), X.(s))s>0. We denote by QF the
law of (M2 (s), M.(s))s>0 on (Caq, M), and the law of (2 + Bs,y + Bs) by Quy-

The following proposition shows that the law Qi becomes close to Q, o, as € = 0. To abbreviate
the notation, we set

Ni(G) == G(X (1), Y (1)) — G(X(0),Y(0)) — /(Am + 4y)G(X(0),Y(0)) do
0

for any G € CZ(R??) and t > 0. Here A,, A, denote the differential operators of the form

1 d
AG(x) == 3 Z akéa:%k,ng(x)’ (5.14)
k=1

acting on the x and y variables respectively.

Proposition 5.5. For any = € R?, the family of laws (Qi)se(o,l} s tight. Suppose, in addition,
that © # 0, ¢ € Cy((R?H)™), and 0 < t1 < --- < t, <t <v <T. Then, we have

lim 5 { [N, (G) = Ny(G)]C} =0 (5.15)

e—0
for any G € C3(R?%). Here EZ denotes the expectation with respect to Q5 and
g(Xa Y) = C(X(tl)v Y(t1>7 s 7X(t'ﬂ)7 Y(tn))7 (X7 Y) € Caq.

Proof. Tightness is a direct consequence of the tightness of Qi, e € (0,1], so we only need to
show (5.15). Denote

£,%,T - e,x,0 T
mk,é (8)7 S S TE? mk,e (8)7 S S TEv
ke, TE <s, 07 TE < s,

where mz:ag,y were defined in (5.9). Using the It6 formula, we conclude that

NE(G) 1= GUTE (1), WL.(9) — G 0), 3E.(0) - [

(AZ(5)G +AT(s)G + A(5)G) (M (s), Me(s))ds

is a martingale, where

1 &
AS(S)G(x7y) = 5 Z m2772(8)a§k7yeG($,y)7

and



Let
o= ((MZ, M) and ¢l =((X2", Xo).

Since

lim £ { [N, (G) — Nu(@)] ¢}

e—0

— tim { I { [N (G5 012, 0 — NG 82, 01)) &}~ B{INE (@)~ NF (GG .

e—0

to prove (5.15), it suffices to show that

i E{| [ (42(0) - 4,) G2 (0). Ne0))ido] & =0,
timE{| [ (42(0) - 4,) Gz (0), Nlo))do] & | =0, (5.16)
i E{| [ 42°0)G (2 (0). N0))do] &} =0

Choose an arbitrary 6 > 0 and integers Ny, No > 0, and divide the in‘c~erval~ [t,v] into subinter-
vals [sg—1, sk, with s :=t+ k(v —1t)/N1, k=0,...,N;. As the laws of (MZF, M,) are tight, we can
choose N1, Ny sufficiently large so that the limit of the first expression in (5.16) differs only by §
from

N1 sj/\T5 s e - ~ - ~
lim E{V o WY (X >a§mG<Ms<sj_1>,Me<sj_1>>da] ce}, (5.17)
j=1 Sj—1/"\1le

where

w;(c]\f) := (ADBo,n, Xk, DBo,NoXe) H — /<AD‘J30,N2Xk,D‘J30,N2Xe>Hd7T

(N2 € Hoo be the mean-zero solutions of

and Po n, 1= 202, pp. Clearly w/,(c 32) € Hoo. Let 0
— L0 =wP, k=14, (5.18)
that exist, thanks to Theorem 4.3. Using formula (4.20) we get
de( 2)( e o‘) - _gﬁel(c,;)(ns o‘)dg + - <T—X§’Z(U)/EDHIE:,Z2)(T]6 o') dB6>H7

with BS := eB,/.2. Substituting from the above into (5.17), we conclude that

S'ATE /e (. ~ ~ ~
]E{[/ J L:g(NQ)( (577/6%/627)(0 /% (sj-1/e? ))agka(Mf(Sj—ﬂ,Ma(Sj—l))dUl Ca} _ 0(52)'

j—l/\Te

It follows that

Ny Sj /\Ts T/e(c. ~ ~ ~
lim E { l/ j ﬁelil\éz)( Sj— ;/527)(0 /2(s5-1/e ))82 G(ng(Sj_l),Me(sj—l))dO—] CE} =0,

Tk, T
E_>0j_ AT 0'/5 ksTe

for any Np, Na fixed, and the first equality in (5.16) follows. The second equality can be obtained
in the same way. The third equality is then a direct consequence of Lemma 5.3 and 5.4. OJ
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It follows from Proposition 5.5 that Q; converge weakly, as ¢ — 0 to Q. We also have
(AT >T)=Q(AT. >T), AeMp,T>0,ec(0,1]. (5.19)
Therefore, for any 0 < e < ¢’ <1 we have
O:(TL < T) = O5(T. < T) < O5(Tw < 7). (5.20)

Passing to the limit, as € — 0, and using elementary properties of weak convergence of probability
measures, we see that

limsup Q5 (T < T) < Q. 0(Tw < T), € €(0,1]. (5.21)

e—0

The last point is that, as 8; and B, are two independent Brownian motions with non-degenerate
covariances, and d > 2, we have

Q.0(To <T)=0, foranyT >0,z #0. (5.22)
The weak convergence of O to 9,0 and (5.19)-(5.22) imply the conclusion of Theorem 5.1. O
Proof of Corollary 2.2
It suffices to show that
lim B{uc(t), o) = (u(t),¢) and  lim E{uc(t), ¢)* = (a(t), 0)*. (5.23)

t,x

The first equality follows from the weak convergence of uc(t,z) = ug (X2*(T)) to uo(z + fr—i). To
prove the second equality, observe that for any ¢ € C§°(RY)

lim E(ue (t), ¢)* = /R 5 {nm E [ug (XL°(T)) uo (X2U(T))] } () p(y)dxdy.

e—0 e—0

Using Theorem 5.1 we conclude that the right side equals

[ B [uola + Brouo(y + Br_o)] w(a)ev)dady = (a(t), )%

6 Proofs of Theorem 2.3 and Corollary 2.4
Let f: Dy x £ — R be given by

flt, zu,w) == f(t,x,u,w) — f(t,z,u),

where f is defined by (2.13), and © : Dy x £ — R be the unique solution of
— LO(t,x,u,w) = f(t,x,u,w), / O(t,x,u,w)dm =0, (t,x,u) € Dr. (6.1)
&

We note that (¢, z,u) € Dr is fixed in (6.1), and the £ operator is acting only on the variable w € £.
To simplify the notation, we will keep the dependence on w implicit. By the It6 formula (4.20),

s2
/ f(suya uanéﬁ')da = €2A§1,52@(87y7u) +8A§1,52M€(Sayvu)a (62)

S1

24



where
A§1752®(87 Y, U) = 8(57 Y, u, n?le) - @(SJ Y, u, 77?§2)7

52
AS . M(s,y,u) ::/ <77X;,Z(U)D@(s,y,u,néff,),dBi}H, t<s,51,50 <T, 51 < 89,

S1,52
S1

and Bf := eB(t/e?). To simplify the notation, we will omit the dependence of © on the w variable.
Given any N > 0, we let

Ky = [(y,u) € R : max{[y|, [u|} < NJ. (6.3)

Lemma 6.1. For any N >0, p € (1,+00) and t < s1 < s9 < T, we have

sup ((sup [O(s,y,u)l”) < oo, (6.4)
SG[t,T} (y,u)GKN ™
and
limsup sup < sup  |A§, SQM(s,y,u)|2> < 400. (6.5)
=0 seft,T] * (yu)eKNn 7 4
Proof. Given an integer multi-index m = (my,...,mq), we denote by |m| = Z;l:o m;, and by V™

the mixed partial ;00" ... 9, ¢. Then V™O(t,y, u) is the unique m-zero-mean solution of
— LV™O(t,y,u) = V™ f(t,y, u). (6.6)

In addition, thanks to (4.6) and (4.7), for any p € (1, 400) there exists C' > 0 such that

||vm@(t>y7u)“[/p(7r) < CHme(tayau)HLP(ﬂ)? (t7y7u) € Dr. (67)
The Sobolev embedding theorem implies that for p > d 4 1 there exists a constant C' > 0 such that
swp (0(ty ) <C [ [0ty + 3 [V"6(ty.u)f |dydu (63)

(y,u)€KN |m|=1

Integrating both sides of (6.8) in the w variable and using (6.7), we obtain (6.4).
Next, we proceed with the proof of (6.5). It is clear from the definition of the Malliavin derivative,
see (3.25) and (3.24), that
DV"O(t,y,u) = V"DO(t,y,u),

and

52
v (AE )(S7y7u) = / <7'7X§@(g)vmpe(57?/’U;U?,i)v dB§->H7 t S S,81,52 S T.

51,52
S1

Again, thanks to the Sobolev embedding theorem, there exists a constant C' > 0 such that

sup [AS, ,M(s,y,w)])" <O | {[AS G M(s,y,w)])* + D [VAL, M) (s,y,w)]” fdydu,
(y,u)eKNn Kn [m|=n

(6.9)
provided that n > (d + 1)/2. Using the It isometry and the above estimate, we conclude that for
any s; < S

E{ sup [AZ, ,M(s,y,0)]"} gc(sg—sl)/K<Hpe(s,y,u)n?ﬁz IDV™O (s, y, w)ll3 ) dydu
N ™

(yu)€KN |m|=n

< C(sy— s1) /K [55 (O(s,y,u)) + Z Ec (VMO(s, y, u))}dydu. (6.10)

[m|=n
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This proves (6.5) in light of (6.7) and (2.12). O
Next, let
UE(S) = uE(S,Xg’x(S)), FE(S) = f(s7X§7$(s)vU€(S)an2:§) (611)

and F.(s) := f(s, Xb%(s), Ue(s),nb%), t <s <T. We have
ue(t, ) = UL(t)

and -
U(T) = U.(s) + / F.(0)do, (6.12)

so that
U(T) — U.(s) — / Flo, X1 (0, Un(0))do = / Fo(o)do. (6.13)

S

The following lemma shows that the random fluctuation in the r.h.s. of the above display is negligible
in the limit.

Proposition 6.2. For any d >0, t < s < T we have

Ly P

T
/ FE(U)dU’ > 6] =0. (6.14)

Proof. Since f is bounded, the laws of the processes (Us(s));< <7 are tight over C[t,T], as € — 0.
In consequence, the laws of the joint process (X5 (s),Us(s)),<,p are also tight. Given any p > 0,
one can choose N > 0 such that o

P| sup. max[| X7 (s)], [U=(s)[] > N| < p, € (0,&]. (6.15)
selt,

Thanks to (6.15), we can find a sufficiently large N so that

A

T _
/ Fo(o)do| > 8. sup max[|X\%(s)].[U-(s)] = N] < 2. (6.16)
s s€(t,T]

lim sup P [

e—0

w

Let M be a non-negative integer and t; := s + j(T'—s)/M, j = 0,..., M. Using the tightness of
(X2%(s),Ue(8)) < yop» we can choose a sufficiently large My so that

T ~ ~
limsup sup IP’{/ F.(o) — FM75(0)‘ do > 6} B, (6.17)
es0 M>M, “Js
where } .
FM78(S) = f(tj,Xé’x(tj), Ug(tj),n?m(s)), tj <s< tj_|_1, _7 = 0, N ,M — 1.
To prove (6.14), it suffices to show that given M, N and p > 0 we have
T~ P
lim sup P / Fre(o)do] > 6, sup max(| X (s)], [Ux(s)]] < N < 2. (6.18)
e—0 s s€t,T) 3

Obviously, we have

[ Fetorao] < 3 [T F (b3, X 0), U0, ) o,

26



Estimate (6.18) holds, provided we prove that for any N >0 and t <s<s <T:

s’
lim Sup]E[ sup / f (s,y,u, nz’ﬁ) ClO’H = 0. (6.19)
e—=0 (yvu)eKN S ’
The latter however is a direct consequence of the decomposition (6.2) and Lemma 6.1. O

Given X € C([t, T];R?) we let U := ®(X) € C[t,T] be the unique solution of
T _
w(X(T)) = U(s) + / F(0,X(0),U(e))do, s € [t,T). (6.20)

Suppose that Q. are the laws of (X5 %(s), Us(s)),op over C([t, T};R¥™) for € € (0,1]. Let Q, be
the limiting law of 9., for some sequence &, — 0. Thanks to Proposition 6.2, we know that Q. is
supported on the set

C:={(X,U): X € C([t, T};RY), U = ®(X)}.
As (X§7$(s))se[t7T} seprr)s as € = 0, and ue(t, x) = Ue(t), we know that
for fixed (¢, x), us(t,z) converges in distribution to U(t;t, z) with U(s;t, ) solving

converges in law to (z + Bs—¢)

uo (4 Br—t) —U(s;t,z) = /Tf(a,x + Bo—t,U(o;t,x))do, t<s<T. (6.21)

Concerning the convergence of the multi-point statistics the argument from Section 4.4 proves
that for N distinct points x1,...,2x € R? the process (XL%!(s),..., X5¥N (s))s>¢ converges in law
to (1 + ﬁgl_)t, ce, X1+ Bgﬂ))szt, where (ﬂﬁj))szo, j =1,...,N are i.i.d. Brownian motions with
the covariance (4.10). This, in turn implies that (UM (¢, 21),...,UN)(t,z,)), the respective limit
of (ue(t,x1),...,us(t,zn)) is determined by the solutions of (6.21) based on (ﬁgj))szo, j=1,...,N,
thus they are independent.

Corollary 2.4 follows essentially from the same argument as Corollary 2.2. It suffices only to note
that from (6.12) it follows that [|uc (2, -)|| o (ray, is deterministically bounded for € € (0,1). Thus the

random variables (u.(t), ) are also deterministically bounded , for any test function ¢ € L'(R%).
We can repeat then the argument used to show (5.23) to conclude (2.15). O

7 Proof of Theorem 2.6

7.1 The limiting dynamics and the proof of Proposition 2.5
Let us first explain how the coefficients b and ¢; in (2.20) are defined. We set

b (Sa Y, ’LL) = <vy® (37 Yy, u, ) : U(')>7r + <6u9 (57 Y, u, ) f (Sa Y, u, )>7r ) (71)

where © : Dy x £& — R is the solution of (6.1), with f in the right side replaced by f — recall that
now we assume f has mean zero.
In order to define &;, recall that the constant matrix S = a'/2, with a;; given by (4.10):

aij = EL(Xi, X5)s i =1,....d.

In particular, a is non-singular. Then é&(s,y,u) > 0 and & (s,y,u) = [é1(s,y,u), ..., (s, y,u)] are
determined by
d
Sé=c, (s,y,u):=co(s,y,u)— Z 632(3,y,u) (7.2)
j=1
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with ¢!’ = [c1,...,cq] and ¢y given by

CO(S,Z!’U) :gL(@(Svya U)), Cj(&%“) = SL(@(Sayau)a)(j)? ] = 17"'7d' (73)
We can write

d
6j(87y7u) = Z Sj_klck = gL(@(Svyvu)vij%

with the functions
Z k; Xka ] 17 R d:

that are orthonormal with respect to the inner product £r(-,-):
d
L(Xj» Xm) Z Sk Smp€r (X Xp) = Y Sk WhpSpmp = Sjm-
7p 1 k),p:].
Thus, we have
d d
Z ~j2'(s) y,u) = Z 512/(@(87 Y, U), Xj) < EL(@(S, Y, U)) = 00(87 Y, U)
j=1 J=1

Let now (X%*(s),U"*%(s)), s < T be the solution of (2.20) with the above coefficients b and ¢;,
fix (t,z) € R™* and T > ¢, and let

() = (857 () = 5. US(s),  (s,u) € [T x R

By the equation satisfied by U"™"(s), it is clear that for a fixed u, the process (£5%(u)), . ,op is a
semimartingale that satisfies o

s d s ~
&) =1+ [ a(@)g (o + 3 [ () (w)dd (o), (74)
=0

with
P (0, X"%(0), U (0)),  25(0) = L 0, X*(0), U (o).

The unique solution of (7.4) is given by 4% (u) = exp {Z(s)}, s € [t, T, with

alo) ==

s 14 d g .
2()= [ {oto) = 5 2o @)}do + 32 [ (oo (75)

Thus, £4%(u) > 0 a.s., and since for any s € [t, T] we have

lim UM%(s) = +o00, as.,
u—+oo

we conclude from the above that sb*(u) = U4%%(s), u € R is a diffeomorphism.
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7.2 The truncated dynamics and convergence of the forward process

Recall that we use the notation &% (s, u) = UL%Y(s), where US%%(s) is the solution of
1 S
UL s) = ut / folo)do, t<s<T, (7.6)
t

where we used the simplified notation

o) = 1{o: X170, 00)v (5, 7 1)) = (X0, 003

The mapping s5%(u) := &5%(s,u), is a diffeomorphism of R onto itself for each (¢,z) and t < s < T.
Indeed, for each fixed € > 0, the derivative process

() 1= (5L2) () = U ()

satisfies the linear equation

14t /aff L2 () do, (7.7)

thus fﬁ”g(u) > 0 a.s., and since lim, 4 55’78(u) = +o00 a.s., it is a diffeomorphism. Therefore, for
ue(t, x) to satisfy (2.16), it is equivalent to

stz (us(t, 2)) = ug(XL*(T)). (7.8)

The first step in the proof of Theorem 2.6 is to establish tightness of the family (X5>*(-), &L*(-)).
However, instead of proving this directly, we will first prove tightness for a truncated family of
processes (X5%(-),65%,(-)) — note that only the GL® component is truncated — and identify the
corresponding limit as & — 0. Then, using the properties of the limit process, we will show that
“truncation does not matter”, and get the limit for the original, un-truncated process. To this end,
take M > 1 and set

FOD (s, y,0,w) = dar(y, v) (s, y,v,w), (5,9, v,0) € Dp x €.
Here, ¢pr : R1*9 — [0, 1] is a smooth cut-off function such that
om =1 on Ky o= [(y,v) : [yl < M, |[v] < M],

and ¢y is supported in Kps4o, with |[Véar|leo < 1. We define Ugﬁjl’(s) as the solution of a modified
equation (6.13):

UG (s) = u+ = / FM (g)do, t<s<T, (7.9)

with
M(g) = fM (o, XL (o), UL (0), 105 (),

)

where we write
€

t,
nt,x(a) = 775417
to emphasize its dependence on o as a process. We denote by 62’34(3, u) and 5?2 () the random

field and family of diffeomorphisms corresponding to U ;f;(s), and by u. a(t, z) the unique solution
of

5%,1\4 (e, (t, ) = up(XE*(T)). (7.10)
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To define the limit of the truncated dynamics, let th\f “(s) be the solution of the SDE
UL (s) = u + /t bas(o, X4 (o), UL (o) dor + Z /t ear (0, X1 (o), UL (0))dfy (o), (7.11)
=0

with by and &/ as in (7.1), (7.2) and (7.3) but with © and f replaced by ©; and f(M) | respectively.
Here, © (s, y, v, w) := ¢pr(y, v)O(s,y, v, w) is the solution to the cell problem (6.1) with f(*) in the
right side. This generates the random field {&47 (s, u) = U]t\74x7u(8)}(51u)€[t’T}XR and the corresponding
diffeomorphisms 5tTmM(u) = &7 (T, u). We let up(t, ) be the unique solution of

50y (uar(t, ) = u(XH(T)). (7.12)
We will call (6 (), X5%(+)) the “forward process”, and the goal of this section is

Proposition 7.1. Given M > 1 and (t,z) € [0,T] x R%, the processes (6E (), X5%()) converge
weakly, as ¢ — 0, over C([t,T] x R) x C([t,T]), equipped with the standard Frechet metric, to

(&37 (), X5 ().

Proof. We will use the following notation: we set g- ar(s,u) := g(s, X1%(s), U;’i/’[u(s),niw(s)) for a
given field g : Dy x £ — R, and also use g;|u(s) and V,g.(s) to denote the processes corresponding
to gy := 0g/0u and Vg, respectively. Using the Itd formula for

@E(S) = 6(5’ X?:E(S)a ng’u(s)v nf,x(s)),

and recalling that
—LO(t,x,u,w) = f(t, z,u,w),

we obtain
40.(5) = {005 + 2 [V (5) wluus)) + €L, () - (0)] ~ Sh(9)fds (713)
2 {7 in(. DO (5) BT,

which, in turn, gives

L1 (5)ds = —2d0. () + {001 (5) + V0. (5) (0 (5)) + B, (9) £ (s) s (714)
+ (7 _xte()eDO: (), dB3)

The obvious analogs of (7.13) and (7.14) for ©. p/(s) and fg(M)(s), together with (7.9), lead to a
decomposition

2
S (o,0) = 2_: e (s, (7.15)
with
SLhy0(s 1) 1= 0. nr (t,u) — €O nr (5,u) + 5/1‘/S 950c,m1 (0,u) do,
SLh (s u) = u+ /ts {V;v@e,M (0,0) - 0(m;.4(0)) + O agpy (031) fenr (0,0) }do, (7.16)

t,x §
&Lt (s, 1) = /t (r_xto(oy)e DOt (0u) dB5) | t<s<T.
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The terms in the right side of (7.15) satisfy several estimates given by Lemmas 7.2 and 7.4 below,
which we will use to prove the tightness of 62’755\4(3, u). Take arbitrary n,7" > 0 and N > 1. Since
the right side of (7.16) vanishes for |u| > M + 2, we may assume that N < M + 2. According to
Corollary 7.3 and Lemma 7.4, we can choose § > 0 and L > 1 such that limsup,_,oP[E; 1 5.] <7,
where

/
Ui
E. sy = [ sup ‘62’53\4(3',11) 62?\4(3 u)‘ > o o sup |§S€M( w)| > L} (7.17)
t<s<s'<T,|u|<N s€t,T),|u|<N
s'—s<d

However, we have E. 15, O E. s ., with ¢’ := min[0, 7' (2L)~Y, and

B gy = { sup ‘62’5\4(3’,1/) 6275\4(3 u)‘ > 77'}. (7.18)
5,8 €[0,T],|ul,|v'|<N
|s'—s|+|u—u'|<é’

Hence, lim sup, _,oP[E. s ;] < n and tightness follows from Theorem 2.7.3, p. 82 of [1].
In order to identify the limit, it suffices to prove that for any n > 1 and (s}, u1),..., (s}, u,) €
[t,T] X R, s1,...,8, € [t, T], we have

(&85 (sh, ), -, &Ly (51 ), XE7(s1), -, XE7(5))

0 (ot o . o (7.19)
(6M(817u1) aGM(Snvun)vX ’ (81)7"'7X7 (Sn)) .

To show (7.19), we can use (5.1) together with (7.15) (recall that 62?\4(11) = U"%"(s)) and apply a

£,
weak convergence argument for semimartingales analogous to the one used in Section 6. Since the

argument is rather similar, we do not present the details. This finishes the proof of Proposition 7.1.

O
In the following, we present the technical lemmas used in the proof of Proposition 7.1.
Lemma 7.2. For each M > 1 we have
lim sup sh (s ,u)| | = 0. (7.20)
0 [SE[t,T],uISMH ‘ S H
In addition, we have
limlimsupE[ sup ‘Gle s,u)—Gi?Ml(s u)H =0, (7.21)
6—=0 -0 t<s<s' <T,|u|<M+2
s'—s<d
and, for any n > 0 we have
lim hmsup]P’[ sup ‘6€M2 s’ u) — 6?5\/[2(3 u)‘ > 77} =0. (7.22)
=0 e—0 t<s<s'<T,|u|<M+2
s'—s<d
As a direct corollary, we conclude the following.
Corollary 7.3. For each M > 1 and n > 0, we have
lim lim sup P| sup 'egi‘w(s’, u) = 645, (s,u)| > 0] =0. (7.23)
=0 c—0 t<s<s'<T |ul<M+2' ’
s'—s<d
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We will also need a bound on the derivative process
t7 py— t7 J— bhadb]
£s,?ss,M(u) T (ﬁs,aé,M),(u) - %UE,M (S)a
which satisfies an integral equation
t,x 1 s / t,x
§S7E7M(u) =1+ - fE,M|u(J fUaM( u)do. (7.24)

Lemma 7.4. For any M > 1, we have

lim lim supIP){ sup bt ()] > L} = 0. (7.25)
L=+oo 0 se[t,T]Jul<M+2

Proof of Lemma 7.2

Proof of (7.20) and (7.21). Using the Sobolev embedding, we can estimate

sup Oc m(s,u)| < sup O(s,y,v)| < Cum 1|© ~ + ||V ~ ,
ety [l S s (600 {1010 (5ys10) + VOl o (Dyr 1) }
(7.26)
with p > d + 2, constant Cj; > 0 independent of € and
DM = [t,T] X KM.
Taking the expectation in both sides of (7.26), we obtain that, for each N, M > 1:
lim E[e sup |©c a1 (s, u)ﬂ =0, (7.27)
=0 L et 1), jul<M+2
and (7.20) follows.
A similar argument shows that
lim supE{ sup |VeOe nr(s,u) - U(nfx(s))]} < 00, (7.28)
e—0 selt,T], |u|<M+2
lim supE{ sup [CA Mu(S; u)fS,M(s,u)ﬂ < 400.
e—0 s€lt,T), [ul<M+2

These estimates imply (7.21).
Proof of (7.22). We start with the following “finite-rank” approximation.

Lemma 7.5. Let M > 1, m,mq >0 and f : Dy x & — R be such that

k ~
Ililnéar}ni esssuPyeg || D fllom () < +00-

Then, for any 6 > 0, there exist p1,...,on € C™(Dr) and ®1,..., PN € Wi, 0 (¢f (3.6)) such
that

“?'nax esssupyee || DF F(, w) — Dkf(-,w)HCm(DM) <0, (7.29)
where
f 3 y Y, U, 'lU ngj 3 , Y, U )7 (Sayau7w) € DT x E. (730)
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Proof. To simplify the presentation, we assume that f does not depend on y and k = 0. Let us
partition the rectangle [t,T] x [—M, M] using the grid points

Tt 2M

t=tg<...<tp =T, -M=mog<...<mp=M, ti—t; 1=—, mi—mj_1=—1i=1,...,n.
n n
Let Ai,i’ = [ti—1, ti] X [my_1, my]| and
myr myr t; ti_
mb = M) t* ::M ii'=1,....,n,

(3 2 () 2 ’

and A?,i/ be an open neighborhood of A; ;» contained in

T—t T—t M M
ti1 — st + X |myr—q1 ——,my +—|.
2n 2n n n

Let ¢ : R? — [0,1] be a smooth partition of unity on [t,T] x [—M, M] subordinated to the open
covering (A ) of [t,T] x [—M, M]. We may assume that ¢; ; = 1 in some neighborhood of (¢}, m}).

Since the function (s,u) — f(s,u,-) is uniformly continuous from [t, T] [—M, M] to L>=(r), we
can choose n sufficiently large so that |f(s,u) — f(s',u')| < ¢ for (s,u), (s',u) € AO Let

fsy,uw: ng)“ s,u) w),  (s,u,w) € [t,T] x [-M,M] x &.

One can easily verify that then (7.29) holds with m = 0. O
We go back to the proof of Lemma 7.2. Choose arbitrary é,n > 0 and choose f, of the form (7.30),
so that it satisfies (7.29), with 0, f replaced by 0n and fys, respectively, and m = d + 2. Let ©; be
the solution of
—LO; = D,

with ®; constructed in Lemma 7.5, then ©©) (s, y, u, w) := Z; 19i(8,y,u)0;(w) satisfies

d+2 R (577)2
Z Z sup &1 (Vk@(o)(s,y,u) - Vk@M(s,y,u)) <C .
£=0 |k|=¢ (s,9,u) €D 42

Qe

The constant C' depends only on d. Thus, approximating 6;, if needed, we can find (:)j € L*(m)
such that DO, € L*°(r, H), and

d+2 B (67])2
sup EL(VFO(s,y,u) — VFOu(s,y,u)) < C , (7.31)
=0 |k|=¢ (s:y:w)€Dnr 12 QX
with
O(s,y,u, w) Zcp] 5,1, 1) (w). (7.32)
Define s
&4 (s, u) = /t (r_xtep),. DO (0,u) B3, (7.33)
where

Oc(s,u) = O(s, XL (5), UL (5), 15 1 (5)).
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By the Sobolev embedding, there exists a constant C' > 0 such that

sup 1GL (s, u) — 62’5\472(8,10’ (7.34)
€T, [ul<M+2

M+2
<c/ sup |61 (s,u) — 6% (s, u)| + sup |0,657(s,u) — Du6LY, (s, w)| }du.
setT s€[t,T] Y

Applying expectation to both sides of (7.34) and using Doob’s inequality, we obtain

IE[ sup ‘éém(s, u) — 62?\/]2(3 u)H (7.35)
s€[t,T],|ul|<M+2

M+2
<C/ duE] /

T ~
<200+ 2E( [ s [[(PO ~ DO s,y .1 (6))
Y,V)EK N +2

’(Dée - D@&M) (s,u)‘i{ + ‘(GUD(:)g - &LD@&M> (s,u))z] ds}1/2

2
H

~ . 2 1/2
+ ‘((%D@ — 8UD@M> (s,y,v, nt,x(s))‘H}ds} .
Using again the Sobolev estimate, this time to estimate the supremum of

sup (DO — DO )(s,y. v,75 . (5)) |3,
(y,v)EKM+2

we conclude that there exist constants C,C’ > 0 such that

d+1
sup (DO — DO )(5,, 0,715 4 (5))[Fr < C/Z/ IVH(DO — DOM) (5,9, v, 15 (5)) [Frdydv.

(y7U)EK]\/[+2 Kprq2

A similar estimate holds for |9,(DO — DOy, (s, y, v, ntam(s))ﬁ{, leading to

E{ sup |GL%(s,u) — 6?5\/[2(5 u)]} (7.36)
sE[t,T),Jul<M+2

< 2C(M + 2) Z Z/dﬂ / IVH(DO — DO (5,5, v )|Hdsdydv}} ?

z 0 |k|=¢ Dar+2
with a constant C' > 0 depending only on M and d. By virtue of (7.31), we conclude that

IE[ sup 1GL (s, u) — 62’?\42(5, u)ﬂ < 057704*_1/2. (7.37)
s€[t,T),|u|<M+2 Y

It follows from the Chebyshev inequality that there exists ' > 0 depending only on M, d and o
such that for any 6,7 > 0 we can find © of the form (7.32) such that

hr;l—?oup]p{ [t T]SFI|)<M+2 ’égm(s’ W= 62?‘“(8 u)l > 77} = €0, (7.38)
s k) k) u —

The above, in particular, implies (7.21), if we prove that for any &4%(s,u) of the form (7.33) and
any n > 0 we have
lim lim sup IP[Z,] 5] =0, (7.39)

=0 0
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with 3 .
Znse = sup ‘(‘52’:”(3’, u) — 6?’”(3,11)’ > 77].
t<s<s'<T,|u|<M+2
s'—s<d
To this end, we invoke the Sobolev inequality, as in (7.34) and (7.35). This, together with Burkolder-
Davis-Gundy inequality, implies

Xt Xt 4 M2 s ~ 9 ~ 9 2

E{ sup [GL*(s',u) — L7 (s, u)] } < C’/ duE{/ <|D@E(a, u)|z + |0, DO (o, u)\H) da} ,
|u|<M+2 —M—-2 s

for any s’ > s. Since N is finite, we also have

esSSUDes  SUD (DO (s, y,u)|g + |0.DO(s,y,u)| ) < +o0, (7.40)
(8,y,u)ED s 42

whence

T T N s
A, = E{/ / (s—s)? sup [EL%(s,u) — 62’”(3,u)]4dsds’} < +o00.
t Ji Ju| <M+2

Let p > 0 be arbitrary. By virtue of Chebyshev inequality we obtain that P [Z,.] < p foralle € (0,1],
with

T (T - - 4 A,
Zpe = / / (s —s") %% sup {GZ’x(s’,u) - 6§’$(s,u)] dsds’ > —
t Jt lu|<M+2 P

The Garcia-Rodemich-Rumsey estimate, see Theorem 2.1.3 of [17], implies that given p > 0 there
exists dg > 0 such that

~ - A, 1/4
sup IGZ’x(s/,u) - GE’m(s,u)’ < 40V2 (> 518 <, ee€(0,1], 8 € (0,0)
t<s<s'<T,|u|<M+2 P

s'—s<d

on the event Z7 .. Hence, for any p > 0 there exists o9 > 0 such that Znse C Zye for all € € (0,1]
and § € (0,dp), which yields
lim sup lim sup P {ng,e} < p.

6—0 e—0

This in turn implies (7.39), as p > 0 can be made arbitrarily small. This ends the proof of (7.22)
and thus that of Lemma 7.2. O

Proof of Lemma 7.4

Arguing as in the proof of (7.21), we can show that

lim supE[ sup {|1eL Mu(S;u)] + |0,0" Mu (S W[ + |V,0. Mlu(s,u)|}} < 4o0. (7.41)
€0 lul|<M+2, s€[t,T] ’ ’ :

Given L > 1, define the event

Epeo=|  sup {10y (s, +10:0L (5, 0)| + V0L (s, } > L]
|ul<M+2, s€[t,T)

It follows from (7.41) that for an arbitrary § > 0, there exists L > 1 so that

PEL.] <6, forallee€ (0,(20)71). (7.42)
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Next, on the event E7 _, let us define

E02 (W) =01 ar()E02 1y (), Orcnr(s) = 1+e0L 1y, (5).

Recall that
fz:zM( _1+ / f6M|u gasM( )dO’,

using the Itd formula and the fact that —E@Mlu = fM‘u, we can write

&0 () =14 200y () + &7 WAcldo) + [ &7y (adloyo,  (1.43)
with
Fe(do) == 071 1 (0)(r_yue () DO g (0), dBS) 1
Ge(0) 1= 01 11(0) {2050L 111 (0) + VaOL ag1, (0) - v (07 2(0)) + OL gy, () font (0) + OLagyy (0) FLara(0) } -
The above allow us to write
fiifM( ) = (1+e0L y,(t,,u)) exp {2-(s,u)}, (7.44)

with
/ {a.(c ’ye }da+/ Ye(do), (7.45)

and
(Fe)o 1= O12 0 (0)(ADO 1, (), DO pp1, (0)) 1
Using the Sobolev embedding argument, as in (7.35) — (7.36), we see that

T
limj(t)lp/t E{I |s<1]1\5)+2<AD@'€7M‘u( o), DOL M0 H }da < 400. (7.46)

Combining (7.41) and (7.46), we conclude that for any ¢ > 0 there exists L > 1 such that

lim supIP’[ sup |Z.(s,u)| > L, EY 5} < 0.
e=0 lu|<M+2, s€t,T] ’

This together with (7.42) implies (7.25). The proof of Lemma 7.4 is complete.

7.3 The weak convergence of u. (¢, z)

The goal in this section is to show that not only the “forward” processes (Gt (), X5%(4)) converge

as € — 0 but also the “inverse” processes, i.e., ue p(t, ) and ups(t, ) given by (7.10) and (7.12),
are close in law. Given ¢ € [0,T], define
X :=C([t,T] x R;R) x C([t, T];RY).

Proposition 7.6. The random elements (68’M() XE¥(),ue p(t, ) converge, as e — 0, in law
over C([t, T] x R;R) x C([t, T|; RY) x R, to (&57(-), X1*(-), uns(t, x)).
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Proof. Given any N > 1, denote by CM . (N) the G5 subset of X that consists of all (S(-),z(-)) € X
such that S is a continuous function S : [¢t,T] x R — R, strictly increasing in the second variable,
and S(s,u) = wu for all s € [¢t,T], |u| > N. Also, for a X-valued random element (S, X), denote by
L(6, X) its law.

Recall that ug, the terminal condition of (2.16), belongs to C§°(R?), so there exists K > 1 such
that the range of ug(-) is contained in [—K, K]. Then, we have

gtTf‘aM(u) = u, for [u] > M, = max[M + 2, K],

and, the laws L. := E(GZ%(),X{;I()) and £ := L(G7(-), X5*(-)) are supported in CM 1 (M,.).
Let H : X — R be given by

H(S, X) = ST, up(X(T))), (S, X) e CM(M,).

Here S~Y(T),-) is the inverse of S in the second variable. Outside of CM (M,), we can define
‘H arbitrarily, for instance, as a constant. The mapping is measurable, bounded and continuous
on CM+(M*)

We know from Proposition 7.1 that (Gi:M(), Xb*(-)) converge in law to (&YF(), Xb2()), for
any €, — 0. We also have

e, (8 2) = H(SZT (), XEF () and un(t,x) = H(SG; (), X4()). (7.47)

By the continuous mapping theorem, see Theorem 2.7, p. 21 of [1], u., am(t, ) converges in law to
up(t, ), as n — 4o0.

7.4 Proof of part (i) of Theorem 2.6
Let us denote by Q., Q. ar, Qur, Q the respective laws of the random elements
Ve = (SL7(), XE7(), Do 1= (815 (), XE7()), Dar 1= (S5 (+), X1()), ) = (&5 (-), XB()),

over X. By Proposition 7.1, we have Q. yy = Qus, as € — 0 for each M > 1. A standard argument
based on local uniform convergence of coefficients by; to b and éys to ¢, see e.g. Section 9.2.6,
pp. 528-529 of [7], implies that also Qy = Q, as M — +oo.

Given N, M > 1, recall that

Ky ={(y,u) : [yl <M, |u] <M},
we define Thy y : X — [0,T + 1] by
Tun(6,X) :=inf{se[t,T]: (X(s),8(s,u)) € Ky for some |u| < N}.
We adopt the convention that Ty n(&, X) := T + 1, if the set, over which the infimum is taken, is
empty.

Let (FN,s)ys1 seft,r) Pe the family of g-algebras generated by (&(o,u), X (o)), with |u| < N,
and o € [t,s]. Note that

QE[A,TM’N > T] = QE,M[A,TMyN > T] and QM[A,TM,N > T] = Q[A, TM,N > T]

for any A€ Fyp, M,N >1,¢>0.
The following estimate on the random time T/ is crucial in removing the truncation.
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Proposition 7.7. For any p > 0 and N > 1, there exists M > 1 such that

sup Q[T n <T] < p. (7.48)
M'>M

Proof. Since £4%(u) = 9,UH%%(s) > 0, we have
Ut N(s) > Utsu(s) > U= N(s) for |u| < N.
It suffices to show that for any p > 0 and N > 1, there exists M > 1 such that

IP’[ sup |X“"(s)| > M] +IP’[ sup |[UN(s)| > M} —HP’[ sup [UH* N (s)| > M} <p. (749
s€(t,T) s€[t,T) s€(t,T]

Since (X" (s))sept,r] is @ Brownian motion, there exist Cy, Ca > 0 such that

Pl 02 ] < - e} <

provided that M > 1 is sufficiently large. Similarly, we deduce from (2.20) that

(M =N — [blloo(T —))*\ _ p
Tt } <3

P[ sup UMM (s)| > M| < Crexp{ G
s€t,T)

for M — N sufficiently large. A similar estimate holds for P[supse[t’T] Ute—N(s)| > M}, which
completes the proof. O

Now we can finish the proof of part (i) of Theorem 2.6. Fix any p > 0, N > 1 and F € Cp(X).
Since {Thyr v < T'} is a closed subset of X for any N, M > 1, we have

limsup Qpr [Tary < T) < QTwry < T, (7.50)
M'—400

Let M > 0 be chosen as in the statement of Proposition 7.7. We can write then, for any M’ > M
‘/ FdQ. — / Fdf)| < \/ Fdf). — FdQ| + |Floo(Q:[Tary < T] + Q[Tary < 7))
X X TIVI,N>T TM7N>T

< ‘ / FdQ. v — / FdQ
Ty, n>T T, N>T

< ]/ FdQ. —/FdQM/
X X

+ 1 F oo (Qe,n [T, v < T+ p)

+ [ Floo (2Qe,pr [Ti,ny STV + Qe [Ty < T+ p)

Passing to the limit, first as ¢ — 0, and then M’ — +oo, using (7.48), (7.50), and the conver-
gence Q. yr = Qyr, we deduce that

limsup’/deﬂa—/deQ’ < 4p||F||0o-

e—0

Since p > 0 can be chosen arbitrarily small, we conclude that

lim‘/FdQE—/ ng\ —0,
e=01 Jx x

which concludes the proof of part (i) of Theorem 2.6. O
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7.5 Proof of part (ii) of Theorem 2.6

By the tightness of the laws of (&L%(-), X1®(+)), for any p > 0, there exists N > 1 such that
p p
]P)[AN] < g, P[A]\Lg] < §, 13 G (O, 1],
where
A= [$7E(N) < Jluglloo 0r 8F(=N) > —[luolluc]

and Ay is defined analogously with st:,fe replaced by 577
According to Proposition 7.7, we can find M > 1 such that P[By ] < p/3, with

By = [ sup ]Ut’x’"(s)] > M, sup |Xt’x(s)| > M
(s,u)€[t,T]x[~N,N] selt,T]

Using part (i) of Theorem 2.6, we conclude that P[By ] < p/3, € € (0, 1], where By ar is defined
analogously for (&4%(-), X5*(+)). Thanks to equality (7.47) and the fact that

sy (u(t, ) = ug(XPH(T)), sy (ue(t,x)) = ug(XL"(T)),
we conclude that
upp(t,x) = u(t,z), wuenr(t,z) =u(t,x), M >M

outside Ay U By p U Ay U By ape. Using the already proved convergence in law of u. p(t, ) to
upp(t,x), as e — 0, we conclude from the above that u.(t,x) converges in law to u(t,x), e — 0 by
the argument presented in Section 7.4.

The convergence of the multi-point statistics follows by essentially the same argument as in the
proof of Theorem 2.3. For N distict points z1,...,zx € R%, uq,...,un € R, the respective processes

(EP1215), XEP(5), -, (UE= 2 (5), X2 (5)) )

s>t

converge in distribution to

(U (), XE7 (9)), . (UFN (5), X5 (5))

s>t ’

where ((U;’xj’uj (s),X?’xj(s))) , 7 =1,...,N are independent copies of solutions of (2.20). This

J s>t
implies that the respective 5tT’wj (1), 7=1,..., N are independent and, as a result, allows us to infer
that % ) (t,2;) determined by the corresponding equations (2.21) are also independent. O
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