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Abstract

This paper concerns the derivation of a Fokker-Planck equation for the correlation of two high
frequency wave fields propagating in two different random media. The mismatch between the
random media need be small, on the order of the wavelength, and their correlation length need be
large relative to the wavelength. The loss of correlation caused by the mismatch in the random
media is quantified and the limit process for the phase difference is obtained. The derivation is
based on a random Liouville equation to model high frequency correlations and on the method
of characteristics to characterize mixing in the random Liouville equation. Applications of such
correlation loss include the monitoring in time of random media and the analysis of time reversed
waves in changing heterogeneous domains.

1 Introduction

The energy density of high frequency waves propagating in highly heterogeneous media can be
modeled by a Fokker-Planck equation in the phase space, i.e., the space of positions and momenta.
We refer to e.g. [2] for a mathematical derivation of such a macroscopic model for the wave energy
density. The main assumption on the heterogeneous medium is that it is a random medium with a
very large correlation length relative to the typical wavelength in the system. The Fokker-Planck
equation may be seen as a highly-peaked-forward-scattering approximation to the radiative transfer
equations, which are also used in the modeling of the energy density of waves in heterogeneous media
when correlation length and wavelength are comparable; see e.g. [1, 7, 13].

Such macroscopic models for waves in random media can more generally be used to quantify
the correlation function of two wave fields propagating in possibly two different media [1]. This has
applications in the temporal monitoring of the statistical properties of random media as well as in
the analysis of the refocusing of time reversed waves [4, 3, 12]. This paper analyzes the effect of
changes in the random media on the two-field correlation. In the Fokker-Planck regime, the two-field
correlation decays as the two media separate and we present a quantitative estimate of such a decay.

Although the results in this paper generalize to fairly large classes of waves such as e.g., acoustic
waves as in [2]. electromagnetic waves, and elastic waves (see [13]) we restrict ourselves to the
case of a scalar Schrödinger equation to simplify. This models the effect of heterogeneities on a
single particle represented by a quantum wave function. The changes in the heterogeneous medium
considered here are sufficiently small so that the correlation of the two fields, one propagating in
the unperturbed medium and the other one propagation in the perturbed medium, still satisfies a
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random Liouville equation in the high frequency limit. However, solutions of the Liouville equation
are no longer real and have a complex phase. Their phase is responsible for the decoherence of the
two wave fields, and is driven by the media mismatch. The evolution of the correlation function is
described in terms of the particle position Xδ(t), momentum Kδ(t) and phase difference Zδ(t). The
techniques used in [2] are then applied to this new random Liouville equation to study the limit of
the joint process (Xδ(t),Kδ(t), Zδ(t)). The limiting equation, of Fokker-Planck type, is obtained in
the vanishing limit of the correlation length δ of the heterogeneous medium. Its derivation is based
on the mixing properties of the bi-characteristics of a random Hamiltonian, as in [2], and on the
mixing properties of a highly oscillatory functional of such bi-characteristics, which is the main new
result obtained in this paper. In particular, we show that the phase difference Zδ(t) converges to a
Brownian motion on the real line.

The rest of the paper is organized as follows. Section 2 presents the random Schrödinger equations
and the limiting random Liouville equation for the Wigner transform of the two wave fields, which
is the Fourier transform in the difference variable of the correlation function of the two fields. We
also review in Section 2.1 the results obtained in [2] while adapting them to the case of a random
Schrödinger equation. Finally, in Section 2.2 we derive the generalized Fokker-Planck equations (see
(2.23) below) by formal analysis. Section 3 presents Theorem 3.1, the main result of this paper that
describes the limit of the joint process (Xδ(t),Kδ(t), Zδ(t)). The Fokker-Planck equation is deduced
from the limiting law (as the correlation length of the random medium goes to zero). The proof of
Theorem 3.1 is presented in Section 4.

Acknowledgment. LR and GB have been partially supported by the ONR and Alfred P. Sloan
Fellowships. GB has been also supported by NSF grant DMS-0239097.

2 The random momenta Liouville equation

We consider the evolution of the correlation function of two solutions of the Schrödinger equation
with a small mismatch between the random potentials but with the same initial data. The function
ψε satisfies

iε
∂ψε

∂t
+
ε2

2
∆ψε − Vδ(x)ψε = 0 (2.1)

and the function φε satisfies

iε
∂φε

∂t
+
ε2

2
∆φε − [Vδ(x) + εSδ(x)]φε = 0. (2.2)

Both of the functions φε and ψε satisfy initially

ψε(0, x) = φε(0, x) = φε
0(x). (2.3)

The family φ0
ε is ε-oscillatory and compact at infinity [6]. The random potentials Vδ and Sδ vary on

a scale δ that is much larger than the wave length ε of the initial data but is much smaller than the
overall propagation distance that is of the order O(1): ε� δ � 1. To keep a non-trivial correlation
of ψε and φε the mismatch of the potentials has to be weak – hence the coefficient ε in front of
Sδ. We will see that in order to produce an order one contribution we will have eventually to take
Sδ(x) = δ−1/2S(x/δ) making the overall strength of the mismatch be of the order O(ε/

√
δ).

In order to study the correlation of ψε and φε we introduce the cross Wigner transform as

Wε(t, x, k) =
∫
eik·yψε

(
t, x− εy

2

)
φ̄ε

(
t, x+

εy

2

) dy

(2π)d
. (2.4)
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When φε = ψε then Wε is real and is usually interpreted as the phase space energy density of the
family φε(x). However, the distribution Wε(t, x, k) does not have to be real if φε 6= ψε. Its phase
measures the decoherence of the functions φε and ψε. The basic properties of the Wigner transforms
can be found in [6, 11].

In order to obtain an equation for Wε we differentiate the Wigner transform with respect to time:

∂Wε

∂t
+ k · ∇xWε

=
1
iε

∫
eik·y

[
Vδ

(
x− εy

2

)
− Vδ

(
x+

εy

2

)
− εSδ

(
x+

εy

2

)]
ψε

(
x− εy

2

)
φ̄ε

(
x+

εy

2

) dy

(2π)d
.

Passing to the limit ε → 0 we obtain an equation for the distribution Wδ(t, x, k), the weak limit of
Wε as ε→ 0:

∂Wδ

∂t
+ k · ∇xWδ −∇Vδ(x) · ∇kWδ = iSδ(x)Wδ. (2.5)

In order to obtain a non-trivial limit of Wδ(t, x, k) as the correlation length δ → 0 we choose the
random potential Vδ(x) and the mismatch Sδ(x) to be of the form

Vδ(x) =
√
δV

(x
δ

)
, Sδ(x) =

1√
δ
S

(x
δ

)
.

Then (2.5) becomes

∂Wδ

∂t
+ k · ∇xWδ −

1√
δ
∇V

(x
δ

)
· ∇kWδ =

i√
δ
S

(x
δ

)
Wδ (2.6)

W (0, x, k) = W0(x, k).

The initial data W0(x, k) is simply the limit Wigner measure of the family φ0
ε. Equation (2.6) is

the starting point of our analysis. We note that if we consider the initial data for the Schrödinger
equation as a mixture of states then the error bound for the approximation for the Wigner transform
Wε by the solution of (2.6) may be estimated and the sequential limits ε→ 0 first, and δ → 0 second
may be replaced by a joint limit (ε, δ) → 0; see [2, 11] for details. This may be done in a certain
region of the (ε, δ)-plane that ensures that the scale separation ε� δ � 1 is kept under control. We
will not pursue this avenue in this paper in order to avoid unnecessary technical complications.

2.1 A review of the case in the absence of a mismatch

We first recall the known results of [8] (see also [9] for a longer time scale analysis) when there is
no potential mismatch, that is, when S = 0 and d ≥ 3. We restrict our attention in this paper also
to the case d ≥ 3 though a generalization using the results of [5] and [10] is possible. If S = 0 then
solution of (2.6) is given explicitly in terms of the random characteristics (Xδ(t),Kδ(t)): define

dXδ(t)
dt

= −Kδ(t),
dKδ(t)
dt

=
1√
δ
∇V

(
Xδ(t)
δ

)
, Xδ(0) = x, Kδ(0) = k. (2.7)

We have Wδ(t, x, k) = W0(Xδ(t),Kδ(t)). The characteristic trajectories satisfy a limit theorem; the
process Kδ(t) converges to a Brownian motion K(t) on the sphere {|k| = |k(0)|} and Xδ(t) converges
in law to

X(t) = x+
∫ t

0
K(s)ds.
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Before formulating the limit theorem we describe first the necessary assumptions on the random
potentials V and S; we will not, of course, need the assumptions on S in the present section but we
will need them later on and it is convenient to put them here.

Let (Ω,Σ,P) be a probability space, and let E denote the expectation with respect to P. Let
us denote the joint process F (x, ω) = (V (x, ω), S(x, ω)) and assume that the random field F is
stationary in the first variable. This means that for any shift x ∈ Rd and a collection of points
x1, . . . , xn ∈ Rd the laws of (F (x1 + x), . . . , F (xn + x)) and (F (x1), . . . , F (xn)) are identical. In
addition, we assume that E{S(x)} = E{V (x)} = 0 for all x ∈ Rd, the realizations of V (x) and S(x)
are P a.s. C2-smooth in x and they satisfy

M := max
|α|≤2

ess-sup
(x,ω)∈Rd×Ω

|∂α
xF (x, ω)| < +∞. (2.8)

We suppose further that the random field F (x, ω) is strongly mixing in the uniform sense. More
precisely, for any R > 0 we let Ci

R and Ce
R be the σ-algebras generated by random variables F (x) for

all x ∈ BR and x ∈ Bc
R respectively. The uniform mixing coefficient between the σ-algebras is

φ(ρ) := sup[ |P(B)− P(B|A)| : R > 0, A ∈ Ci
R, B ∈ Ce

R+ρ ], (2.9)

for all ρ > 0. We suppose that φ(ρ) decays faster than any power: for each p > 0

hp := sup
ρ≥0

ρpφ(ρ) < +∞. (2.10)

The two-point spatial correlation 2 × 2 tensor of the random field F is denoted by R(y) and has
components

RV V (y) = E[V (0)V (y)], RV S(y) = E{V (0)S(y)}, RSV (y) = E{S(0)V (y)}, RSS(y) = E{S(0)S(y)}.

Note that (2.10) implies that for each p > 0

hp :=
∑
|α|≤4

sup
y∈Rd

(1 + |y|2)p/2|∂α
yR(y)| < +∞. (2.11)

We also assume that the correlation tensor R(y) is of the C∞-class and that

R̂V V (k) does not vanish identically on any hyperplane Hp = {k : (k · p) = 0}. (2.12)

Here R̂V V (k) =
∫
RV V (x) exp(−ik · x)dx is the power spectrum of V .

Let us define the diffusion matrix Dmn by

Dmn(k) = −1
2

∫ ∞

−∞

∂2RV V (ks)
∂xn∂xm

ds = − 1
2|k|

∫ ∞

−∞

∂2RV V (sk̂)
∂xn∂xm

ds, m, n = 1, . . . , d, k̂ = k/|k|.

(2.13)
Then we have the following result.

Theorem 2.1 [8] Let W δ be the solution of (2.6) with the initial data W0(x, k) supported in a
compact set away from k = 0: supp{W0} ⊂ S × A(M) with A(M) = {M−1 ≤ |k| ≤ M} for some
M > 0 and a compact set S ⊂ Rd. Let the function φ̄ satisfy

∂φ̄

∂t
+ k · ∇xφ̄ =

∂

∂km

(
Dmn(k)

∂φ̄

∂kn

)
(2.14)

φ̄(0, x, k) = W0(x, k).
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Then, there exist two constants C(T ) and α0 > 0 such that

sup
(t,x,k)∈[0,T ]×K

∣∣∣EW δ (t, x, k)− φ̄(t, x, k)
∣∣∣ ≤ C(T )(1 + ‖W0‖C4)δα0 (2.15)

for all compact sets K ⊂ A(M) = Rd ×A(M).

Note that

Dnm(k)k̂m = − 1
2|k|

∫ ∞

−∞

∂2RV V (sk̂)
∂xn∂xm

k̂mds = − 1
2|k|

∫ ∞

−∞

d

ds

(
∂RV V (sk)

∂xn

)
ds = 0

and thus the K-process generated by (2.14) is indeed a diffusion process on a sphere k = const,
or, equivalently, equations (2.14) for different values of |k| are decoupled. It is easy to check that
assumption (2.12) implies that the matrix D(k) has rank d − 1 for each k ∈ Rd{0}. It can be also
shown that then equation (2.14) is hypoelliptic on the manifold Rd × {|k| = k0} for each k0 > 0.

2.2 A formal analysis of the momenta Liouville equation

We first present a non-rigorous formal multiple scales analysis of (2.6), which provides a short and
relatively quick way to the correct limit. We introduce a multiple scales expansion

Wδ = W (t, x, k) +
√
δW1(t, x, y, k) + δW2(t, x, y, k) + . . . , y = x/δ

and insert it into (2.6). As usual we make an additional assumption that the leading order term
W (t, x, k) is deterministic and does not depend on the fast scale variable y. In the leading order we
obtain

k · ∇yW1 + θW1 = ∇V (y) · ∇kW + iS (y)W.

Here θ > 0 is an auxiliary regularizing parameter that we will send to zero at the end. Define the
correctors χj and η as mean-zero solutions of

k · ∇yχj + θχj =
∂V

∂yj

k · ∇yη + θη = S(y).

They are given explicitly by

χj(y, k) =
∫ ∞

0

∂V (y − sk)
∂yj

e−θsds (2.16)

and
η(y, k) =

∫ ∞

0
e−θsS(y − sk)ds. (2.17)

The function W1 is given in terms of the correctors as

W1(t, x, y, k) =
d∑

j=1

χj(y, k)
∂W (t, x, k)

∂kj
+ iη(y, k)W (t, x, k).

The equation for W2 is

∂W

∂t
+ k · ∇xW + k · ∇yW2 = ∇V (y) · ∇kW1 + iS(y)W1.
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Averaging under the assumption that E{k · ∇yW2} = 0 we obtain the following closed equation for
the leading order term W :

∂W

∂t
+ k · ∇xW = E {∇V (y) · ∇kW1 + iS(y)W1} = JI + JII . (2.18)

The two terms on the right side are computed using the explicit expressions (2.16) and (2.17) for
the correctors. The first term may be split as

JI = E {∇V (y) · ∇kW1} = J1
I + J2

I

with

J1
I = E

{
∂V

∂yj
(y)

∂

∂kj

[
χm(y, k)

∂W (t, x, k)
∂km

]}
=

∂

∂kj

[
E

{
∂V

∂yj
(y)

∫ ∞

0

∂V (y − sk)
∂ym

e−θsds

}
∂W (t, x, k)

∂km

]
=

∂

∂kj

(
Djm(k)

∂W (t, x, k)
∂km

)
where the diffusion matrix Djm is given by (2.13). The term J2

I is

J2
I = E

{
∂V

∂yj
(y)

∂

∂kj
[iη(y, k)W (t, x, k)]

}
= i

∂

∂kj

[
E

{
∂V

∂yj
(y)

∫ ∞

0
S(y − sk)e−θsds

}
W (t, x, k)

]
= i

∂

∂kj

(
E′

j(k)W (t, x, k)
)

with the drift

E′
j(k) =

∫ ∞

0

∂RSV (sk)
∂xj

ds.

Now we look at the second term in the right side of (2.18)

JII = E {iS(y)W1} = J1
II + J2

II (2.19)

with

J1
II = E

{
iS(y)χm(y, k)

∂W (t, x, k)
∂km

}
= iE

{
S(y)

∫ ∞

0

∂V (y − sk)
∂ym

e−θsds

}
∂W (t, x, k)

∂km

= iE′′
m(k)

∂W (t, x, k)
∂km

with

E′′
m = −

∫ ∞

0

∂RV S(sk)
∂xj

ds =
∫ ∞

0

∂RSV (−sk)
∂xj

ds =
∫ 0

−∞

∂RSV (sk)
∂xj

ds.

Note that

J2
I + J1

II = i
∂

∂kj

(
E′

j(k)W (t, x, k)
)

+ iFm(k)
∂W (t, x, k)

∂km

= i(E′
j + E′′

j )
∂W (t, x, k)

∂kj
+ i(∇k · E′)W (t, x, k) = Ej

∂W (t, x, k)
∂kj

+ FW (t, x, k)

with

Ej = E′
j + E′′

j =
∫ ∞

−∞

∂RSV (sk)
∂xj

ds (2.20)
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and
F = ∇k · E′ =

∫ ∞

0
s∆RSV (sk)ds. (2.21)

The last term in (2.19) is

J2
II = E {iS(z)η(z, k)W (t, x, k)} = −κ(k)W (t, x, k)

with the absorption coefficient

κ(k) =
∫ ∞

0
RSS(sk)ds. (2.22)

Putting together all the terms above we get the equation for W :

∂W

∂t
+ k · ∇xW = iE(k) · ∇kW + iF (k)W +

∂

∂km

(
Dmn(k)

∂W

∂kn

)
− κ(k)W. (2.23)

If S and V are independent then F = E = 0 and this simplifies to

∂W

∂t
+ k · ∇xW =

∂

∂km

(
Dmn(k)

∂W

∂kn

)
− κ(k)W. (2.24)

Unfortunately, the asymptotic expansion described in this section may not be justified rigorously.
In the next section we present a rigorous derivation of the limit equation (2.23).

3 The Liouville equation and the phase diffusion

3.1 An example: the decorrelated case

The purpose of this section is to obtain the limit equation (2.23) as the limit of (2.6). Recall that
solution of (2.6)

∂Wδ

∂t
+ k · ∇xWδ −

1√
δ
∇V

(x
δ

)
· ∇kWδ =

i√
δ
S

(x
δ

)
Wδ (3.1)

may be obtained by the method of characteristics. Along the trajectories we have

dXδ

dt
= −Kδ,

dKδ

dt
=

1√
δ
∇V

(
Xδ

δ

)
,
dZδ

dt
=

1√
δ
S

(
Xδ

δ

)
(3.2)

with the initial data
Xδ(0) = x, Kδ(0) = k, Zδ(0) = 0.

Then the solution of (3.1) is given by

W δ(t, x, k) = eiZ
δ(t)W0(Xδ(t),Kδ(t)).

The results described in the previous section tell us that Kδ converges to a Brownian motion K(t)
on the sphere, with the diffusion matrix Dmn(k), and Xδ converges to its time integral:

Kδ(t) → K(t), Xδ(t) → X(t) = x+
∫ t

0
K(s)ds.

We will show below that Zδ converges to a Brownian motion with the diffusion coefficient κ(k) given
by (2.22). In the simplest case when V and S are uncorrelated the Kolmogorov equation for the
limit process (X(t),K(t), Z(t)) is

∂f

∂t
+ k · ∇xf =

∂

∂km

(
Dmn(k)

∂f

∂kn

)
+ κ(k)

∂2f

∂z2
.
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Recall that
W

δ(t, x, k) := E{W δ(t, x, k)} = Ex,k,z=0

(
eiZ

δ(t)W0(Xδ(t),Kδ(t))
)
.

Therefore, in the limit δ → 0, the function W δ(t, x, k) converges to

W (t, x, k) = g(t, x, k, z = 0).

Here the function g satisfies the Kolmogorov equation

∂g

∂t
+ k · ∇xg =

∂

∂km

(
Dmn(k)

∂g

∂kn

)
+ κ(k)

∂2g

∂z2
(3.3)

g(0, x, k, z) = eizW0(x, k). (3.4)

It may be written as g(t, x, k, z) = eizq(t, x, k), where the function q satisfies

∂q

∂t
+ k · ∇xq =

∂

∂km

(
Dmn(k)

∂q

∂kn

)
− κ(k)q (3.5)

q(0, x, k) = W0(x, k).

We see that actually W (t, x, k) = g(t, x, k, z = 0) = q(t, x, k). Note that (3.5) is nothing but (2.24);
this relates the approach of the present section to the formal result of the previous section. However,
the Kolmogorov equation (3.3) provides the description of the whole limit process Z(t) while (2.24)
is just one of its reductions.

3.2 The main result

We will prove the following theorem.

Theorem 3.1 The joint process (Xδ(t),Kδ(t), Zδ(t)) converges in law in the limit δ → 0 to the
diffusion process (X(t),K(t), Z(t)) with the joint generator

Lφ = Dmn(k)
∂2φ

∂km∂kn
+ [Dm(k) +Dm(−k)] ∂2φ

∂km∂z
+D(k)

∂2φ

∂z2
+ Em(k)

∂φ

∂km
+ E(k)

∂φ

∂z
− k · ∇xφ

(3.6)
with the coefficients

Dmn(k) = −
∞∫
0

RV V
mn (sk)) ds, D(k) =

∫ ∞

0
RSS(sk)ds, (3.7)

Dm(k) =

∞∫
0

RSV
m (sk) ds, Em(k) = −

∫ ∞

0
s∆RV V

m (sk) ds, (3.8)

and
E(k) =

∫ ∞

0
s∆RSV (sk) ds. (3.9)

The generator may be written slightly more compactly as

Lφ =
∂

∂kn

(
Dmn(k)

∂φ

∂km

)
+

∂

∂km

(
Dm(k)

∂φ

∂z

)
+
∂

∂z

(
Dm(−k) ∂φ

∂km

)
+D(k)

∂2φ

∂z2
−k ·∇xφ. (3.10)
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3.3 A formal computation of the limit

We first present a formal computation, which is similar to the derivation in section 2.2 and leads to
the generator (3.6). We start with the Liouville equation including the phase variable

∂φ

∂t
+ k · ∇xφ−

1√
δ
∇V

(x
δ

)
· ∇kφ−

1√
δ
S

(x
δ

) ∂φ
∂z

= 0 (3.11)

and consider an asymptotic expansion of the form

φ(t, x, k, z) = φ̄(t, x, z, k) +
√
δφ1(t, x, y, z, k) + δφ2(t, x, y, z, k) + . . . , y = x/δ.

In the leading order we get:

k · ∇yφ1 + θφ1 = ∇V (y) · ∇kφ̄+ S (y)
∂φ̄

∂z
.

As before θ > 0 is a regularizing parameter that we will send to zero later. The leading order term
φ̄(t, x, k) is assumed to be deterministic and independent of the fast variable y. Using the correctors
χj and η given by (2.16) and (2.17), respectively, we obtain an expression for φ1 as

φ1(t, x, y, k, z) = χj(y, k)
∂φ̄

∂kj
+ η(y, k)

∂φ̄

∂z
.

The equation for φ̄ is obtained in the same way as before, as a formal solvability condition for φ2; it
reads

∂φ̄

∂t
+ k · ∇xφ̄ = E

{
∇V (y) · ∇kφ1 + S (y)

∂φ1

∂z

}
. (3.12)

The first term on the right is

E {V (y) · ∇kφ1} =
∂

∂kj
E

{
Vj(y)

[∫ ∞

0
Vm(y − sk)e−θsds

∂φ̄

∂km
+

∫ ∞

0
S(y − sk)e−θsds

∂φ̄

∂z

]}
→ ∂

∂kj

(
Dmj(k)

∂φ̄

∂km

)
+

∂

∂kj

(∫ ∞

0
RSV

j (sk)ds
∂φ̄

∂z

)
(3.13)

in the limit θ → 0. The second term in the right side of (3.12) is

E
{
S (y)

∂φ1

∂z

}
=

∂

∂z
E

{
S(y)

[∫ ∞

0
Vm(y − sk)e−θsds

∂φ̄

∂km
+

∫ ∞

0
S(y − sk)e−θsds

∂φ̄

∂z

]}
→ − ∂

∂z

(∫ ∞

0
RV S

m (sk)ds
∂φ̄

∂km

)
+D

∂2φ̄

∂z2
=

∂

∂z

(∫ ∞

0
RSV

m (−sk)ds ∂φ̄
∂km

)
+D

∂2φ̄

∂z2
(3.14)

as θ → 0. Putting together (3.13) and (3.14) we obtain

∂φ̄

∂t
+ k · ∇xφ̄ =

∂

∂kj

(
Dmj(k)

∂φ̄

∂km

)
+

∂

∂kj

(
Dj(k)

∂φ̄

∂z

)
+

∂

∂z

(
Dj(−k)

∂φ̄

∂kj

)
+D

∂2φ̄

∂z2
. (3.15)

This is nothing but the Kolmogorov equation for the process with the generator (3.10).
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4 Proof of Theorem 3.1

Theorem 3.1 is a simple corollary of the following proposition. Let us first introduce some notation.
Given a function G ∈ C3

b ([0,+∞)× R2d
∗ ) and t ≥ 0 let us introduce

Nt(G) = G(t,X(t),K(t), Z(t))−G(0, X(0),K(0), Z(0))−
t∫

0

(∂ρ + L)G(ρ,X(ρ),K(ρ), Z(ρ))dρ

with the operator L defined in (3.6). We also denote by Rd
∗ := Rd \ {0} and R2d

∗ := Rd × Rd
∗ to

avoid the singular point k = 0. We let C := C([0,+∞); Rd × Rd
∗ × R) be the set of continuous

paths of (X(t),K(t), Z(t)). For any u ≤ v denote by Mv
u the σ-algebra of subsets of C generated by

(X(t),K(t), Z(t)), t ∈ [u, v]. We write Mv := Mv
0 and M for the σ algebra of Borel subsets of C.

It coincides with the smallest σ-algebra that contains all Mt, t ≥ 0. We define C(T,M) as the set
of paths π ∈ C so that both (2M)−1 ≤ |K(t)| ≤ 2M , and

X(t)−X(u) +

t∫
u

K(s)ds = 0, for all 0 ≤ u < t ≤ T.

We denote by Pδ
x,k,z the probability measure on C(T,M) induced by the trajectories of (3.2) and by

Eδ
x,k,z the corresponding expectation.

Proposition 4.1 Suppose that (x, k) ∈ A(M) = Rd × {M−1 ≤ |k| ≤M} for some M > 0 and that
a test function ζ ∈ Cb((R2d

∗ )n) is non-negative. Let γ0 ∈ (0, 1/2) and let 0 ≤ t1 < · · · < tn ≤ T∗ ≤
t < u ≤ T . Assume further that u− t ≥ δγ0. Then, there exist constants γ1 > 0, C(T ) such that for
any function G ∈ C3([T∗, T ]× R2d

∗ × R) we have∣∣∣Eδ
x,k,z

{
[Nu(G)−Nt(G)] ζ̃

}∣∣∣ ≤ C(T )δγ1(u− t)‖G‖4

(
Eδ

x,k,z ζ̃ + ‖ζ‖∞
)
. (4.1)

Here ζ̃(π) := ζ(X(t1),K(t1), Z(t1), . . . , X(tn),K(tn), Z(tn)), and π = (X(t),K(t), Z(t)) is any con-
tinuous path. The choice of the constants γ1, C does not depend on (x, k, z), δ ∈ (0, 1], ζ, the times
t1, . . . , tn, T∗, T, u, t, or the test function G.

Proof of Theorem 3.1. Theorem 3.1 is a simple consequence of Proposition 4.1. Let φ0(x, k, z)
be a test function and let the function φ̄(t, x, k, z) solve the initial value problem

∂φ̄

∂t
= Lφ̄ (4.2)

φ̄(0, x, k, z) = φ0(x, k, z).

We apply Proposition 4.1 with G(t, x, k, z) = φ̄(u − t, x, k, z), t = δγ and u > δγ with 1/2 < γ < 1
and take ζ̃ = 1. It follows from (4.1) that∣∣∣Eδ

x,k,z

[
φ0(X(u),K(u), Z(u))− φ̄(u− δγ , X(δγ),K(δγ), Z(δγ))

]∣∣∣ ≤ C‖G‖4δ
γ1 . (4.3)

Using the fact that φ̄ is a smooth function and 1/2 < γ < 1 we conclude that∣∣∣Eδ
x,k,z

[
φ0(Xδ(u),Kδ(u), Zδ(u))− φ̄(u, x, k, z)

]∣∣∣ ≤ C‖G‖4δ
γ1 . (4.4)

The conclusion of Theorem 3.1 now follows. �
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4.1 The proof of Proposition 4.1

The proof of Proposition 4.1 is technical and uses the ideas of [2, 8, 9, 10]. However, the present
situation is much simpler than in the aforementioned papers as we already know from Theorem 2.1
that the process (Xδ,Kδ) converges to a process with the generator

L̃ =
∂

∂kn

(
Dnm(k)

∂

∂km

)
− k · ∇x.

This means that the law of the process Xδ will be close to that of the limit X(t); and in particular
Xδ(t) does not approach a narrow tube around its past trajectory with a probability very close to
one. This potential return was a major obstacle in the proofs in [2, 8, 9, 10].

The strategy of the proof is as follows. We will need to deal with objects of, say, the form

E
{
G(Xδ(s),Kδ(s), Zδ(s))S

(
Xδ(s)
δ

)
V

(
Xδ(s′)
δ

)}
(4.5)

with s < s′ but the difference s′ − s small. Then we will consider a slight pullback in time

σ(s) = s− δ1−γ , (4.6)

with a sufficiently small γ > 0 and a linearization

L(σ, s) = Xδ(σ)− (s− σ)Kδ(σ). (4.7)

The characteristic equations (3.2) allow us to estimate the difference between (4.5) and

E
{
G(Xδ(σ),Kδ(σ), Zδ(σ))S

(
L(σ, s)
δ

)
V

(
L(σ, s′)

δ

)}
, (4.8)

and show that it is small. However, the latter expectation approximately splits:

E
{
G(Xδ(σ),Kδ(σ), Zδ(σ))S

(
L(σ, s)
δ

)
V

(
L(σ, s′)

δ

)}
≈ (4.9)

E
{
G(Xδ(σ),Kδ(σ), Zδ(σ))

}
RSV

(
L(σ, s′)− L(σ, s)

δ

)
.

The reason for the expectation splitting is that the argument of the function G in (4.8) depends only
on the potential in a tube close to the trajectory Xδ(t) until the the time t = σ, while L(σ, s) and
L(σ, s′) are at distance much larger than δ from this tube with a probability close to one. Hence, the

values of G(Xδ(σ),Kδ(σ), Zδ(σ)) and, say, of V
(
L(σ, s′)

δ

)
are nearly independent and expectation

(4.8) splits. This is formalized by the following mixing lemma.
For any t ≥ 0 we denote by Ft the σ-algebra generated by (Xδ(s),Kδ(s), Zδ(s)), s ≤ t. Here we

suppress, for the sake of abbreviation, writing the initial data in the notation of the trajectory. We
assume that X1, X2 : (R×Rd×Rd2

)2 → R are certain continuous functions, Q is a random variable
and g1, g2 are Rd-valued random vectors. We suppose further that Q, g1, g2, are Ft-measurable, while
X̃1, X̃2 are random fields of the form

X̃i(x) = Xi

(
F (x),∇xF (x),∇2

xF (x)
)
,

where, as before we denote for brevity F = (V, S). We also let

U(θ1, θ2) := E
[
X̃1(θ1)X̃2(θ2)

]
, θ1, θ2 ∈ Rd (4.10)

and recall that φ(r) is the mixing coefficient defined in (2.9). The following mixing lemma from [2]
is formalizing the expectation splitting.
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Lemma 4.2 (i) Assume that r, t ≥ 0 and

inf
u≤t

∣∣∣∣gi −
Xδ(u)
δ

∣∣∣∣ ≥ r

δ
, (4.11)

P-a.s. on the set Q 6= 0 for i = 1, 2. Then we have∣∣∣E [
X̃1(g1)X̃2(g2)Q

]
− E [U(g1, g2)Q]

∣∣∣ ≤ 2φ
( r

2δ

)
‖X1‖L∞‖X2‖L∞‖Q‖L1(Ω). (4.12)

(ii) Let EX1(0) = 0 and assume that g2 satisfies (4.11),

inf
u≤t

∣∣∣∣g1 − Xδ(u)
δ

∣∣∣∣ ≥ r + r1
δ

(4.13)

and |g1 − g2| ≥ r1δ
−1 for some r1 ≥ 0, P-a.s. on the event Q 6= 0. Then, we have∣∣∣E [

X̃1(g1)X̃2(g2)Q
]
− E [U(g1, g2)Q]

∣∣∣ ≤ Cφ1/2
( r

2δ

)
φ1/2

( r1
2δ

)
‖X1‖L∞‖X2‖L∞‖Q‖L1(Ω) (4.14)

for some absolute constant C > 0. Here the function U is given by (4.10).

We proceed now with the proof of Proposition 4.1. Let G(k, z) be a sufficiently smooth function.
We will establish the approximate martingale property (4.1) for G. It suffices to consider functions
of the form G(z, k) = g(z)r(k). The characteristic equations

Zδ(t) = z +
1√
δ

∫ t

0
S

(
Xδ(s)
δ

)
ds,

and

Kδ
j (t) = k +

1√
δ

∫ t

0
Vj

(
Xδ(s)
δ

)
ds,

imply that we have

G(Kδ(u), Zδ(u))−G(Kδ(t), Zδ(t)) (4.15)

=
1√
δ

∫ u

t

[
g′(Zδ(s))S

(
Xδ(s)
δ

)
r(Kδ(s)) + g(Zδ(s))rj(Kδ(s))Vj

(
Xδ(s)
δ

)]
ds.

Here and below, we use the notation Vj for Vxj and similarly Sk for Sxk
to simplify. In order to be

able to make a backward step σ as in (4.6) we split the above integral as

G(Kδ(u), Zδ(u))−G(Kδ(t), Zδ(t)) = A+B (4.16)

with

A =
1√
δ

∫ t+δ1−γ

t

[
g′(Zδ(s))r(Kδ(s))S

(
Xδ(s)
δ

)
+ g(Zδ(s))rj(Kδ(s))Vj

(
Xδ(s)
δ

)]
ds

and

B =
1√
δ

∫ u

t+δ1−γ

[
g′(Zδ(s))r(Kδ(s))S

(
Xδ(s)
δ

)
+ g(Zδ(s))rj(Kδ(s))Vj

(
Xδ(s)
δ

)]
ds = B1 +B2.

The first term is small:
|A| ≤ Cδ1/2−γ‖G‖2
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provided that γ < 1/2. The term B will be analyzed with the aforementioned ideas of a backward
step and linearization, and using the mixing lemma. The terms B1 and B2 may be written as

B1 =
1√
δ

∫ u

t+δ1−γ

{
g′(Zδ(σ(s)))r(Kδ(σ(s)) + [g′(Zδ(s))r(Kδ(s))− g′(Zδ(σ(s)))r(Kδ(σ(s))]

}
× S

(
Xδ(s)
δ

)
ds = I + II (4.17)

and

B2 =
1√
δ

∫ u

t+δ1−γ

{
g(Zδ(σ(s)))rj(Kδ(σ(s)) + [g(Zδ(s))rj(Kδ(s))− g(Zδ(σ(s)))rj(Kδ(σ(s))]

}
× Vj

(
Xδ(s)
δ

)
ds = III + IV (4.18)

with

I =
1√
δ

∫ u

t+δ1−γ

g′(Zδ(σ(s)))r(Kδ(σ(s)))S
(
Xδ(s)
δ

)
ds (4.19)

and

II =
1√
δ

∫ u

t+δ1−γ

[g′(Zδ(s))r(Kδ(s))− g′(Zδ(σ(s)))r(Kδ(σ(s))]S
(
Xδ(s)
δ

)
ds (4.20)

while

III =
1√
δ

∫ u

t+δ1−γ

g(Zδ(σ(s)))rj(Kδ(σ(s))Vj

(
Xδ(s)
δ

)
ds (4.21)

and

IV =
1√
δ

∫ u

t+δ1−γ

[g(Zδ(s))rj(Kδ(s))− g(Zδ(σ(s)))rj(Kδ(σ(s))]Vj

(
Xδ(s)
δ

)
ds. (4.22)

We summarize the contributions of each of the terms above in the following lemma.

Lemma 4.3 There exists a constant α > 0 so that the terms I, II, III and IV satisfy the following
estimates:∣∣∣∣E {[

I −
∫ u

t

∫ ∞

0
θ∆RSV

(
θKδ(s)

)
dθg′(Zδ(s))r(Kδ(s))ds

]
ζ̃

}∣∣∣∣ (4.23)

≤ Cδα‖G‖4

[
‖ζ‖∞ + E

{
ζ̃
}]

(u− t),∣∣∣∣E [{
II −

∫ u

t

∫ ∞

0
g′′(Zδ(s))r(Kδ(s))RSS(θKδ(s))dθds (4.24)

−
∫ u

t

∫ ∞

0
g′(Zδ(s))rj(Kδ(s))RSV

j (θKδ(s))dθds
}
ζ̃

]∣∣∣∣ ≤ Cδα‖G‖3

[
‖ζ‖∞ + E

{
ζ̃
}]

(u− t),∣∣∣∣E {
IIIζ̃

}
+

∫ u

t

∫ ∞

0
θg(Zδ(s))rj(Kδ(s))∆RV V

j

(
θKδ(s)

)
dθds

∣∣∣∣ (4.25)

≤ Cδα‖G‖1

(
‖ζ‖∞ + E[ζ̃]

)
(u− t)∣∣∣∣∣∣E{IV ζ̃} −

u∫
t

∞∫
0

g′(Zδ(s))rj(Kδ(s))RSV
j

(
−θKδ(s)

)
dθds (4.26)

+

u∫
t

∞∫
0

g(Zδ(s))rjm(Kδ(s))RV V
mj

(
θKδ(s)

)
dθdsζ̃

∣∣∣∣∣∣ ≤ Cδα‖G‖2

(
‖ζ̃‖∞ + E{ζ̃}

)
(u− t).
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It remains now only to prove Lemma 4.3 as the four individual contributions above combine to the
operator L in (3.6).

4.2 The estimate for I

We first recall the linear approximation (4.7) and define the interpolation

R(v, σ, s) = (1− v)L(σ, s) + vXδ(s).

This allows us to write a linear approximation for S as

S

(
Xδ(s)
δ

)
= S

(
R(1, σ, s)

δ

)
= S

(
R(0, σ, s)

δ

)
+

1
δ

∫ 1

0
Si

(
R(v, σ, s)

δ

)
(Xδ

i (s)− Li(σ, s))dv

= S

(
L(σ, s)
δ

)
+

1
δ

∫ 1

0
Si

(
R(v, σ, s)

δ

)
(Xδ

i (s)− Li(σ, s))dv.

Now we split I as
I = J1 + J2 (4.27)

according to the above, with

J1 =
1√
δ

∫ u

t+δ1−γ

g′(Zδ(σ(s)))r(Kδ(σ(s))S
(
L(σ, s)
δ

)
ds (4.28)

and

J2 =
1
δ3/2

∫ u

t+δ1−γ

∫ 1

0
g′(Zδ(σ(s)))r(Kδ(σ(s)))Si

(
R(v, σ, s)

δ

)
(Xδ

i (s)− Li(σ, s))dvds. (4.29)

The term J1 is ready for an application of the mixing lemma: the arguments of the function G (that
is, of g and r), and of the field S are separated by a distance of the order O(δ1−γ) that is much
larger than δ, with a probability close to one. In order to make this statement precise we introduce
a stopping time τδ that ensures that until τδ the trajectory Xδ(t) ”goes forward” and does not come
back to its past.

Let 0 < ε1 < ε2 < 1/2, ε3 ∈ (0, 1/2− ε2), ε4 ∈ (1/2, 1− ε1 − ε2) be small positive constants and
set

N = [δ−ε1 ], p = [δ−ε2 ], q = p [δ−ε3 ], N1 = Np [δ−ε4 ]. (4.30)

The requirement is that εi, i ∈ {1, 2, 3} should be sufficiently small and ε4 is bigger than 1/2, less
than one and can be made as close to one as we would need it. It is important that ε1 < ε2 so that
N � p when δ � 1. We introduce the following (Mt)t≥0 stopping times. Let t(p)

k := kp−1 be a
mesh of times, and π ∈ C be a path. We define the “violent turn” stopping time

Vδ(π) := inf
[
t ≥ 0 : for some k ≥ 0 we have t ∈

[
t
(p)
k , t

(p)
k+1

)
and (4.31)

K̂(t(p)
k−1) · K̂(t) ≤ 1− 1

N
, or K̂

(
t
(p)
k − 1

N1

)
· K̂(t) ≤ 1− 1

N

]
,

where by convention we set K̂(−1/p) := K̂(0). Note that with the above choice of ε4 we have
K̂

(
t
(p)
k − 1/N1

)
· K̂(t(p)

k ) > 1 − 1/N , provided that δ ∈ (0, δ0] and δ0 is sufficiently small. The
stopping time Vδ is triggered when the trajectory performs a sudden turn; this is undesirable as the
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trajectory may then return back to the region it has already visited and create correlations with the
past.

For each t ≥ 0, we denote by Xt(π) :=
⋃

0≤s≤t
X (s;π) the trace of the spatial component of the

path π up to time t, and by Xt(q;π) := [x : dist (x,Xt(π)) ≤ 1/q] a tubular region around the path.
We introduce the stopping time

Uδ(π) := inf
[
t ≥ 0 : ∃ k ≥ 1 and t ∈ [t(p)

k , t
(p)
k+1) for which X(t) ∈ X

t
(p)
k−1

(q)
]
. (4.32)

It is associated with the return of the X component of the trajectory to the tube around its past;
this is again an undesirable way to create correlations with the past. Finally, we set the stopping
time

τδ(π) := Vδ(π) ∧ Uδ(π). (4.33)

Lemma 4.4 [9] The probability of the event [ τδ < T ] for a fixed T > 0 goes to zero, as δ → 0:
there exists α0 > 0 so that

P {[ τδ < T ]} ≤ C(T )δα0 . (4.34)

We apply part (i) of Lemma 4.2 to E{J1ζ̃} with

X̃1(x) = S(x), X̃2 = 1, Q = g′
(
Zδ(σ)

)
r
(
Kδ(σ(s))

)
1[τδ > T ]ζ̃, g1 =

L(σ, s)
δ

.

Note that g1 and Q are both Fσ measurable. It follows from the definition of the stopping time τδ
that when Q 6= 0 then the linearization also stays away from the past trajectory: for all 0 ≤ ρ ≤ σ
we have ∣∣∣L(σ, s)−Xδ(ρ)

∣∣∣ ≥ Cδ1−γ (4.35)

and hence

inf
0≤ρ≤σ(s)

∣∣∣∣g1 − Xδ(ρ)
δ

∣∣∣∣ ≥ r

δ

with r = Cδ1−γ . We also decompose J1 according to whether the stopping time has occurred or not
before time T :

J1 =
1√
δ

∫ u

t+δ1−γ

g′(Zδ(σ(s)))r(Kδ(σ(s)))1[τδ > T ]S
(
L(σ, s)
δ

)
ds

+
1√
δ

∫ u

t+δ1−γ

g′(Zδ(σ(s)))r(Kδ(σ(s)))(1− 1[τδ > T ])S
(
L(σ, s)
δ

)
ds = J11 + J12.

However, (4.34) implies that

E
{∣∣∣J12ζ̃

∣∣∣} ≤ Cδα0‖G‖2‖ζ‖∞(u− t) (4.36)

so we have to deal only with J11. Using the mixing lemma as above, with the point separation as in
(4.35), and the fact that E[S(x)] = 0 (whence U = 0 in (4.12)) we estimate∣∣∣E (

J11ζ̃
)∣∣∣ ≤ C√

δ
φ

(
Cδ−γ

)
(u− t)‖g‖1‖r‖0E[ζ̃] ≤ Cδ‖G‖2E[ζ̃](u− t). (4.37)

Here φ(r) is the mixing coefficient that decays faster than any power of r; see (2.10). We conclude
that ∣∣∣E (

J1ζ̃
)∣∣∣ ≤ Cδ‖G‖2E[ζ̃](u− t)‖+ Cδα0‖G‖2ζ‖∞(u− t) (4.38)
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so the term J1 produces only a small contribution.
Now we estimate the second term J2 in (4.27); it is given explicitly by (4.29). We split it further

by using the next order expansion

Si

(
R(v, σ, s)

δ

)
= Si

(
L(σ, s)
δ

)
+

1
δ

∫ v

0
Sij

(
R(θ, σ, s)

δ

)
(Xδ

j (s)− Lj(σ, s))dθ.

This leads to the corresponding expression J2 = J21 + J22 with

J21 =
1
δ3/2

∫ u

t+δ1−γ

g′(Zδ(σ(s)))r(Kδ(σ(s)))Si

(
L(σ, s)
δ

)
(Xδ

i (s)− Li(σ, s))ds

and

J22 =
1
δ5/2

u∫
t+δ1−γ

1∫
0

v∫
0

g′(Zδ(σ(s)))r(Kδ(σ(s)))Sij

(
R(θ, σ, s)

δ

)
× (Xδ

i (s)− Li(σ, s))(Xδ
j (s)− Lj(σ, s))dθdvds.

Note that the characteristic equations and the definition (4.6) of the time σ(s) imply that

|L(σ, s)−Xδ(s)| ≤ Cδ2−2γ−1/2 = Cδ3/2−2γ . (4.39)

It follows that∣∣∣E {
J22ζ̃

}∣∣∣ ≤ C‖G‖2E{ζ̃}δ−5/2δ3−4γ(u− t) ≤ Cδ1/2−4γ‖G‖2E{ζ̃}(u− t), (4.40)

which is small if γ < 1/8. This is an important characteristic feature of the weak coupling limit;
after several linearizations the remainder becomes deterministically small while the linearized terms
may be controlled with the mixing lemma.

Next, we look at J21 that is the only potentially surviving (not small) in the limit δ → 0
contribution to I: to do so we write, using the evolution equation for Xδ and a further linearization
for the function Vi:

Xδ
i (s)− Li(σ, s) = −

∫ s

σ
[Kδ

i (v)−Kδ
i (σ)]dv = − 1√

δ

∫ s

σ

∫ v

σ
Vi

(
Xδ(ρ)
δ

)
dρdv

= − 1√
δ

∫ s

σ
(s− ρ)Vi

(
Xδ(ρ)
δ

)
dρ = − 1√

δ

∫ s

σ
(s− ρ)Vi

(
L(σ, ρ)
δ

)
dρ

− 1√
δ

∫ s

σ
(s− ρ)

[
Vi

(
Xδ(ρ)
δ

)
− Vi

(
L(σ, ρ)
δ

)]
dρ = − 1√

δ

∫ s

σ
(s− ρ)Vi

(
L(σ, ρ)
δ

)
dρ

− 1
δ3/2

∫ s

σ

∫ 1

0
(s− ρ)Vim

(
R(v, σ, ρ)

δ

) (
Xδ

m(ρ)− Lm(σ, ρ)
)
dvdρ. (4.41)

This produces a further split
J21 = J1

21 + J2
21

with

J1
21 = − 1

δ2

∫ u

t+δ1−γ

∫ s

σ
(s− ρ)g′(Zδ(σ(s)))r(Kδ(σ(s)))Si

(
L(σ, s)
δ

)
Vi

(
L(σ, ρ)
δ

)
dρds
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and

J2
21 = − 1

δ3

u∫
t+δ1−γ

s∫
σ

1∫
0

(s− ρ)g′(Zδ(σ(s)))r(Kδ(σ(s)))Si

(
L(σ, s)
δ

)
Vim

(
R(v, σ, ρ)

δ

)

×
(
Xδ

m(ρ)− Lm(σ, ρ)
)
dvdρds.

Note that we have linearized enough to achieve a deterministic estimate

|J2
21| ≤ Cδ−3δ1−γδ1−γδ3/2−γ‖G‖1(u− t) = Cδ1/2−3γ‖G‖1(u− t) (4.42)

which is small if γ < 1/6. Hence, J1
21 remains the only potentially contributing term in I: it is

analyzed with the help of the mixing lemma. We take

g1 =
L(σ, s)
δ

, g2 =
L(σ, ρ)
δ

, X1(x) = Si(x), X2(x) = Vi(x), r = ρ− σ, r1 = s− ρ,

and
Q = g′(Zδ(σ))r(Kδ(σ(s)))1[τδ > T ]ζ̃.

Let us denote
RSV

ij (x) = −E {Si(y)Vj(x+ y)} .

Observe that

RSV
ij (x) = −E {Si(y)Vj(x+ y)} = − ∂

∂xj
E {Si(y)V (x+ y)} =

∂

∂xj
E {S(y)Vi(x+ y)} =

∂2RSV (x)
∂xi∂xj

.

The mixing lemma implies that∣∣∣∣∣∣∣E
[
J1

21ζ̃
]

+
1
δ2

u∫
t+δ1−γ

s∫
σ

(s− ρ)E
{
g′(Zδ(σ(s)))r(Kδ(σ(s)))

(
−RSV

ii

(
L(σ, ρ)− L(σ, s)

δ

))}
dρds

∣∣∣∣∣∣∣
≤ C‖G‖2E(ζ̃)

δ2

u∫
t+δ1−γ

s∫
σ

(s− ρ)φ1/2

(
ρ− σ

δ

)
φ1/2

(
s− ρ

δ

)
dρds ≤ Cδ‖G‖2E(ζ̃)(u− t)

since the mixing coefficient φ is rapidly decaying. It follows that∣∣∣∣E [
J1

21ζ̃
]
− 1
δ2

∫ u

t+δ1−γ

∫ s

σ
(s− ρ)E

{
g′(Zδ(σ(s)))r(Kδ(σ(s)))

(
∆RSV

(
(s− ρ)Kδ(σ)

δ

))}
dρds

∣∣∣∣
≤ Cδ‖G‖1,1E(ζ̃)(u− t)

The integral above from σ to s may be massaged as

1
δ2

∫ s

σ
(s− ρ)

(
∆RSV

(
(s− ρ)Kδ(σ)

δ

))
dρ =

∫ δ−γ

0
θ∆RSV

(
θKδ(σ)

)
dθ.

Observe that
|Kδ(s)−Kδ(σ)| ≤ Cδ1/2−γ
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and the function RSV is smooth and rapidly decaying. This allows us to replace σ in the argument
of RSV by s. The same can be done with the functions g and r; we conclude that∣∣∣∣E {[

J1
21 −

∫ u

t

∫ ∞

0
θ∆RSV

(
θKδ(s)

)
dθg′(Zδ(s))r(Kδ(s))ds

]
ζ̃

}∣∣∣∣ ≤ Cδγ1‖G‖4E
{
ζ̃
}

(u−t) (4.43)

with some γ1 > 0. Therefore, putting all the work of this section together, see (4.38), (4.40) and
(4.42), we also have∣∣∣∣E {[

I −
∫ u

t

∫ ∞

0
θ∆RSV

(
θKδ(s)

)
dθg′(Zδ(s))r(Kδ(s))ds

]
ζ̃

}∣∣∣∣ ≤ Cδγ1‖G‖4

[
‖ζ‖∞ + E

{
ζ̃
}]

(u−t).

(4.44)
This proves the estimate (4.23) in Lemma 4.3.

4.3 Estimate for II

We now look at the term II given by (4.20) and split it further as

II =
1√
δ

∫ u

t+δ1−γ

[g′(Zδ(s))r(Kδ(s))− g′(Zδ(σ(s)))r(Kδ(σ(s))]S
(
Xδ(s)
δ

)
ds

=
1
δ

u∫
t+δ1−γ

s∫
σ(s)

g′′(Zδ(ρ))r(Kδ(ρ))S
(
Xδ(ρ)
δ

)
S

(
Xδ(s)
δ

)
dρds

+
1
δ

u∫
t+δ1−γ

s∫
σ(s)

g′(Zδ(ρ))rj(Kδ(ρ))Vj

(
Xδ(ρ)
δ

)
S

(
Xδ(s)
δ

)
dρds,

The estimation of II is very similar to that of I both in spirit and in mechanics but is even somewhat
simpler since as all we have to justify is the replacement of the arguments of S and Vj by the
corresponding linear approximation from the time σ(s). This is done as in the previous section with
the help of the mixing lemma and linearization and leads to∣∣∣E {

IIζ̃
}
− E

{
II ′ζ̃

}∣∣∣ ≤ Cδγ2‖G‖3

[
‖ζ‖∞ + E{ζ̃}

]
(u− t) (4.45)

with

II ′ =
1
δ

u∫
t+δ1−γ

s∫
σ(s)

g′′(Zδ(σ))r(Kδ(σ))S
(
L(σ, ρ)
δ

)
S

(
L(σ, s)
δ

)
dρds

+
1
δ

u∫
t+δ1−γ

s∫
σ(s)

g′(Zδ(σ))rj(Kδ(σ))Vj

(
L(σ, ρ)
δ

)
S

(
L(σ, s)
δ

)
dρds = II1 + II2.

The mixing lemma and rapid decay of the mixing coefficient imply that∣∣∣∣∣∣∣E


II1 − 1
δ

u∫
t+δ1−γ

s∫
σ

g′′(Zδ(σ))r(Kδ(σ))RSS

(
L(σ, s)− L(σ, ρ)

δ

)
dρds

 ζ̃


∣∣∣∣∣∣∣ ≤ Cδ‖G‖3E{ζ̃}(u−t)
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The inner integral may be re-written as

s∫
σ

g′′(Zδ(σ))r(Kδ(σ))RSS

(
L(σ, s)− L(σ, ρ)

δ

)
dρ =

s∫
σ

g′′(Zδ(σ))r(Kδ(σ))RSS

(
(ρ− s)Kδ(σ)

δ

)
dρ

=
∫ δ−γ

0
g′′(Zδ(σ))r(Kδ(σ))RSS(θKδ(σ))dθ

Using the rapid decay of RSS , smoothness of G and closeness of s and σ we obtain∣∣∣∣E [{
II1 −

∫ u

t

∫ ∞

0
g′′(Zδ(s))r(Kδ(s))RSS(θKδ(s))dθds

}
ζ̃

]∣∣∣∣ ≤ Cδγ2‖G‖3E
{
ζ̃
}

(u− t). (4.46)

Similarly, we have for II2:∣∣∣∣∣∣∣E


II2 +
1
δ

u∫
t+δ1−γ

s∫
σ

g′(Zδ(σ))rj(Kδ(σ))RV S
j

(
L(σ, s)− L(σ, ρ)

δ

)
dρds

 ζ̃


∣∣∣∣∣∣∣ ≤ Cδ‖G‖3E{ζ̃}(u−t)

The inner integral may be re-written as

s∫
σ

g′(Zδ(σ))rj(Kδ(σ))RV S
j

(
L(σ, s)− L(σ, ρ)

δ

)
dρ=

s∫
σ

g′(Zδ(σ))rj(Kδ(σ))RV S
j

(
(ρ− s)Kδ(σ)

δ

)
dρ

=
∫ δ−γ

0
g′(Zδ(σ))rj(Kδ(σ))RV S

j (−θKδ(σ))dθ = −
∫ δ−γ

0
g′(Zδ(σ))rj(Kδ(σ))RSV

j (θKδ(σ))dθ

Using the rapid decay of RSS , smoothness of G and closeness of s and σ we obtain∣∣∣∣E [{
II2 −

∫ u

t

∫ ∞

0
g′(Zδ(s))rj(Kδ(s))RSV

j (θKδ(s))dθds
}
ζ̃

]∣∣∣∣ ≤ Cδγ2‖G‖3

[
‖ζ‖∞ + E

{
ζ̃
}]

(u− t).

(4.47)
Putting (4.45), (4.46) and (4.47) together we obtain (4.24).

4.4 Estimate of III

We look at the third term in (4.18) given by (4.21)

III =
1√
δ

∫ u

t+δ1−γ

g(Zδ(σ(s)))rj(Kδ(σ(s))Vj

(
Xδ(s)
δ

)
ds. (4.48)

This term is similar to I in that before using the mixing lemma we have to expand a little bit:

Vj

(
Xδ(s)
δ

)
= Vj

(
R(1, σ, s)

δ

)
= Vj

(
R(0, σ, s)

δ

)
+

∫ 1

0

d

dv
Vj

(
R(v, σ, s)

δ

)
dv

= Vj

(
L(σ, s)
δ

)
+

1
δ

∫ 1

0
Vjk

(
R(v, σ, s)

δ

)
(Xδ

k(s)− Lk(σ, s))dv.

Accordingly we split III as III = III1 + III2 with

III1 =
1√
δ

∫ u

t+δ1−γ

g(Zδ(σ(s)))rj(Kδ(σ(s))Vj

(
L(σ, s)
δ

)
ds (4.49)
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and

III2 =
1
δ3/2

∫ u

t+δ1−γ

∫ 1

0
g(Zδ(σ(s)))rj(Kδ(σ(s))Vjk

(
R(v, σ, s)

δ

)
(Xδ

k(s)− Lk(σ, s))dvds. (4.50)

The expectation of the first term on the event [τδ > T ] is small by the mixing lemma because the
points Xδ(σ) and L(σ, s) are at distance of order δ1−γ , E[Vj(x)] = 0, and the mixing coefficient is
rapidly decaying. On the other hand, P[τδ < T ] is small according to Lemma 4.4. We conclude that∣∣∣E {

III1ζ̃
}∣∣∣ ≤ Cδ‖G‖1

(
‖ζ‖∞ + E[ζ̃]

)
(u− t). (4.51)

In order to estimate III2 we write

Vjk

(
R(v, σ, s)

δ

)
= Vjk

(
L(σ, s)
δ

)
+

1
δ

∫ v

0
Vjkm

(
R(θ, σ, s)

δ

)
(Xδ

m(s)− Lm(σ, s))dθ,

which splits III2 = III21 + III22 (note that the v-variable integrates out in III21):

III21 =
1
δ3/2

∫ u

t+δ1−γ

g(Zδ(σ(s)))rj(Kδ(σ(s))Vjk

(
L(σ, s)
δ

)
(Xδ

k(s)− Lk(σ, s))ds, (4.52)

and

III22 =
1
δ5/2

∫ u

t+δ1−γ

∫ 1

0

∫ v

0
g(Zδ(σ(s)))rj(Kδ(σ(s))Vjkm

(
R(θ, σ, s)

δ

)
(4.53)

× (Xδ
m(s)− Lm(σ, s))(Xδ

k(s)− Lk(σ, s))dθdvds.

We have linearized sufficiently to make III22 be deterministically small because of (4.39):

|III22| ≤ Cδ−5/2δ3−2γ‖G‖2(u− t). (4.54)

This leaves us with III21 to take care of. This we do with the help of (4.41)

Xδ
i (s)− Li(σ, s) = −

∫ s

σ
[K(v)−K(σ)]dv = − 1√

δ

∫ s

σ

∫ v

σ
Vj

(
Xδ(ρ)
δ

)
dρdv

= − 1√
δ

∫ s

σ
(s− ρ)Vj

(
Xδ(ρ)
δ

)
dρ = − 1√

δ

∫ s

σ
(s− ρ)Vj

(
L(σ, ρ)
δ

)
dρ

− 1√
δ

∫ s

σ
(s− ρ)

[
Vj

(
Xδ(ρ)
δ

)
− Vj

(
L(σ, ρ)
δ

)]
dρ = − 1√

δ

∫ s

σ
(s− ρ)Vj

(
L(σ, ρ)
δ

)
dρ

− 1
δ3/2

∫ s

σ

∫ 1

0
(s− ρ)Vjm

(
R(v, σ, ρ)

δ

) (
Xδ

m(ρ)− Lm(σ, ρ)
)
dvdρ.

that allows us to decompose III21 = III1
21 + III2

21 with

III1
21 = − 1

δ2

∫ u

t+δ1−γ

∫ s

σ
(s− ρ)g(Zδ(σ(s)))rj(Kδ(σ(s))Vjk

(
L(σ, s)
δ

)
Vj

(
L(σ, ρ)
δ

)
dρds, (4.55)

and

III2
21 = − 1

δ3

∫ u

t+δ1−γ

∫ s

σ

∫ 1

0
(s− ρ)g(Zδ(σ(s)))rj(Kδ(σ(s))Vjk

(
L(σ, s)
δ

)
Vjm

(
R(v, σ, ρ)

δ

)
×

(
Xδ

m(ρ)− Lm(σ, ρ)
)
dvdρds. (4.56)
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Again, III2
21 is deterministically small because of (4.39):

|III2
21| ≤ Cδ−3δ2−2γδ3/2−γ‖G‖2(u− t) ≤ Cδ1/2−3γ‖G‖2(u− t).

Now, for III1
21 we first compute

E{Vjk(x+ y)Vj(y)} =
∂2

∂xj∂xk
E{V (x+ y)Vj(y)} = − ∂2

∂xj∂xk
E{Vj(x+ y)V (y)}

= − ∂3

∂x2
j∂xk

E{V (x+ y)V (y)} = −∆RV V
k (x)

and use the mixing lemma to conclude that∣∣∣∣E {
III1

21ζ̃
}
− 1
δ2

∫ u

t+δ1−γ

∫ s

σ
(s− ρ)g(Zδ(σ(s)))rj(Kδ(σ(s))∆RV V

j

(
L(σ, s)− L(σ, ρ)

δ

)
dρds

∣∣∣∣
≤ Cδ‖G‖1E[ζ̃](u− t).

As before we change variables in the inner integrals above and replace the argument σ(s) of smooth
functions appearing above by s, as well replacing the limits of integration by their values in the limit
δ → 0, to conclude that∣∣∣∣E {

III1
21ζ̃

}
−

∫ u

t

∫ ∞

0
θg(Zδ(s))rj(Kδ(s))∆RV V

j

(
−θKδ(s)

)
dθds

∣∣∣∣
≤ Cδ‖G‖4E[ζ̃](u− t).

Overall, the work of this section implies that∣∣∣∣E {
IIIζ̃

}
+

∫ u

t

∫ ∞

0
θg(Zδ(s))rj(Kδ(s))∆RV V

j

(
θKδ(s)

)
dθds

∣∣∣∣ (4.57)

≤ Cδα‖G‖4

(
‖ζ‖∞ + E[ζ̃]

)
(u− t)

which is nothing but (4.25).

4.5 Estimate of IV

We are now down to the last term IV in (4.18) that is estimated as II with the help of the mixing
lemma and no additional expansions:

IV =
1
δ

u∫
t+δ1−γ

s∫
σ(s)

g′(Zδ(ρ))rj(Kδ(ρ))S
(
Xδ(ρ)
δ

)
Vj

(
Xδ(s)
δ

)
dρds (4.58)

+
1
δ

u∫
t+δ1−γ

s∫
σ(s)

g(Zδ(ρ))rjm(Kδ(ρ))Vm

(
Xδ(ρ)
δ

)
Vj

(
Xδ(s)
δ

)
dρds.

First, we observe using the mixing lemma and smoothness of G that (compare to (4.45))∣∣∣E {
IV ζ̃

}
− E

{
IV ′ζ̃

}∣∣∣ ≤ Cδγ2‖G‖3

[
‖ζ̃‖∞ + E{ζ̃}

]
(u− t) (4.59)
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with

IV ′ =
1
δ

u∫
t+δ1−γ

s∫
σ(s)

g′(Zδ(σ))rj(Kδ(σ))S
(
L(σ, ρ)
δ

)
Vj

(
L(σ, s)
δ

)
dρds (4.60)

+
1
δ

u∫
t+δ1−γ

s∫
σ(s)

g(Zδ(σ))rjm(Kδ(σ))Vm

(
L(σ, ρ)
δ

)
Vj

(
L(σ, s)
δ

)
dρds = IV1 + IV2.

Now, we have by the mixing lemma∣∣∣∣∣∣∣E{IV1ζ̃} −
1
δ

u∫
t+δ1−γ

s∫
σ(s)

g′(Zδ(σ))rj(Kδ(σ))RSV
j

(
L(σ, s)− L(σ, ρ)

δ

)
dρdsζ̃

∣∣∣∣∣∣∣
≤ Cδα‖G‖2

(
‖ζ̃‖∞ + E{ζ̃}

)
(u− t)

and thus∣∣∣∣∣∣E{IV1ζ̃} −
u∫

t

∞∫
0

g′(Zδ(s))rj(Kδ(s))RSV
j

(
−θKδ(s)

)
dθdsζ̃

∣∣∣∣∣∣ ≤ Cδα‖G‖2

(
‖ζ̃‖∞ + E{ζ̃}

)
(u− t).

(4.61)
Similarly, for the other contribution we have∣∣∣∣∣∣∣E{IV2ζ̃}+

1
δ

u∫
t+δ1−γ

s∫
σ(s)

g(Zδ(σ))rjm(Kδ(σ))RV V
mj

(
L(σ, s)− L(σ, ρ)

δ

)
dρdsζ̃

∣∣∣∣∣∣∣
≤ Cδα‖G‖2

(
‖ζ̃‖∞ + E{ζ̃}

)
(u− t)

and∣∣∣∣∣∣E{IV2ζ̃}+

u∫
t

∞∫
0

g(Zδ(s))rjm(Kδ(s))RV V
mj

(
θKδ(s)

)
dθdsζ̃

∣∣∣∣∣∣ ≤ Cδα‖G‖2

(
‖ζ̃‖∞ + E{ζ̃}

)
(u− t).

(4.62)
Together, (4.61) and (4.62) imply (4.26). This finishes the proof of Lemma 4.3 and thus of Proposi-
tion 4.1 as well. �
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