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Abstract

We derive the hypoelliptic estimates for a kinetic equation of the form

∂tf + k · ∇xf = (−∆d)
βh, for (t, x, k) ∈ R× Rd+1 × Sd,

where d ≥ 1, β > 0, Sd is the unit sphere in Rd+1 and ∆d is the Laplace-Beltrami
operator on Sd. Such equations arise in the modeling of high frequency waves in
random media with long-range correlations. Assuming some (fractional) Sobolev
regularity in the momentum variable k ∈ Sd, we obtain estimates for the fractional
derivatives of f in the (t, x) variables. Our proof follows the method of [9] based
on the regularization of the momentum variable and on averaging lemmas on the
sphere.

1 Introduction

This work is motivated by the radiative transfer equations of the form

∂tf + k · ∇xf = Lf, for (t, x, k) ∈ R+ × Rd+1 × Sd. (1.1)

Here d ≥ 1, Sd is the unit sphere in Rd+1 and L is a linear operator acting on the
momentum variable k ∈ Sd, typically of the form

Lf(k) =

∫
Sd
K(k, p)(f(p)− f(k))dσ(p). (1.2)
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Here, and in the rest of the paper, dσ(k) is the surface measure on Sd. We are interested
in this work in what happens when the collision kernel K(k, p) is singular when k = p. In
the context of gas dynamics and the Boltzmann equation, this happens in the so-called
non cut-off case [1, 27], where the particle interactions are long-range. Our interest is
rather in the energy transport of the solutions of the linear Schrödinger equation with a
weak time-independent random potential, in particular, in the effect of the slow decay of
the correlations of the random potential. The starting point is the Schrödinger equation

i∂tψ
ε +

1

2
∆xψ

ε −
√
ε V (x)ψε = 0.

Here, ε is the (small) variance of the random potential V (x) which is mean-zero and
statistically homogeneous in space. The random Schrödinger equation also arises as the
parabolic (or paraxial) approximation to the propagation of a wave beam in a random
medium [26]. The energy transport at an appropriate macroscopic scale is obtained via
the asymptotics of the Wigner transform [15, 21, 28]: in a certain macroscopic limit we
have

E[|ψε(t, x)|2]→
∫
W (t, x, k)dk,

where E denotes the expectation over realizations of the random medium. The limiting
Wigner measure W is, formally, a solution to a transport equation similar to (1.1), with
the collision operator of the form

LW (k) =

∫
Rd+1

δ

(
|k|2

2
− |p|

2

2

)
R̂(k − p)(W (p)−W (k))dp, (1.3)

and

K(k, p) = R̂(k − p)δ
(
|k|2

2
− |p|

2

2

)
.

Here, δ is the Dirac measure and R̂ is the power spectrum of V :

R(x) := E{V (x+ y)V (y)} =
1

(2π)d

∫
Rd+1

eik·xR̂(k)dk.

There is a large literature on the derivation of kinetic equations using Wigner transforms
when the correlation function R is integrable – see [7, 14, 22, 25], and [16] for the long-
range case with a slightly different scaling, as well as [8].

The Dirac measure in the scattering cross-section in (1.3) decouples the transport
equations for different values of |k|, and we may set |k| = 1, leading to a problem posed
on the unit sphere in the k-variable. When the correlation function R(x) decays only
algebraically:

R(x) ∼ 1

|x|2−2α
, |x| � 1,

the power spectrum has a singularity at the origin:

R̂(p) ∼ 1

|p|2α+d−1
.

Hence, in that case the transport equation (1.1) will have a singlar scattering cross-
section K(k, p). This singularity is non-integrable when α ∈ (1/2, 1) (recall that the
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integration in (1.3) is carried over the d-dimensional sphere), and, essentially, we have
(as |k| = |p| = 1)

R̂(k − p) = R̂(|k − p|) = R̂(2
√

1− cos θ) ∼ θ−d−2β, as θ → 0,

where β = 2α− 1 ∈ (0, 1) and θ = k · p. Compared to the classical integrable case, the
physical consequence is that the mean free path, defined (up to multiplicative constants)
as in inverse of ∫

Rd+1

∫
Rd+1

δ

(
|k|2

2
− |p|

2

2

)
R̂0(k − p)dpdk =∞,

is equal to zero. Hence, the wavefront is instantaneously washed off by the dynamics,
which brings serious complications in applications, such as, for instance, the inverse
problem of a source or a scatterer localization.

In the spirit of [2, 3, 9, 20], our interest is in the hypoelliptic type estimates that
characterize the transfer of regularity from the momentum variable k to the spatial
variable x for solutions of (1.1) with such singular kernels as above. The present paper is
devoted to the derivation of these estimates, while the regularity theory and asymptotic
analysis (such as the diffusion limit, and peaked-forward regime) will be addressed in
the companion paper [17]. Similar issues have been considered in the Euclidean case
where k ∈ Rd+1 in [9, 20, 3, 2]. The main contribution of the present work is to extend
these results to radiative transfer equations where the momentum is confined to the unit
sphere.

In the case of the Boltzmann equation, the non-linearity in the collision operator
makes the problem much harder than in our linear situation, see e.g. [4, 5, 18, 19],
but the non-integrability of the collision kernel leads to comparable phenomena. As
mentioned in [5], the operator L roughly acts as a fractional Laplacian in the momentum
variables, and therefore in our case as a fractional Laplace-Beltrami operator on the
sphere. A standard energy estimate then yields some Sobolev regularity in k, and our
main question here is to figure how this regularity is propagated to the spatial variable x.
Bootstrapping the estimates, we expect the solution to be C∞ in all variables for any
time t > 0, which is equivalent to saying that the operator

∂t + k · ∇x − L

is hypoelliptic. We note that compared to the Euclidean case k ∈ Rd+1, the restric-
tion k ∈ Sd brings additional technical difficulties. We will follow the approach of
Bouchut [9] and build the estimates by regularization of the momentum variable and
by using averaging lemmas on the sphere. These latter lemmas were established in
[12, 10, 11, 13] in various configurations, and we will need to generalize them to the case
where the right-hand side in the transport equations involves fractional derivatives on
the sphere.

The paper is organized as follows: in Section 2, we introduce the setting, state our
main theorems, and offer an outline of the proofs. Section 3 is devoted to the proof of
the first theorem, while the proofs of auxiliary propositions and the second theorem are
postponed to Section 4.

Acknowledgment. This work was supported in part by NSF grant DMS-1311903
and an AFOSR NSSEFF Fellowship.
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2 Hypoelliptic estimates

2.1 Preliminaries

We consider the transport equation

∂tf + k · ∇xf = (−∆d)
βh, (2.1)

with β > 0. This equations is posed in the space of distributions D′(Rt × Rd+1
x × Sdk),

and ∆d is the Laplace-Beltrami operator on Sd, defined by

∆dϕ(z) = ∆ϕ

(
y

‖y‖

)∣∣∣∣
y=z

, z ∈ Sd

=

(
∆−

d+1∑
i=1

d+1∑
j=1

zizj∂zi∂zj − d
d+1∑
i=1

zi∂zi

)
ϕ(z).

Here, ∆ is the standard Laplacian on Rd+1. The eigenfunctions of −∆d are the spherical
harmonics Yn,m, for n ∈ N and m = 1, · · · ,M(d, n) where

M(d, n) = (2n+ d− 1)
Γ(n+ d− 1)

Γ(d)Γ(n+ 1)
,

and are associated with the eigenvalues λn = n(n + d − 1). Above, Γ is the gamma
function. The Fourier representation of the fractional Laplace-Beltrami operator is
then, for β ∈ (0,∞),

(−∆d)
βϕ(k) =

∞∑
n=0

M(d,n)∑
m=1

λβn (ϕ, Yn,m)Yn,m(k),

where (·, ·) is the L2(Sd) inner product and convergence is understood in L2(Sd). The
Sobolev space Hθ(Sd), for θ > 0, is defined by

Hθ(Sd) =
{
ϕ ∈ L2(Sd), (−∆d)

θ
2ϕ ∈ L2(Sd)

}
.

We will use the following convention for the Fourier transform in Rd+1:

f̂(ξ) = Ff(ξ) =

∫
Rd+1

e−ix·ξf(x)dx, F−1f(x) =
1

(2π)d+1

∫
Rd+1

eix·ξf̂(ξ)dξ,

and introduce the fractional derivative as ∂γxjf(x) = F−1[(iξj)
γ f̂(ξ)](x), with a similar

definition for fractional derivatives involving the time variable.

2.2 Main results

The main result of the paper is the following:
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Theorem 2.1 Assume h ∈ L2(Rt ×Rd+1
x × Sd), and let f ∈ L2(Rt ×Rd+1

x × Sd) satisfy
the transport equation (2.1). For some θ > 0, suppose, in addition, that

(−∆d)
θ
2f ∈ L2(Rt × Rd+1

x × Sd).

Then, for

γ =
θ

2(1 + 2β) + θ
,

we have ∂γt,xf ∈ L2(Rt × Rd+1
x × Sd) with the estimate

‖∂γt,xf‖L2 ≤ C
(
‖(−∆d)

θ
2f‖L2 + ‖f‖L2 + ‖h‖L2

)
.

Above, L2 is a shorthand for L2(Rt × Rd+1
x × Sd), and this notation will be used in

the rest of the paper. Note that there is a lesser gain in regularity compared to
the usual Euclidean case (i.e. when Sd is replaced by Rd+1), where the obtained γ
equals θ/(1 + 2β + θ) – see [9]. This loss can be attributed to some geometric factors,
as will be made clear in the proof.

A relatively simple consequence of Theorem 2.1 and its method of proof, is a gener-
alization of the averaging lemmas on the sphere of [12] to a r.h.s involving a fractional
derivative with additional regularity for f in the k variable:

Theorem 2.2 Let ϕ ∈ C∞(Sd). Under the assumptions of Theorem 2.1, with now
possibly θ = 0, we have∥∥∥∥∫

Sd
f(·, ·, k)ϕ(k)dσ(k)

∥∥∥∥
Hγ′
t,x

≤ C
(
‖∂γt,xf‖L2 + ‖h‖L2

)
,

where γ′ = 1+γ(1+4β)
2(1+2β)

when d ≥ 2, and γ′ = 1+γ(1+4β)
4(1+2β)

when d = 1.

2.3 Outline of the proof

The principle of proof follows the ideas of Bouchut [9]. The hypoelliptic estimates are
essentially obtained in two steps: first by regularization in k so as to exploit the assumed
regularity in the k variable, and, second, by using averaging lemmas on the sphere in
order to gain regularity in the (t, x) variables. More precisely, the regularization is done
by convolution on the sphere with a mollifier as follows: let ρ be a smooth function
whose properties will be specified later on, and define for ε ∈ (0, 1],

f ε0 (t, x, k) =

∫
Sd

(f(t, x, k)− f(t, x, p)) ρε(k · p)dσ(p) (2.2)

ρε(s) =
1

ε
d
2

ρ

(
1− s
ε

)
, s ∈ [−1, 1],

where f ∈ L2(Rt × Rd+1
x × Sd) satisfies (2.1). The function f is then decomposed as

f = f ε0 + f ε1 + f ε2 , (2.3)
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where

f ε1 (t, x, k) =

∫
Sd
f(t, x, p)ρε(k · p)dσ(p),

f ε2 (t, x, k) = f(t, x, k)

(
1−

∫
Sd
ρε(k · p)dσ(p)

)
.

The term f ε2 is not zero but small as ε → 0 since ρε will be chosen to integrate to one
in the limit. The term f ε0 will be treated using the regularity assumption

(−∆d)
θ
2f ∈ L2(Rt × Rd+1

x × Sd).

That is, under appropriate hypotheses on ρ, we will prove in Lemma 3.1 the following
estimate, which holds a.e. in (ω, ξ):

‖f̂ ε0 (ω, ξ, ·)‖L2(Sd) ≤ Cε
θ
2‖(−∆d)

θ
2 f̂(ω, ξ, ·)‖L2(Sd). (2.4)

Above, f̂(ω, ξ, k) (resp. f̂ ε0 ) is the Fourier transform of f (resp. f ε0 ) in the (t, x) variables.
The term f ε1 is treated using similar techniques of the averaging lemmas: f̂(ω, ξ, k)

satisfies
(λ+ i(ω + ξ · k))f̂(ω, ξ, k) = (−∆d)

βĥ(ω, ξ, k) + λf̂(ω, ξ, k),

for any λ > 0 (the specific choice of λ will become important later), so that f ε1 has the
form

f̂ ε1 (ω, ξ, k) =

∫
Sd

(−∆d)
βĥ(ω, ξ, p) + λf̂(ω, ξ, p)

λ+ i(ω + ξ · p)
ρε(k · p)dσ(p)

:= (F0 + F1)(ω, ξ, k). (2.5)

The core of the proof then consists in estimating the L2 norms of F0 and F1 in the k
variable, the most difficult term, naturally, being F0 because of the fractional Laplacian.
For |ω|+ |ξ| > 0, with an appropriate choice of λ, we will obtain estimates of the form,
for any ε0 > 0,

‖f ε1 (ω, ξ, ·)‖L2(Sd) ≤
C

εγ1(|ω|+ |ξ|)γ2
‖ĥ(ω, ξ, ·)‖L2(Sd) + ε0‖f̂(ω, ξ, ·)‖L2(Sd). (2.6)

Here, γ1 and γ2 are positive coefficients that depend on β. The crucial and most difficult
part of the proof is to obtain the best possible exponents γ1, γ2. Note that due to the
spherical geometry and the presence of the fractional Laplacian, this task is considerably
more technical than in the Euclidean case with integer derivatives. The coefficient γ2 is
somewhat direct to obtain, and follows in the same manner as in the averaging lemmas.
Concerning γ1, the parameter ε is chosen by optimizing the r.h.s of (2.4) and (2.6), so

that ε
θ
2

+γ1 = (|ω|+ |ξ|)−γ2 , and the lower the γ1 the better the regularity gain in (t, x).
What to expect for γ1 when d ≥ 2 is as follows (the case d = 1 is actually simpler): let
us focus on the term F0 and define

g(ω, ξ, p) =
1

λ+ i(ω + ξ · p)
. (2.7)
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The first step consists in “integrating by parts” and applying the Laplacian to ρεg. As
is classical in averaging lemmas, one uses one dimension in the vector p (the coordinate
in the direction ξ) in order to integrate g and gain some decrease in |ω| + |ξ|, which

leaves (d − 1) free dimensions to integrate in ρε. Since ρε is of order ε−
d
2 , integrating

over (d − 1) dimensions leaves a factor ε−
1
2 . This is the correct result when k ∈ Rd+1.

However, when k ∈ Sd, there is an additional geometric factor coming from the integra-
tion along ξ that introduces a loss of ε−

1
2 . After some algebra, this leads to γ1 = 1

when β = 0. When β 6= 0, the proof is much more technical but eventually we
find γ1 = 1 + 2β. Obtaining the latter factor is relatively direct for integer derivatives,
but more difficult in the fractional case. The Fourier representation of the Laplacian
is not very well adapted for this, and we will use an integral representation instead.
Instead of using the integral formula for the fractional Laplacian, it is simpler to use an
auxilary operator that has the same singularity as the Laplacian. Hence, we define the
operator Rβ via

Rβϕ(p) = p.v.

∫
Sd

ϕ(p)− ϕ(q)

|p− q|2β+d
dσ(q), p ∈ Sd. (2.8)

Note that in the Euclidean case, as well as when d = 1, Rβ is nothing but the integral
representation of fractional Laplacian (up to a constant). Then we write β = β0 + [β]
where [·] is the integer part of β, and

(−∆d)
βh = (−∆d)

[β](Rβ0 + I)(Rβ0 + I)−1(−∆d)
β0h := (−∆d)

[β](Rβ0 + I)Qh. (2.9)

We will see that the operator Q can be extended to a bounded operator on L2(Sd), so
we will focus on the operator (−∆d)

[β](Rβ0 + I), which is easier to handle than (−∆d)
β

since it involves only integer powers of the Laplacian (that can be explicitly calculated)
and the operator Rβ0 . The term F0 in (2.5) then becomes

F0(ω, ξ, k) =

∫
Sd
Qĥ(ω, ξ, p)(Rβ0 + I)(−∆d)

[β]

(
ρε(k · p)

λ+ i(ω + ξ · p)

)
dσ(p) := F0,1 + F0,2.

(2.10)
The term F0,1 will give us the leading order.

The proof is organized as follows: we prove first the estimate (2.4) on f ε0 in Section 3.1
– it is elementary in the Euclidean geometry, but requires more work in the spherical
case. Essentially, all of the rest deals with the “averaging lemma” term f ε1 . We first
prove in Section 3.2 some auxiliary lemmas that will be used throughout the proof and
provide the full proof in the simple case with no fractional derivatives β = 0. Next,
we treat the purely fractional (and the most technically involved) case β ∈ (0, 1) in
Section 3.3, which ends with the sketch of the (minor) modifications needed for β ≥ 1.
The proofs of the main auxiliary technical propositions and of Theorem 2.2 are contained
in Section 4.

Throughout the proof, C denotes a generic constant independent of the variables of
interest.

3 Proof of Theorem 2.1

We follow the program outlined in Section 2.3, and start with the convolution term.
Note that after an appropriate cut-off and smoothing, it is enough to consider functions

7



f and h in C∞c (Rt × Rd+1
x × Sd).

3.1 The convolution term f ε0

Recall that f ∈ L2(Rt × Rd+1
x × Sd), with

(−∆d)
θ
2f ∈ L2(Rt × Rd+1

x × Sd).

We denote N = [ θ
2
] + 1. We construct an explicit mollifier ρ(s) as follows: for d ≥ 1, we

require that

2
d−2
2 |Sd−1|

∫ ∞
0

ρ(s)s
d−2
2 ds = 1,

∫ ∞
0

ρ(s)s
d−2
2

+lds = 0, l = 1, · · · , N − 1, (3.1)

where |Sd−1| is the surface area of Sd−1. The second condition in (3.1) is only required
for N ≥ 2. More explicitly, we look for ρ(s) in the form

ρ(s) =
N−1∑
i=0

aib
2
d
i e
−s/bi , s ≥ 0, (3.2)

with the coefficients bi > 0, and ai to be determined. When N ≥ 2, the conditions (3.1)
yield a linear system of the form Ax = y where

A =


1 1 · · · 1

b0 b1 · · · bN−1

...
...

. . .
...

bN−1
0 bN−1

1 · · · bN−1
N−1

 , x =


a0

a1

...

aN−1

 , y =


2

2−d
2 |Sd−1|−1Γ(d

2
)−1

0
...

0

 .

The matrix A is the Vandermonde matrix, and is invertible provided bi 6= bj, i 6= j.
Taking then a vector bi > 0 satisfying the latter condition, we find ai, and therefore
the function ρ. We will use the explicit form of the mollifier in the proofs of Proposi-
tions 3.4, 3.5 and 3.6, in order to simplify some computations. Recalling that

ρε(t) = ρ((1− t)/ε)/ε
d
2 ,

we have the following lemma:

Lemma 3.1 Assume θ > 0, ε > 0, and consider the function f ε0 defined in (2.2). With
the mollifier ρ chosen as above, and f̂(ω, ξ, k) (resp. f̂ ε0 ) the Fourier transform of f (resp.
f ε0 ) in the (t, x) variables with f̂(ω, ξ, ·) ∈ Hθ(Sd), we have the following estimate, (ω, ξ)
a.e. in R× Rd+1:

‖f̂ ε0 (ω, ξ, ·)‖L2(Sd) ≤ Cε
θ
2‖(−∆d)

θ
2 f̂(ω, ξ, ·)‖L2(Sd).

Proof. Since the variables (ω, ξ) are frozen here, we will omit them in the rest of
proof for notational simplicity. The proof essentially relies on calculating the Fourier
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coefficients of f̂ ε0 and using appropriately (3.1) to recover the estimate of the lemma.
We start by decomposing f̂ as

f̂(k) =
∞∑
n=0

M(d,n)∑
m=1

fn,mYn,m(k), fn,m = (f̂ , Yn,m).

We used here the notation of the preliminaries. Using the Funk-Hecke formula ([6],
Chapter 2, p. 36), we can write∫

Sd
f̂(p)ρε(k · p)dσ(p) =

∞∑
n=0

M(d,n)∑
m=1

αnfn,mYn,m(k)

αn = |Sd−1|
∫ 1

−1

ρε(s)Pn(s)(1− s2)
d−2
2 ds.

Above, Pn is the Legendre polynomial of degree n in d dimensions. Using the latter
decomposition, it follows that

‖f̂ ε0‖2
L2(Sd) =

∞∑
n=0

M(d,n)∑
m=1

|fn,m|2|βn|2

βn = |Sd−1|
∫ 1

−1

ρε(s)(1− Pn(s))(1− s2)
d−2
2 ds. (3.3)

Since Pn(1) = 1 for all n ∈ N, and ρε(s) is concentrated around s = 1, we use the
following Taylor expansion for n ≥ 1,∣∣∣∣∣Pn(s)−

N−1∑
l=0

(s− 1)l

l!
P (l)
n (1)

∣∣∣∣∣ ≤ |s− 1|N

N !
max
τ∈[−1,1]

|P (N)
n (τ)|.

We can now decompose βn as

βn = β1
n + β2

n, with β1
n = −|Sd−1|

N−1∑
l=1

P
(l)
n (1)

l!
cl, n ≥ 1,

and where β2
n verifies

|β2
n| ≤

|Sd−1|
N !

max
τ∈[−1,1]

|P (N)
n (τ)|

∫ 1

−1

|ρε(s)|s− 1|N(1− s2)
d−2
2 ds. (3.4)

The coefficients cl are given by

cl =

∫ 1

−1

ρε(s)(s− 1)l(1− s2)
d−2
2 ds = (−1)lεl

∫ 2
ε

0

ρ(s)sl+
d−2
2 (2− εs)

d−2
2 ds.

Splitting cl as

cl =

∫ 1
ε

0

(· · · )ds+

∫ 2
ε

1
ε

(· · · )ds := c1
l + c2

l ,
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it follows from the definition of ρ that

|c2
l | = O(e−

C
ε ). (3.5)

Furthermore, expanding the term (2− εs) d−2
2 in c1

l up to the order N −1, and bounding
the remainder using the estimate

(2− εs)
d−2
2
−(N−1) ≤ C, for s ∈ [0, 1/ε],

we find, with a coefficient C(l, d, p) whose expression is not needed:

c1
l =

N−1∑
p=0

C(l, d, p)εp+l
∫ 1

ε

0

ρ(s)sl+
d−2
2

+pds+ εN+lRε,

where

|Rε| ≤ C

∫ 1
ε

0

|ρ(s)|sl+
d−2
2

+Nds ≤ C.

We need some estimates now on the Legendre polynomials and their derivatives to
conclude the proof. For this, the Markov inequality [23] yields first,

max
s∈[−1,1]

|P ′n(s)| ≤ n2 max
s∈[−1,1]

|Pn(s)|.

Iterating, and using the fact that maxs∈[−1,1] |Pn(s)| = 1, we get

max
s∈[−1,1]

|P (l)
n (t)| ≤ n2l. (3.6)

Together with (3.4), this gives after the change of variables 1− s→ εs:

|β2
n| ≤ CεNn2N . (3.7)

Regarding β1
n, we find using (3.5) and (3.6),∣∣∣∣∣β1

n + |Sd−1|
N−1∑
l=1

N−1∑
p=0

C(l, d, p)
P

(l)
n (1)

l!
εp+l

∫ 1
ε

0

ρ(s)sl+
d−2
2

+pds

∣∣∣∣∣ (3.8)

≤ CεN+l max
l∈{1,··· ,N−1}

|P (l)
n (1)| ≤ CεN+ln2N−2.

Using now (3.1) and (3.6), we find that the double sum in (3.8) verifies∣∣∣∣∣
N−1∑
l=1

N−1∑
p=0

C(l, d, p)
P

(l)
n (1)

l!
εp+l

∫ 1
ε

0

ρ(s)sl+
d−2
2

+pds

∣∣∣∣∣
=

∣∣∣∣∣ ∑
l+p≥N

C(l, d, p)
P

(l)
n (1)

l!
εp+l

∫ 1
ε

0

ρ(s)sl+
d−2
2

+pds

∣∣∣∣∣ ≤ CεN max
1≤l≤N−1

|P (l)
n (1)| ≤ CεNn2N−2.

This yields, together with (3.7),

|βn| ≤ CεNn2N . (3.9)
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Since maxs∈[−1,1] |Pn(t)| = 1, we have as well the straightforward estimate:

|βn| ≤ C. (3.10)

Recalling that N = [ θ
2
] + 1, and interpoling between (3.9) and (3.10) finally yields,

|βn| ≤ Cε
θ
2nθ.

We conclude the proof by going back to (3.3) and remembering that λn ∼ n2 as n→∞,
as well as the fact that β0 = 0 since P0(t) = 1.

3.2 Proof of Theorem 2.1 when β = 0

We first consider the case β = 0 which is significantly less involved than β > 0 that will
be considered further.

3.2.1 Preliminary lemmas

We will need a couple of auxiliary results in the estimates for f ε1 . The first lemma is
a slight generalization of that in [12] and is at the computational core of the averaging
lemmas on the sphere.

Lemma 3.2 Let τ > 0, γ ∈ [0, 1) and α > 1/2, and set

Iγ(ω, τ) =

∫ 1

−1

ds

(1 + (ω − τs)2)α(1− s2)γ
.

We have the estimate

Iγ(ω, τ) ≤ C

(|ω|+ τ)1−γ .

Proof. We only treat the case ω ≥ 0, the converse situation follows by symmetry.
Let

I±γ (ω, τ) = ±
∫ ±1

0

ds

(1 + (ω − τs)2)α(1− s2)γ
.

Since I−γ ≤ I+
γ , we focus on I+

γ . Suppose first that τ ≤ ω ≤ 2τ , so that

ω − τs ≥ τ(1− s).

After the change of variable τ(1− s)→ u, we get

I+
γ (ω, τ) ≤ 1

τ 1−γ

∫ τ

0

du

(1 + u2)αuγ(2− u/τ)γ
≤ C

τ 1−γ .

Assume next that 0 ≤ ω ≤ τ . The change of variable ω − τs→ u leads to

I+
γ (ω, τ) =

1

τ 1−2γ

∫ ω

ω−τ

du

(1 + u2)α(τ + ω − u)γ(τ − ω + u)γ

≤ 1

τ 1−γ

∫ ω

0

du

(1 + u2)αuγ
+

1

τ 1−2γ

∫ τ−ω

0

du

(1 + u2)α(τ + ω + u)γ(τ − ω − u)γ

≤ C

τ 1−γ +
1

τ 1−γ

∫ τ−ω

0

du

(1 + (u− τ + ω)2)αuγ
≤ C

τ 1−γ .
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It remains to treat the case 2τ ≤ ω, for which we have

ω − τs ≥ ω(2− s)/2.

After the change of variables ω(2− s)→ u, we find

I+
γ (ω, τ) ≤ C

ω1−2γ

∫ 2ω

ω

du

(1 + u2)α(u− ω)γ(3ω − u)γ

≤ 1

ω1−γ

∫ ω

0

du

(1 + (u+ ω)2)αuγ
≤ C

ω1−γ .

This ends the proof.

Let us introduce the following function

Hd(ε, λ, |ω|, |ξ|) =



1

ε
1
4λ

1
2 (|ω|+ |ξ|) 1

2

, when d ≥ 3,

1

ε
1
2λ

1
2 (|ω|+ |ξ|) 1

2

, when d = 2,

1

ε
1
4λ

3
4 (|ω|+ |ξ|) 1

4

, when d = 1.

(3.11)

The next lemma builds on Lemma 3.2.

Lemma 3.3 Let Gε(s) = G((1 − s)/ε)/εd/2, with G ∈ S(R) (the Schwartz class), and
set

Id(ω, ξ) =

∫
Sd
|g(ω, ξ, p)|2Gε(k · p)dσ(p),

with g defined in (2.7). Then, for d = 1, 2 we have

|Id(ω, ξ)| ≤ C
(
Hd(ε, λ, |ω|, |ξ|)

)2
,

while for d ≥ 3 we have

|Id(ω, ξ)| ≤ C
(
Hd(ε, λ, |ω|, |ξ|)

)2
/
√

1− r2,

where r = (k · ξ)/|ξ|.

Proof. Let us start with the case d ≥ 3. We may assume without loss of generality
that k = ed = (0, . . . , 0, 1), and write

p = (
√

1− s2u, s), ξ = |ξ|(
√

1− r2v, r),

with r, s ∈ [−1, 1], and u, v ∈ Sd−1. We have

Id(ω, ξ) =

∫
Sd−1

∫ 1

−1

Gε(s)

|λ+ i(ω + sr|ξ|+ |ξ|
√

1− s2
√

1− r2(u · v))|2
(1− s2)

d−2
2 dsdσ(u).
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Defining further z = u · v, we get

Id(ω, ξ) = |Sd−2|
∫ 1

−1

∫ 1

−1

Gε(s)(1− s2)
d−2
2 (1− z2)

d−3
2

|λ+ i(ω + sr|ξ|+ |ξ|
√

1− r2
√

1− s2z)|2
dzds

≤ |Sd−2|√
1− r2

∫ 1

−1

∫ √(1−s2)(1−r2)

−
√

(1−s2)(1−r2)

Gε(s)(1− s2)
d−3
2

|λ+ i(ω + sr|ξ|+ |ξ|z)|2
dzds

≤ C√
1− r2

∫ 1

−1

∫ 1

−1

Gε(s)(1− s2)
d−3
2

|λ+ i(ω + sr|ξ|+ |ξ|z)|2
dzds.

We obtain, using Lemma 3.2 with γ = 0,

|Id(ω, ξ)| ≤
C

λ
√

1− r2

∫ 1

−1

|Gε(s)|
λ(|sr|ξ|+ ω|+ |ξ|)

(1− s2)
d−3
2 ds

≤ C

λ
√

1− r2(|ω|+ |ξ|)

∫ 1

−1

|Gε(s)|(1− s2)
d−3
2 ds

≤ C

ε1/2
√

1− r2λ(|ω|+ |ξ|)
.

The second line above is straightforward when |ξ| ≥ |ω|, and follows when |ξ| ≤ |ω|
from the inequality

|sr|ξ|+ ω|+ |ξ| ≥ |ω| − |sr||ξ|+ |ξ| ≥ |ω|.

The last line is obtained after a change of variable 1− s→ εs.
When d = 1 and d = 2, we bound Gε directly by Cε−d/2, which gives, using

Lemma 3.2 with γ = 0 and γ = 1/2, respectively:

|Id(ω, ξ)| ≤
C

εd/2

∫
Sd
|g(ω, ξ, p)|2dσ(p) ≤ C

εd/2

∫ 1

−1

(1− s2)
d−2
2 ds

|λ+ i(ω + s|ξ|)|2

≤


C

ελ(|ω|+ |ξ|)
when d = 2,

C

ε
1
2λ

3
2 (|ω|+ |ξ|) 1

2

when d = 1.

This concludes the proof of the lemma.

3.2.2 The term f ε1

We focus mostly on the term F0 in decomposition (2.5), since F1 is very similar. We
recall that F0 and F1 are

F0(ω, ξ, k) =

∫
Sd

ĥ(ω, ξ, p)ρε(k · p)
λ+ i(ω + ξ · p)

dσ(p), F1(ω, ξ, k) = λ

∫
Sd

f̂(ω, ξ, p)ρε(k · p)
λ+ i(ω + ξ · p)

dσ(p).

The Cauchy-Schwarz inequality gives, with ξ̂ = ξ/|ξ|,

‖F0(ω, ξ, ·)‖2
L2(Sd) ≤ J (ξ̂) sup

k∈Sd

[
(1− (k · ξ̂)2)αI(ω, ξ, k)

]
,
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where

I(ω, ξ, k) =

∫
Sd
|g(ω, ξ, p)|2|ρε(k · p)|dσ(p)

J (ξ̂) =

∫
Sd

∫
Sd

|ĥ(p)|2|ρε(k · p)|
(1− (k · ξ̂)2)α

dσ(k)dσ(p). (3.12)

We set above α = 1/2 when d ≥ 3, and α = 0 when d = 2 or d = 1 and omit the
dependence of ĥ on (ω, ξ) for simplicity.

The term I is treated using Lemma 3.3 and yields

I(ω, ξ, k) ≤ C(1− (k · ξ̂)2)−α(Hd(ε, λ, |ω|, |ξ|))2.

Let us now consider the J term. When d ≥ 3 (and thus α = 1/2), there is a loss of a
factor ε−1/2 because of the geometric term (1− (k · ξ̂)2)−1/2. Indeed, we have

J (ξ̂) ≤ ‖ĥ‖2
L2(Sd) sup

p∈Sd

∫
(1−(k·ξ̂)2)1/2≤ε1/2

|ρε(k · p)|dσ(k)

(1− (k · ξ̂)2)1/2

+‖ĥ‖2
L2(Sd) sup

p∈Sd

∫
(1−(k·ξ)2)1/2>ε1/2

|ρε(k · p)|dσ(k)

(1− (k · ξ̂)2)1/2

≤ C‖ĥ‖2
L2(Sd)

(∫
(1−s2)1/2≤ε1/2

(1− s2)
d−2
2 ds

(1− s2)

) 1
2

sup
p∈Sd
‖ρε(p · ·)‖L2(Sd)

+Cε−1/2‖ĥ‖2
L2(Sd) sup

p∈Sd
‖ρε(p · ·)‖L1(Sd) ≤ Cε−1/2‖ĥ‖2

L2(Sd).

When d = 1 and d = 2, there is no geometric factor and we find directly

J (ξ̂) ≤ ‖ĥ‖2
L2(Sd) sup

p∈Sd
‖ρε(p · ·)‖L1(Sd) ≤ C‖ĥ‖2

L2(Sd).

Combining our estimates on I and J leads to

‖F0(ω, ξ, ·)‖L2(Sd) ≤ Cε−
α
2 Hd(ε, λ, |ω|, |ξ|)‖ĥ(ω, ξ, ·)‖L2(Sd). (3.13)

In the same way, we find for F1,

‖F1(ω, ξ, ·)‖L2(Sd) ≤ Cλε−
α
2 Hd(ε, λ, |ω|, |ξ|)‖f̂(ω, ξ, ·)‖L2(Sd). (3.14)

3.2.3 The term f ε2

Let us consider now the term f ε2 :

f ε2 (t, x, k) = f(t, x, k)

(
1−

∫
Sd
ρε(k · p)dσ(p)

)
.

The analysis is straightforward:∫
Sd
ρε(k · p)dσ(p) =

|Sd−1|
εd/2

∫ 1

−1

ρ

(
1− s
ε

)
(1− s2)(d−2)/2ds

= 2(d−2)/2|Sd−1|
∫ 2

ε

0

ρ(s)s(d−2)/2(2− εs)(d−2)/2ds =

∫ 1
ε

0

(· · · )ds+

∫ 2
ε

1
ε

(· · · )ds.
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Due to the exponential decay of ρ, the second term above is an O(e−
C
ε ), while the first

one, using the first condition in (3.1) and a Taylor expansion, is equal to 1 + O(ε).
Hence, there exists ε0 ∈ (0, 1), such that for all ε ≤ ε0,

|f ε2 | ≤
1

2
|f |. (3.15)

3.2.4 The end of the proof for β = 0

In order to conclude the proof for β = 0, we choose ε that depends on ξ and ω:

ε(|ω|, |ξ|) = (|ω|+ |ξ|)−2/(2+θ), (3.16)

and write (recall that the expected regularity gain is γ = θ/(2 + θ) for β = 0)∫
Rd+2

(|ω|+ |ξ|)
2θ
2+θ

∥∥∥f̂(ω, ξ, ·)
∥∥∥2

L2(Sd)
dωdξ =

∫
ε(|ω|,|ξ|)≤ε0

(· · · )dωdξ +

∫
ε(|ω|,|ξ|)>ε0

(· · · )dωdξ.

The second integral above is directly bounded by C‖f̂‖L2 . For the first integral, we
put together the result of Lemma 3.1, and estimates (3.13), (3.14), (3.15) and (2.3) to
obtain, when ε = ε(|ω|, |ξ|) ≤ ε0:∥∥∥f̂(ω, ξ, ·)

∥∥∥
L2(Sd)

≤ Cε
θ
2‖(−∆d)

θ
2 f̂(ω, ξ, ·)‖L2(Sd)

+Cε−
α
2 Hd(ε, λ, |ω|, |ξ|)

(
λ‖f̂(ω, ξ, ·)‖L2(Sd) + ‖ĥ(ω, ξ, ·)‖L2(Sd)

)
.

We treat separately the cases d ≥ 2 and d = 1. We start with d ≥ 2. Choosing

λ = λ(|ω|, |ξ|) =
‖ĥ(ω, ξ, ·)‖L2(Sd)

‖f̂(ω, ξ, ·)‖L2(Sd)

(3.17)

yields∥∥∥f̂(ω, ξ, ·)
∥∥∥
L2(Sd)

≤ Cε
θ
2‖(−∆d)

θ
2 f̂(ω, ξ, ·)‖L2(Sd) +

C‖f̂(ω, ξ, ·)‖
1
2

L2(Sd)
‖ĥ(ω, ξ, ·)‖

1
2

L2(Sd)

ε
1
2 (|ω|+ |ξ|) 1

2

,

which leads to∥∥∥f̂(ω, ξ, ·)
∥∥∥
L2(Sd)

≤ Cε
θ
2‖(−∆d)

θ
2 f̂(ω, ξ, ·)‖L2(Sd) +

C

ε(|ω|+ |ξ|)
‖ĥ(ω, ξ, ·)‖L2(Sd). (3.18)

The parameter ε(|ω|, |ξ|) was chosen so as to balance the two terms above, it follows
that∫

Rd+2

(|ω|+ |ξ|)
2θ
2+θ

∥∥∥f̂(ω, ξ, ·)
∥∥∥2

L2(Sd)
dωdξ ≤ C

(
‖f‖2

L2 + ‖(−∆d)
θ
2f‖2

L2 + ‖h‖2
L2

)
.

This proves the result when d ≥ 2. When d = 1, we have, with the same λ as above:∥∥∥f̂(ω, ξ, ·)
∥∥∥
L2(S1)

≤ Cε
θ
2‖(−∆1)

θ
2 f̂(ω, ξ, ·)‖L2(S1)

+
C

ε
1
4 (|ω|+ |ξ|) 1

4

‖f̂(ω, ξ, ·)‖
3
4

L2(S1)‖ĥ(ω, ξ, ·)‖
1
4

L2(S1),

which leads to (3.18) as well, via Young’s inequality, and concludes the proof in the
case β = 0.
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3.3 Proof of Theorem 2.1 when β ∈ (0, 1)

We continue with β ∈ (0, 1), postponing the case β ≥ 1 for later. The previously
obtained estimates for f ε0 and f ε2 , as well as for F1, still apply (though in the end we
will choose different ε and λ), hence we focus on the term F0.

Let us suppose momentarily that β = 1 – this is, strictly speaking, outside of the
range β ∈ (0, 1) but will give us an idea what estimates to expect compared to β = 0.
In this case, we have

F0(ω, ξ, k) =

∫
Sd
ĥ(ω, ξ, p)∆d(g(ω, ξ, p)ρε(k · p))dσ(p).

If we choose k as the North pole, and write p = (
√

1− s2u, s), where u ∈ Sd−1 and s ∈
[−1, 1], the Laplacian is:

∆d = (1− s2)
∂2

∂s2
− ds ∂

∂s
+

1

1− s2
∆d−1.

In particular, the spherical Laplacian applied to ρε(k · p) gives

∆dρε =

(
(1− s2)

∂2

∂s2
− ds ∂

∂s

)
ρε. (3.19)

The two derivatives in ρε bring a factor ε−2. As ρε is localized around s = 1, the
factor 1 − s2 in front of the second derivative cancels one of the ε, so that, roughly
speaking, ∆dρε is more singular than ρε by a factor ε−1. Things are different for ∆dg:
the function g is not localized around s = 1, and ∆dg is more singular than g by a factor
of (|ξ|/λ)2. Interpolating to fractional values of β, we can expect that F0 will have two
terms: one more singular by a factor ε−β, and another by a factor (|ξ|/λ)2β, compared
to the case β = 0.

For a general β ∈ (0, 1), as we have mentioned in the outline of the proof, it is
convenient to introduce the operator Rβ via

Rβϕ(p) = p.v.

∫
Sd

ϕ(p)− ϕ(q)

|p− q|2β+d
dσ(q), p ∈ Sd,

and make a decomposition (which defines the operator Q)

(−∆d)
βh = (Rβ + I)Qh, Q = (Rβ + I)−1(−∆d)

β.

This leads to

F0(ω, ξ, k) =

∫
Sd

(−∆d)
βĥ(ω, ξ, p)

λ+ i(ω + ξ · p)
ρε(k · p)dσ(p) = F0,1(ω, ξ, k) + F0,2(ω, ξ, k),

with

F0,1(ω, ξ, k) =

∫
Sd
Qĥ(ω, ξ, p)Rβ

(
ρε(k · p)

λ+ i(ω + ξ · p)

)
dσ(p),

and

F0,2(ω, ξ, k) =

∫
Sd
Qĥ(ω, ξ, p)

(
ρε(k · p)

λ+ i(ω + ξ · p)

)
dσ(p).
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The main contribution will come from F0,1 and we look at it first. Let us split the
operator Rβ as

Rβ(ρεg) = g(Rβρε) + ρε(Rβg) +A(g, ρε), (3.20)

where A is defined by

A(g, ρε)(ω, ξ, k, p) = p.v.

∫
Sd

(g(ω, ξ, p)− g(ω, ξ, q))(ρε(k · q)− ρε(k · p))
|p− q|2β+d

dσ(q).

Using (3.20), and setting ĥ = Qĥ, we write

F0,1 =

∫
Sd
ĥg(Rβρε)dσ(p) +

∫
Sd
ĥρε(Rβg)dσ(p) +

∫
Sd
ĥA(g, ρε)dσ(p) := F0 + F1 + F2.

The aforementioned heuristic argument for β = 1 indicates that we can expect
that F0 will be more singular by a factor ε−β compared to the case β = 0, while F1

will be more singular by a factor (|ξ|/λ)2β. This is confirmed in the following two
propositions, proved in Section 4.

Proposition 3.4 Suppose that ε ≤ 1/8. Then, we have the estimate

‖F0(ω, ξ, ·)‖L2(Sd) ≤ Cε−βGd(ε, λ, |ω|, |ξ|)‖ĥ(ω, ξ, ·)‖L2(Sd), (3.21)

where, for any δ ∈ (0, 1− β],

Gd(ε, λ, |ω|, |ξ|) =


1

ε
1
4

Hd(ε, λ, |ω|, |ξ|) +
e−

C
ε

λ
, when d ≥ 3

1

ε
β
2

+ δ
2

Hd(ε, λ, |ω|, |ξ|), when d ≤ 2.

(3.22)

We will see that F1 dominates both F0 and F2. Regarding F1, we have the estimate:

Proposition 3.5 We have

‖F1(ω, ξ, ·)‖L2(Sd) ≤
C

εα/2

(
1 +

(
|ξ|
λ

)2β
)
Hd(ε, λ, |ω|, |ξ|)‖ĥ(ω, ξ, ·)‖L2(Sd),

where α = 1/2 when d ≥ 3 and α = 0 otherwise.

The term F2 can be seen as an interpolation term between F0 and F1 but we will
simply control it in the same fashion as F1. The most direct result is the following:

Proposition 3.6 Suppose that (|ξ|+ |ω|)ε/λ ≥ 1, then

‖F2(ω, ξ, ·)‖L2(Sd) ≤
C

εα/2

(
1 +

(
|ξ|+ |ω|

λ

)2β
)
Hd(ε, λ, |ω|, |ξ|)‖ĥ(ω, ξ, ·)‖L2(Sd),

where α = 1/2 when d ≥ 3 and α = 0 otherwise.
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We have everything now to conclude the proof. Let first ε′0 = ε0 ∧ 1
8
, where ε0 is

chosen to guarantee (3.15) for 0 < ε < ε0. We will now choose ε and λ as

λ = λ(ω, ξ) = (|ξ|+ |ω|)
2β

1+2β

∥∥∥ĥ(ω, ξ, ·)
∥∥∥ 1

1+2β

L2(Sd)∥∥∥f̂(ω, ξ, ·)
∥∥∥ 1

1+2β

L2(Sd)

, ε(ω, ξ) = (|ω|+ |ξ|)−
2

2+4β+θ . (3.23)

Note that this choice agrees with (3.16) and (3.17) when β = 0. Recall that the expected
regularity gain is

γ =
θ

2(1 + 2β) + θ
,

and write∫
Rd+2

(|ω|+|ξ|)
2θ

2+θ+4β

∥∥∥f̂(ω, ξ, ·)
∥∥∥2

L2(Sd)
dωdξ =

2∑
i=0

∫
Ωi

(|ω|+|ξ|)
2θ

2+θ+4β

∥∥∥f̂(ω, ξ, ·)
∥∥∥2

L2(Sd)
dωdξ,

where

Ω0 =
{

(ω, ξ) ∈ Rd+2, ε(ω, ξ) ≤ ε′0, ε(ω, ξ)(|ξ|+ |ω|) ≥ λ(ω, ξ)
}

Ω1 =
{

(ω, ξ) ∈ Rd+2, ε(ω, ξ) ≤ ε′0, ε(ω, ξ)(|ξ|+ |ω|) < λ(ω, ξ)
}

Ω2 =
{

(ω, ξ) ∈ Rd+2, ε(ω, ξ) > ε′0
}
.

The domain Ω1 is introduced to handle the case where the constraint (|ξ| + |ω|)ε ≥ λ
of Proposition 3.6 is not satisfied. The integral over Ω2 is directly bounded by ‖f̂‖L2 .
Also, the condition

(|ξ|+ |ω|)ε(ω, ξ) ≤ λ(ω, ξ) (3.24)

implies

(|ω|+ |ξ|)
θ

2+θ+4β

∥∥∥f̂(ω, ξ, ·)
∥∥∥
L2(Sd)

≤
∥∥∥ĥ(ω, ξ, ·)

∥∥∥
L2(Sd)

,

so that the integral over Ω1 is bounded by ‖ĥ‖L2 .
It remains to bound

I0 =

∫
Ω0

(|ω|+ |ξ|)
2θ

2+θ+4β

∥∥∥f̂(ω, ξ, ·)
∥∥∥2

L2(Sd)
dωdξ.

The terms f ε0 and f ε2 are treated as in the case β = 0. We write for f ε1 :∥∥∥f̂ ε1 (ω, ξ, ·)
∥∥∥
L2(Sd)

≤ ‖F0,1(ω, ξ, ·)‖L2(Sd) + ‖F0,2(ω, ξ, ·)‖L2(Sd) + ‖F1(ω, ξ, ·)‖L2(Sd)

≤
2∑
i=0

‖Fi(ω, ξ, ·)‖L2(Sd) + ‖F0,2(ω, ξ, ·)‖L2(Sd) + ‖F1(ω, ξ, ·)‖L2(Sd) .

With our current choice (3.23) of λ, we have, according to (3.11) and (3.14),

‖F1(ω, ξ, ·)‖L2(Sd) ≤


C

ε
1
2 (|ω|+ |ξ|)

1
2(1+2β)

∥∥∥ĥ(ω, ξ, ·)
∥∥∥ 1

2(1+2β)

L2(Sd)

∥∥∥f̂(ω, ξ, ·)
∥∥∥ 4β+1

2(1+2β)

L2(Sd)
, d ≥ 2,

C

ε
1
4 (|ω|+ |ξ|)

1
4(1+2β)

∥∥∥ĥ(ω, ξ, ·)
∥∥∥ 1

4(1+2β)

L2(Sd)

∥∥∥f̂(ω, ξ, ·)
∥∥∥ 8β+3

4(1+2β)

L2(Sd)
, d = 1.

(3.25)
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Using the Young inequality, we obtain, for all d ≥ 1 and any ε0 > 0,

‖F1(ω, ξ, ·)‖L2(Sd) ≤
C

ε1+2β(|ω|+ |ξ|)

∥∥∥ĥ(ω, ξ, ·)
∥∥∥
L2(Sd)

+ ε0

∥∥∥f̂(ω, ξ, ·)
∥∥∥
L2(Sd)

. (3.26)

The definition (3.23) of λ, together with Propositions 3.5 and 3.6 implies that F1 and F2

satisfy (3.25) and (3.26) as well, for (ω, ξ) ∈ Ω0.
As the term F0,2 does not involve Rβ, it is more regular than F0,1 and can be shown

to satisfy the same estimate as F1 for large |ξ| and |ω|. Thus, it remains to treat F0. To
this end, we use Proposition 3.4 to show that it is more regular than F1 +F2. Consider
first d ≥ 3: the contribution of the term e−C/ε in (3.21)-(3.22) to I0 can be readily
bounded by C‖ĥ‖2

L2 + C‖f̂‖2
L2 . For the term proportional to Hd in (3.21)-(3.22), we

only need to show that there exists C independent of (ω, ξ) such that

C

ε(ω, ξ)β
≤
(
|ξ|+ |ω|
λ(ω, ξ)

)2β

.

As 0 < ε ≤ ε0, this follows trivially from the condition

ε(|ξ|+ |ω|) ≥ λ,

that holds on Ω0. When d ≤ 2, the condition for F1 + F2 to dominate F0 becomes,
with δ ∈ (0, 1− β] as in (3.21)-(3.22)

C

ε(ω, ξ)
3β+δ

2

≤
(
|ξ|+ |ω|
λ(ω, ξ)

)2β

,

which is also satisfied picking δ sufficiently small.
Collecting all our estimates together, we find for d ≥ 1:∫

Rd+2

(|ω|+ |ξ|)
2θ

2+θ+4β

∥∥∥f̂(ω, ξ, ·)
∥∥∥2

L2(Sd)
dωdξ

≤ C

∫
Rd+2

εθ(ω, ξ)(|ω|+ |ξ|)
2θ

2+θ+4β

∥∥∥(−∆d)
θ
2 f̂(ω, ξ, ·)

∥∥∥2

L2(Sd)
dωdξ

+

∫
Rd+2

ε−2−4β(ω, ξ)(|ω|+ |ξ|)
2θ

2+θ+4β
−2
∥∥∥ĥ(ω, ξ, ·)

∥∥∥2

L2(Sd)
dωdξ

+ C‖ĥ‖2
L2 + C‖f̂‖2

L2 ≤ C‖(−∆d)
θ
2 f̂‖2

L2 + C‖ĥ‖2
L2 + C‖f̂‖2

L2 .

It remains to show that

‖ĥ‖L2 = ‖(Rβ + I)−1(−∆d)
βĥ‖L2 ≤ C‖ĥ‖L2 . (3.27)

It is proved in [24] (with a slight adaptation of the constants), that the Fourier multi-
pliers Rn associated with of Rβ are

Rn =
22βπ

d
2 Γ(β)

Γ(d
2

+ β)

(
Γ(n+ d+2β

2
)

Γ(n+ d−2β
2

)
−

Γ(d+2β
2

)

Γ(d−2β
2

)

)
,

where Γ is the gamma function. When d = 1 and β = 1/2, we have, by conven-
tion, Γ(d−2β

2
) = Γ(0) = ∞. The fact that Γ(n + α) ∼ Γ(n)nα as n → ∞ for α ∈ R,

shows that Rn behaves like n2β for large n, which is the same asymptotics as the eigen-
values of (−∆d)

β. This proves (3.27) and ends the proof of the theorem for β ∈ (0, 1).
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Proof of Theorem 2.1 when β ≥ 1

We only give a sketch explaining how the term F0 in (2.5) is treated when β ≥ 1,
the main contribution to it coming from F0,1 in (2.10). The fractional nature of the
Laplacian is not an issue, since the fractional part is included in Rβ0 in (2.10) (recall
that β0 = β − [β] is the fractional part of β), and is treated in Propositions 3.4-3.6.
Hence, the only extra technical part is to compute (−∆d)

[β](ρεg). A straightforward
computation shows that (−∆d)

[β](ρεg) can be written as

(−∆d)
[β](ρεg) =

2[β]∑
l=0

ε−l|ξ′|2[β]−lCl(ξ̂, p, k)ρε,l gl, ξ̂ =
ξ

|ξ|
, ξ′ =

ξ

λ

ρε,l(s) := ρ(l)((1− s)/ε)/ε
d
2 , gl(s) := λ−1(1 + i(ω′ + |ξ′|s))−(2[β]−l)−1, ω′ =

ω

λ

where the Cl are smooth functions whose expressions are not needed. We can use
Propositions 3.4-3.5-3.6 for each term in the sum above, with β replaced by β0 ∈ (0, 1).
As in the case β ∈ (0, 1), the powers of |ξ′| coming from the derivation of g dominate
the powers of ε−1 coming from the derivation of ρε. The leading term in (−∆d)

[β](ρεg)
is, therefore, ρε(−∆d)

[β](g), and the rest of the proof is similar to the case β ∈ (0, 1):
we define λ and ε in the exact same way as in (3.23), and after a computation similar
to β ∈ (0, 1), obtain the announced regularity coefficient γ = θ

2+θ+4β
. This ends the

proof of Theorem 2.1.

4 Proofs of the Propositions

4.1 Proof of Proposition 3.4

Let us define

I(ω, ξ, k) =

∫
Sd
|g(ω, ξ, p)|2|Rβρε(k, p)|dσ(p),

J (ξ̂) =

∫
Sd

∫
Sd

|ĥ(p)|2|Rβρε(k, p)|
(1− (k · ξ̂)2)α

dσ(k)dσ(p),

where α = 1/2 when d ≥ 3, and α = 0 when d = 1, 2. The Cauchy-Schwarz inequality
yields ∥∥∥F0(ω, ξ̂, ·)

∥∥∥2

L2(Sd)
≤ J (ξ̂) sup

k∈Sd

[
(1− (k · ξ̂))αI(ω, ξ, k)

]
.

We start by treating the somewhat most technical case d ≥ 3 and postpone the simpler
cases d = 1, 2 to the end of the section.
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4.1.1 The case d ≥ 3

We split the operator Rβ into several contributions:

Rβρε(k, p) = lim
η→0

∫
|p−q|>

√
2η

ρε(k · p)− ρε(k · q)
|p− q|2β+d

dσ(q)

=

∫
|p−q|>

√
2ε

ρε(k · p)− ρε(k · q)
|p− q|2β+d

dσ(q)

+ lim
η→0

∫
Ωε,η(k,p)

ρε(k · p)− ρε(k · q)− k · (p− q)ρ′ε(k · p)
|p− q|2β+d

dσ(q)

+ lim
η→0

∫
Ωcε,η(k,p)

ρε(k · p)− ρε(k · q)− k · (p− q)ρ′ε(k · p)
|p− q|2β+d

dσ(q)

+ lim
η→0

∫
√

2ε≥|p−q|>
√

2η

k · (p− q)ρ′ε(k · p)
|p− q|2β+d

dσ(q) := (D1 +D2 +D3 +D4)(k, p),

where ρ′ε(s) = −ρ′((1− s)/ε)/ε1+ d
2 and

Ωε,η(k, p) =
{
q ∈ Sd,

√
2ε ≥ |p− q| ≥

√
2η, max(k · p, k · q) ≥ 0

}
Ωc
ε,η(k, p) =

{
q ∈ Sd,

√
2ε ≥ |p− q| ≥

√
2η, max(k · p, k · q) < 0

}
.

Let us comment on this decomposition. We introduce a cutoff at the scale
√
ε in order

to handle the localization of the function ρε at the scale ε. Roughly speaking, when

k · p ' k · q ' 1− ε,

so that
ρε(k · p) ' ρε(k · q) ' ρε(1),

then |p− q| '
√
ε. Moreover, the domain

√
2ε ≥ |p− q| >

√
2η is split so as to justify

the Taylor expansions in the term I3 below. The term D4 removes the singularity in
the principal value as usual and allows for β > 1/2.

We then decompose I and J accordingly into

I := I1 + I2 + I3 + I4,

and
J := J1 + J2 + J3 + J4.

The terms I and J are treated in a very similar fashion. We will provide the details in
the estimates for I, and only underline the differences for J . We treat the most difficult
terms I1, I2 (and J1, J2) first.

The terms I1 and J1

We proceed as in the proof of Lemma 3.3: choose the coordinate axes so that k is the
North pole, and write

p = (
√

1− t2u, t), q = (
√

1− s2u1, s),
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with s, t ∈ [−1, 1], and u, u1 ∈ Sd−1. We also choose u as the North pole of Sd−1 and
write

u1 = (
√

1− τ 2w, τ), w ∈ Sd−2.

We also decompose

ξ̂ = (yξ ξ̂⊥, xξ), ξ̂ = ξ/|ξ|, ξ̂⊥ ∈ Sd−1, xξ = ξ̂ · k, yξ =
√

1− x2
ξ , ξ̂⊥ · k = 0.

Introducing, finally z = u · ξ̂⊥ ∈ [−1, 1], we write:

I1(ω, ξ, k) ≤ |Sd−2|2
∫ 1

−1

∫ 1

−1

(1− t2)
d−2
2 (1− z2)

d−3
2

|λ+ i(ω + tk · ξ + |ξ|yξ
√

1− t2z)|2
(4.1)

×

(∫
Ωε0(t)

(1− s2)
d−2
2 (1− τ 2)

d−3
2 |ρε(t)− ρε(s)|

|1− st−
√

1− t2
√

1− s2τ |β+ d
2

dsdτ

)
dtdz,

where

Ωε
0(t) = {s ∈ [−1, 1], τ ∈ [−1, 1], |1− st−

√
1− t2

√
1− s2τ | ≥ ε}.

Using Lemma 3.2 with γ = 0, we find, since 0 ≤
√

1− t2yξ ≤ 1,∫ 1

−1

(1− z2)
d−3
2 dz

|λ+ i(ω + tk · ξ + |ξ|yξ
√

1− t2z)|2
≤ 1√

1− t2yξ

∫ 1

−1

dz

|λ+ i(ω + tk · ξ + |ξ|z)|2

≤ C

λ(|ω + tk · ξ|+ |ξ|)
√

1− t2yξ
≤ C

λ(|ω|+ |ξ|)
√

1− t2yξ
. (4.2)

The last inequality is straightforward when |ξ| ≥ |ω|, and follows when |ξ| ≤ |ω| from
the fact that |ω + tk · ξ| + |ξ| ≥ |ω| − |ξ| + |ξ| since |t| ≤ 1. Performing the changes of
variables t→ 1− εt and s→ 1− εs leads to

I1(ω, ξ, k) ≤ C

λεβ+ 1
2 (|ω|+ |ξ|)yξ

∫ 2
ε

0

∫
Ωε1(t)

t
d−3
2 s

d−2
2 (1− τ 2)

d−3
2 (2− εt)

d−3
2 (2− εs)

d−2
2

× |ρ(t)− ρ(s)|
dε0(t, s, τ)β+ d

2

dtdsdτ,

where we have introduced

dε0(t, s, τ) = (
√
t−
√
s)2 + 2

√
ts

(
1− τ

√
1− εt

2

√
1− εs

2
− ε
√
st

2

)
Ωε

1(t) = {s ∈ [0, 2/ε], τ ∈ [−1, 1], dε0(t, s, τ) ≥ 1} .

Notice that in the domain Ωε
1(t), dε0(t, s, τ) ≥ (

√
t−
√
s)2 + 2

√
ts dε1(t, s, τ) where

dε1(t, s) = 1− (1− εt

2
)
1
2 (1− εs

2
)
1
2 − ε

√
st

2

=
1

2

(
(1− εt

2
)
1
2 − (1− εs

2
)
1
2

)2

+
ε

4
(
√
t−
√
s)2 ≥ 0.
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We will use dε1 later on in the estimation of I2. We then control I1 as

I1(ω, ξ, k) ≤ C

λεβ+ 1
2 (|ω|+ |ξ|)yξ

∫ ∞
0

∫
|
√
t−
√
s|≥1

t
d−3
2 s

d−2
2
|ρ(t)|+ |ρ(s)|
|
√
t−
√
s|2β+d

dtds (4.3)

+
C

λεβ+ 1
2 (|ω|+ |ξ|)yξ

∫ ∞
0

∫
|
√
t−
√
s|≤1

t
d−3
2 s

d−2
2 (|ρ(t)|+ |ρ(s)|)dtds ≤ C

λεβ+ 1
2 (|ω|+ |ξ|)yξ

.

In the second line above, we used the fact that dε0 ≥ 1 in the domain Ωε
1. This finishes the

estimate for I1. As in the case β = 0, the term y−1
ξ will lead to a loss of a factor 1/

√
ε.

Regarding J1, the variable k plays essentially the same role as the variable p in I1.
Hence, we freeze p in D1 as the North pole, and parametrize k as k = (

√
1− t2k⊥, t),

with k⊥ ∈ Sd−1. Following the same lines, but also considering whether or not

1− (k · ξ̂)2 ≤ ε,

as we did for β = 0, this gives

J1(ξ̂) ≤ C‖ĥ‖2
L2(Sd) sup

p∈Sd

∫
(1−(k·ξ̂)2)α≤εα

|D1(k, p)|
(1− (k · ξ̂)2)α

dσ(k)

+C‖ĥ‖2
L2(Sd) sup

p∈Sd

∫
(1−(k·ξ̂)2)α>εα

|D1(k, p)|
(1− (k · ξ̂)2)α

dσ(k)

≤ Cε−α‖ĥ‖2
L2(Sd) sup

p∈Sd
(ε

d
4‖D1(·, p)‖L2(Sd) + ‖D1(·, p)‖L1(Sd)).

Furthermore, we have

‖D1(·, p)‖L1(Sd) ≤ C

∫ 1

−1

∫
Ωε0(t)

(1− t2)
d−2
2 (1− s2)

d−2
2 (1− τ 2)

d−3
2 |ρε(t)− ρε(s)|

|1− st−
√

1− t2
√

1− s2τ |β+ d
2

dsdτdt

(4.4)

and

‖D1(·, p)‖2
L2(Sd) ≤ C

∫ 1

−1

∣∣∣∣∣
∫

Ωε0(t)

(1− s2)
d−2
2 (1− τ 2)

d−3
2 |ρε(t)− ρε(s)|

|1− st−
√

1− t2
√

1− s2τ |β+ d
2

dsdτ

∣∣∣∣∣
2

(1− t2)
d−2
2 dt.

The end is then very similar to the last steps for the term I1: we perform the changes
of variables t→ 1− εt and s→ 1− εs, and obtain for the L2 norm of D1:

‖D1(·, p)‖2
L2(Sd) ≤

C

ε2β+ d
2

‖ĥ‖2
L2(Sd)

∫ ∞
0

∣∣∣∣∫
|
√
t−
√
s|≥1

s
d−2
2
|ρ(t)|+ |ρ(s)|
|
√
t−
√
s|2β+d

ds

∣∣∣∣2 t d−2
2 dt

+
C

ε2β+ d
2

‖ĥ‖2
L2(Sd)

∫ ∞
0

∣∣∣∣∫
|
√
t−
√
s|≤1

s
d−2
2 (|ρ(t)|+ |ρ(s)|)ds

∣∣∣∣2 t d−2
2 dt ≤ C

ε2β+ d
2

‖ĥ‖2
L2(Sd),

where we used a Cauchy-Schwarz inequality to bound the integrals. The L1 norm of D1

follows in a similar fashion, and it becomes

J1(ξ̂) ≤ C

εβ+ 1
2

‖ĥ‖2
L2(Sd). (4.5)

23



The terms I2 and J2

Regarding I2, we find, following the same lines as for I1:

I2(ω, ξ, k) ≤ C

λεβ+ 1
2 (|ω|+ |ξ|)yξ

∫
Ωε2

t
d−3
2 s

d−2
2 (1− τ 2)

d−3
2 (2− εt)

d−3
2 (2− εs)

d−2
2

× |ρ(t)− ρ(s)− (t− s)ρ′(t)|
dε0(t, s, τ)β+ d

2

dtdsdτ (4.6)

Ωε
2 =

{
(t, s) ∈ [0, 2/ε]2, τ ∈ [−1, 1], dε0(t, s, τ) ≤ 1, min(t, s) ≤ 1/ε

}
.

Notice that the condition max(k · p, k · q) ≥ 0 becomes min(t, s) ≤ 1/ε after the change
of variables t→ 1− εt and s→ 1− εs, with initially t = k · p, s = k · q. Let us denote
by I the integral in the definition of I2. Making the change of variables below and using
the Taylor formula

ρ(t)− ρ(s)− (t− s)ρ′(t) =
(t− s)2

2
ρ′′(η(t, s)), η(t, s) ∈ (s, t)

1− τ
√

1− εt

2

√
1− εs

2
− ε
√
st

2
→ τ,

yield the estimate

I ≤ C

∫
Ωε3

t
d−3
2 s

d−2
2 (2− εt) d−5

4 (2− εs) d−3
4 |t− s|2

|(
√
t−
√
s)2 + 2

√
stτ |β+ d

2

|ρ′′(η(t, s))|
(
dε1(t, s)

d−3
2 + τ

d−3
2

)
dsdτ,

where

Ωε
3 =

{
(t, s) ∈ [0, 2/ε]2, τ ∈ Tε(s, t), (

√
t−
√
s)2 + 2

√
tsτ ≤ 1, min(t, s) ≤ 1/ε

}
,

Tε(s, t) =

[
1− (1− εt

2
)
1
2 (1− εs

2
)
1
2 − ε

√
st

2
, 1 + (1− εt

2
)
1
2 (1− εs

2
)
1
2 − ε

√
st

2

]
.

We control now the term dε1 in order to make sense of the integral. This is where we use
the division of the domain

√
2ε ≥ |p − q| >

√
2η: noting that for (s, t) ∈ Ωε

3, we have,
since εmin(s, t) ≤ 1,

ε|t− s|
2− εmin(s, t)

≤ ε|
√
t−
√
s|(
√
t+
√
s) ≤ ε(

√
t+
√
s) ≤ 2

√
2ε < 1 for ε <

1

8
.

This, after a direct Taylor expansion, leads to∣∣∣∣(1− εt

2
)
1
2 − (1− εs

2
)
1
2

∣∣∣∣ =

(
1− εmin(t, s)

2

) 1
2

∣∣∣∣∣
(

1 + ε
min(t, s)−max(t, s)

2− εmin(t, s)

) 1
2

− 1

∣∣∣∣∣
≤ C

√
ε|
√
t−
√
s| ≤ C|

√
t−
√
s|.

Note that we do not need the extra
√
ε factor above. This gives

dε1(s, t) =
1

2

(
(1− εt

2
)
1
2 − (1− εs

2
)
1
2

)2

+
ε

4
(
√
t−
√
s)2 ≤ C(

√
t−
√
s)2.
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Inserting the last inequality into I, we obtain

I ≤C
∫

Ωε3

t
d−3
2 s

d−2
2 (2− εt) d−5

4 (2− εs) d−3
4 |t− s|2

|(
√
t−
√
s)2 + 2

√
stτ |β+ d

2

|ρ′′(η(t, s))|
(
|
√
t−
√
s|(d−3) + τ

d−3
2

)
dsdτ.

In order to conclude the estimate for I2, we simply use basic interpolation to obtain

t
d−3
2 s

d−2
2 |t− s|2(|

√
t−
√
s|(d−3) + τ

d−3
2 )

|(
√
t−
√
s)2 + 2

√
stτ |β+ d

2

≤ C
t
d−4+δ

2 s
d−3+δ

2 (
√
t+
√
s)2

|
√
t−
√
s|1−2δτ 1−δ

+C
t
d−5+2δ

4 s
d−3+2δ

4 (
√
t+
√
s)2

|
√
t−
√
s|1−2δτ 1−δ

≤ C
(
√
t+
√
s)2

|
√
t−
√
s|1−2δτ 1−δ

φ(t, s),

where β = 1− 2δ, for some δ ∈ (0, 1
2
), and

φ(t, s) = t
d−4+δ

2 s
d−3+δ

2 + t
d−5+2δ

4 s
d−3+2δ

4 .

We are now ready to conclude: using the exponential decay of |ρ′′(min(t, s))|, the facts
that d ≥ 3 and δ ∈ (0, 1

2
), as well as the property that φ is locally integrable, we have

I ≤ C

∫
Ωε3

(2− εt) d−5
4 (
√
t+
√
s)2

|
√
t−
√
s|1−2δ

φ(t, s)|ρ′′(min(t, s))|dtds ≤ C,

which yields

I2(ω, ξ, k) ≤ C

λεβ+ 1
2 (|ω|+ |ξ|)yξ

. (4.7)

The term J2 is treated combining the methods of J1 in order to handle the factor y−1
ξ ,

and of I above in order to remove the singularity in the principal value. We then obtain
the estimate

J2(ξ̂) ≤ C

εβ+ 1
2

‖ĥ‖2
L2(Sd). (4.8)

The terms I3, I4, J3 and J4

We consider now I3 and I4 that are treated in a very similar fashion. Calculations are
somewhat more direct than the other terms since we simply bound |g| by λ−2, and then
only use the exponential decay of ρε. We find, for some η ∈ (k · p, k · q):

|I3(ω, ξ, k)| ≤ C

λ2

∫
Sd

∫
Ωcε,0(k,p)

|k · (p− q)|2

|p− q|2β+d
|ρ′′ε(η)|dσ(p)dσ(q)

We then decompose the integral according to the (p, q) such that

max(k · p, k · q) = k · q,

and those with
max(k · p, k · q) = k · p.
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For the first part, we choose a parametrization of the sphere with q as the North pole,
and write p as p = (

√
1− t2û, t), with û ∈ Sd−1. This gives

k · (p− q) = (t− 1)k · q +
√

1− t2k · û.

Let also s = k · q, and perform the change of variables s→ 1− εs. Defining

η̃ε = (1− η)/ε ∈ (s, (1− (1− εs)t−
√

1− t2k · û)/ε),

we observe by the choice of the integration domain that

ε−1 ≤ s ≤ η̃ε.

According to the definition (3.2) of ρ, |ρ′′(x)| can be bounded by a linear combination
of decreasing exponentials that we denote by ϕ(x). We have |ρ′′(η)| ≤ ϕ(s), and the
first part of I3 can therefore be controlled by

C

λ2ε2+ d
2

∫
|1−t|≤1

∫ 2
ε

1
ε

∫
Sd−1

|(1− εs)(t− 1) +
√

1− t2k · û|2

|1− t|β+ d
2

ϕ(s)(1− t2)
d−2
2 s

d−2
2 dtdsdσ(û)

≤ C

λ2ε2+ d
2

∫
|1−t|≤1

∫ 2
ε

1
ε

ϕ(s)

|1− t|β
dtds ≤ Ce−

C
ε

λ2
.

The second part of I3 yields the same estimate as above and is treated in a similar
fashion except the vector p is now taken as the North pole, leading to

I3(ω, ξ, k) ≤ Ce−
C
ε

λ2
. (4.9)

Regarding the term J3, we have, for some η ∈ (k · p, k · q) and α = 0:

J3(ξ̂) ≤ C

∫
Sd

∫
Sd

∫
Ωcε,0(k,p)

|k · (p− q)|2

|p− q|2β+d
|ρ′′ε(η)||ĥ(p)|2dσ(k)dσ(p)dσ(q)

Again, the roles of p and k are exchanged here: when max(k · p, k · q) = k · q, we set q as
the North pole, and follow the same lines as in I3. The integral over this set can then
be controlled by

J3(ξ̂) ≤ C

ε2+ d
2

∫
Sd

∫
|1−t|≤1

∫ 2
ε

1
ε

|ĥ(p)|2|1− t|−βϕ(s)s
d−2
2 dtdsdσ(p) ≤ Ce−

C
ε ‖ĥ‖2

L2(Sd).

When max(k ·p, k · q) = k ·p, we take p as the North pole, and obtain the same estimate
as above:

J3(ξ̂) ≤ Ce−
C
ε ‖ĥ‖2

L2(Sd). (4.10)

The term D4 is direct and treated using p as the North pole, leading to

D4(k, p) = ρ′ε(k · p) lim
η→0

∫
ε≥|1−s|≥η

∫
Sd−1

k · p(1− s)−
√

1− s2k · v
|1− s|β+ d

2

(1− s2)
d−2
2 dsdσ(v)

= ρ′ε(k · p)(k · p)|Sd−1|
∫
ε≥|1−s|

(1− s)
|1− s|β+ d

2

(1− s2)
d−2
2 ds,
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so that
|D4(k, p)| ≤ C|ρ′ε(k · p)|ε1−β.

We finally find

I4 ≤
C

εβ

∫
Sd
|g(ω, ξ, p)|2|ερ′ε(k ·p)|dσ(p), J4 ≤

C

εβ
‖ĥ‖2

L2(Sd) sup
p∈Sd

∫
Sd

|ερ′ε(k · p)|
(1− (k · ξ̂)2)α

dσ(k),

which gives, using Lemma 3.3 with d ≥ 3 for I4, and proceeding for J4 as in the term
J in the case β = 0,

I4 ≤
C

λεβ+ 1
2 (|ω|+ |ξ|)yξ

, J4 ≤
C

εβ+ 1
2

‖ĥ‖2
L2(Sd). (4.11)

Collecting (4.3), (4.5), (4.7), (4.8)-(4.11) finally gives (3.21). This concludes the
case d ≥ 3.

4.1.2 The cases d = 1 and d = 2

We take care now of the simpler cases d = 1 and d = 2, which are more direct since the
estimates do not need be as sharp as in the case d ≥ 3. We split the operator Rβ into
only three terms:

Rβρε(k, p) =

∫
|p−q|>

√
2ε

ρε(k · p)− ρε(k · q)
|p− q|2β+d

dσ(q)

+ lim
η→0

∫
√

2ε≥|p−q|>
√

2η

ρε(k · p)− ρε(k · q)− k · (p− q)ρ′ε(k · p)
|p− q|2β+d

dσ(q)

+ lim
η→0

∫
√

2ε≥|p−q|>
√

2η

k · (p− q)ρ′ε(k · p)
|p− q|2β+d

dσ(q) := (D1 +D2 +D3)(k, p).

Let us start with d = 1 and the term J . Since α = 0 and there is no geometric factor,
estimate (4.5) is straightforwardly replaced by

J1(ξ̂) ≤ C

εβ
‖ĥ‖2

L2(S1)

∫ 2
ε

0

∫
|
√
t−
√
s|≥1,s≤2/ε

|ρ(t)|+ |ρ(s)|
|
√
t−
√
s|2β+1

dtds√
ts
√

2− εt
√

2− εs
(4.12)

+
C

εβ
‖ĥ‖2

L2(S1)

∫ 2
ε

0

∫
|
√
t−
√
s|≤1,s≤2/ε

(|ρ(t)|+ |ρ(s)|) dtds√
ts
√

2− εt
√

2− εs
≤ C

εβ
‖ĥ‖2

L2(S1).

Above, we treated the square roots
√

2− εt
√

2− εs in the denominator by splitting
[0, 2/ε] into [0, 1/ε] and [1/ε, 2/ε], and by integrating by parts and using the exponential
decay of ρ. For the term J2, we set k · p = cos(θ) = t. When θ ∈ (0, π), we have

k = tp+
√

1− t2p⊥,

while when θ ∈ (π, 2π), we have

k = tp−
√

1− t2p⊥.
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Depending on θ, the vector p can thus be written as p = tk ±
√

1− t2k⊥. With the
representation q = sk ±

√
1− s2k⊥, we find

1

2
|p− q|2 = 1− p · q = 1− ts±

√
1− s2

√
1− t2.

Using the latter leads to

J2(ξ̂) ≤ C

εβ

∫
S1
|ĥ(p)|2dσ(p)

∫
Ωε4

|ρ(t)− ρ(s)− (t− s)ρ′(t)|
(
√
t−
√
s)2β+1

dtds√
ts
√

2− εt
√

2− εs
,

where
Ωε

4 =
{

(t, s) ∈ [0, 2/ε]2, |
√
t−
√
s| ≤ 1

}
The final steps of the estimate are then similar to these for I2 and J2, we leave the
details to the reader. Again, since α = 0, the case d = 2 follows directly by estimating
the L1 norm of D1, using d = 2 into (4.4). The first conclusion is that for d = 1, 2,

J1(ξ̂) + J2(ξ̂) ≤ C

εβ
‖ĥ‖2

L2(Sd). (4.13)

Let us focus now on the terms I1 and I2. We bound for this ρε directly by C/ε
d
2 .

This yields, after familiar changes of variables:

I1(ω, ξ, k) ≤ C

ε
d
2

∫ 1

−1

(1− t2)
d−2
2 dt

|(λ+ i(ω + t|ξ|))|2

∫
|1−s|≥ε

1

|1− s|β+ 1
2

1

(1− s) 1
2

ds

≤


C

λε1+β(|ω|+ |ξ|)
, when d = 2,

C

λ
3
2 ε

1
2

+β(|ω|+ |ξ|) 1
2

, when d = 1,

and for any δ ∈ (0, 1− β],

I2(ω, ξ, k) ≤ C

ε2β+2δ+ d
2

∫
S1

dσ(p)

|(λ+ i(ω + ξ · p))|2

∫
|p−q|≤

√
2ε

|p− q|2β+2δ

|p− q|2β+d
dσ(q)

≤ C

ε2β+2δ+ d
2

∫ 1

−1

(1− t2)
d−2
2 dt

|(λ+ i(ω + t|ξ|))|2

∫
|1−s|≤ε

1

|1− s| 12−δ
1

(1− s) 1
2

ds

≤


C

λε1+2β+δ(|ω|+ |ξ|)
, when d = 2,

C

λ
3
2 ε

1
2

+2β+δ(|ω|+ |ξ|) 1
2

, when d = 1.

Above, we used Lemma 3.2, both with γ = 1
2

and γ = 0, and controlled

ρε(k · p)− ρε(k · q)− k · (p− q)ρ′ε(k · p)

by
C

ε2β+2δ
|p− q|2β+2δ.
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The term D3 is straightforward:

D3 = ε1−βρ′ε(k · p)(k · p)
∫
|t|≤1

(2− εt) d−2
2 dt

tβ
,

and using Lemma 3.3 for d = 1, we have

I3 ≤
C

λ
3
2 εβ+ 1

2 (|ω|+ |ξ|) 1
2

, J3 ≤
C

εβ
‖ĥ‖2

L2(Sd), (4.14)

and now with d = 2:

I3 ≤
C

λ
1
2 εβ+1(|ω|+ |ξ|)

, J3 ≤
C

εβ
‖ĥ‖2

L2(S2). (4.15)

Gathering the previous estimates on Ii, Ji, i = 1, 2, 3 ends the proof of the proposition.

4.2 Proof of Proposition 3.5

We start by rescaling (ω, ξ) by λ: let (ω′, ξ′) = (ω, ξ)/λ so that

g(ω, ξ, p) = λ−1g(ω′, ξ′, p).

Again, we consider first the case d ≥ 3. Setting p as the North pole, and noticing that

g(ω, ξ, p)− g(ω, ξ, q) = iξ · (q − p)g(ω, ξ, p)g(ω, ξ, q), (4.16)

we split Rβg into two contributions:

Rβg = p.v.

∫
Sd

(
g(ω′, ξ′, p)− g(ω′, ξ′, q)

λ|p− q|2β+d

)
dσ(q)

= ig(ω, ξ, p) p.v.

∫
Sd

(ξ′ · (q − p))
(1 + i(ω′ + ξ′ · q))|p− q|2β+d

dσ(q) := A1 + A2,

where

A1 = −ig(ω, ξ, p)

∫
Sd−1

∫ 1

−1

(ξ′ · p)(1− t2)
d−2
2 dtdσ(û)

2β+ d
2 (1 + i(ω′ + ξ′ · (tp+

√
1− t2û))(1− t)β+ d

2
−1

A2 = ig(ω, ξ, p) lim
η→0

∫
Sd−1

∫
|1−t|>η

(ξ′ · û)(1− t2)
d−1
2 dtdσ(û)

(1 + i(ω′ + ξ′ · (tp+
√

1− t2û))(2(1− t))β+ d
2

.

Let us start by treating A1. Note that we removed the principal value since the integral
is well-defined. It is easy to see that A1 can be immediately controlled by C|ξ′|, which is
fine when β ≥ 1/2 since then |ξ′| ≤ |ξ′|2β for large |ξ′|, but is not optimal when β < 1/2.
In the latter case, write

ξ̂ = xξp+ yξ ξ̂⊥, with ξ̂⊥ ∈ Sd−1, ξ̂⊥ · p = 0, xξ ∈ [−1, 1] and yξ = (1− x2
ξ)

1/2.

Setting τ = û · ξ̂⊥ ∈ [−1, 1], A1 becomes

A1 = −i(ξ
′ · p)g(ω, ξ, p)|Sd−2|

2β+ d
2

∫ 1

−1

∫ 1

−1

(1− t2)
d−2
2 (1− τ 2)

d−3
2 dtdτ

(1 + i(ω′ + xξ|ξ′|t+ yξ
√

1− t2|ξ′|τ))(1− t)β+ d
2
−1
.
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We would like to integrate in τ , in order to obtain some decay in |ξ′|. However, this will
introduce a factor y−1

ξ , which will eventually lead to undesired powers of ε−1 when yξ ∼ 0.
We need, therefore, to distinguish the region where yξ is small. There, we integrate in t
instead of τ , in order to gain decay in |ξ′|. Hence, let us define

Ω(ξ̂ · p) =

{
t ∈ [−1, 1],

yξ|t|
|xξ|
√

1− t2
≤ 1

2

}
, (4.17)

and denote by Ωc(ξ̂ · p) its complement in [−1, 1]. We accordingly split A1 into

A1 = A1,1 + A1,2.

For the term A1,1, we use the Hölder inequality to obtain, for any δ > 0,

|A1,1| ≤ C|xξ||ξ′||g(ω, ξ, p)|
∫ 1

−1

(I(ω, ξ′, p, τ))
1

1+δ dτ

(∫ 1

−1

dt

|1− t|β

) δ
1+δ

(4.18)

I(ω, ξ′, p, τ) =

∫
Ω(ξ̂·p)

dt

|1 + i(ω′ + xξ|ξ′|t+ yξ
√

1− t2|ξ′|τ))|1+δ(1− t)β
.

Now, split the integral I as (with a = |ξ′|−1),

I =

∫
Ω(ξ̂·p)∩{|1−t|≤a}

(· · · )dt+

∫
Ω(ξ̂·p)∩{|1−t|>a}

(· · · )dt := I1 + I2.

We have, by a direct computation

I1 ≤
∫
|1−t|≤a

dt

|1− t|β
≤ C|ξ′|β−1 (4.19)

I2 ≤ |ξ′|β
∫

Ω(ξ̂·p)

dt

|1 + i(ω′ + xξ|ξ′|t+ yξ
√

1− t2|ξ′|τ)|1+δ
.

We control the above integral using the change of variables

z = j(t) = xξt+ yξ
√

1− t2τ,

which yields, since t ∈ Ω(ξ̂ · p) and τ ∈ [−1, 1],

|j′(t)| = |xξ|
∣∣∣∣1− yξtτ

xξ
√

1− t2

∣∣∣∣ ≥ |xξ|2
.

Using Lemma 3.2 with γ = 0, we deduce that I2 satisfies

I2 ≤
C|ξ′|β

|xξ|

∫ 1

−1

dz

|1 + i(ω′ + |ξ′|z)|1+δ
≤ C|ξ′|β

|xξ|(|ξ′|+ |ω′|)
≤ C|ξ′|β−1

|xξ|
.

Combining this with (4.18) and (4.19) implies that, for any δ > 0,

|A1,1| ≤ C|ξ′|
β+δ
1+δ |g(ω, ξ, p)|. (4.20)
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For the term A1,2, we find for any δ′ > 0, using once more the Hölder inequality and
Lemma 3.2 with γ = 0,∣∣∣∣∣

∫ 1

−1

(1− τ 2)
d−3
2 dτ

(1 + i(ω′ + xξ|ξ′|t+ yξ|ξ′|
√

1− t2τ))

∣∣∣∣∣
≤ C

(∫ 1

−1

dτ

|1 + i(ω′ + xξ|ξ′|t+ yξ|ξ′|
√

1− t2τ)|1+δ′

) 1
1+δ′

≤ C

(yξ
√

1− t2(|ξ′|+ |ω′|))
1

1+δ′
. (4.21)

Owing to the latter estimate, and accounting for the fact that t ∈ Ωc(ξ̂ · p) in order to
bound yξ from below, we see that for any δ′ such that β + 1

1+δ′
< 1:

|A1,2| ≤ C|xξ||ξ′|
δ′

1+δ′ |g(ω, ξ, p)|
∫

Ωc(ξ̂·p)

dt

(yξ
√

1− t2)
1

1+δ′ (1− t)β

≤ C|ξ′|
δ′

1+δ′ |g(ω, ξ, p)|
∫ 1

−1

dt

(1 + t)
1

1+δ′ (1− t)β+ 1
1+δ′

.

Setting, for instance,
δ′

1 + δ′
=

3β

2
,

we find

|A1,2| ≤ C|ξ′|
3β
2 |g(ω, ξ, p)|

∫ 1

−1

dt

(1 + t)1− 3β
2 (1− t)1−β

2

≤ C|ξ′|
3β
2 |g(ω, ξ, p)|.

Hence, together with (4.20) with δ = β/(3 − 2β), we finally obtain an estimate for A1

when β ≤ 1/2:

|A1| ≤ C|ξ′|
3β
2 |g(ω, ξ, p)| ≤ C(1 + |ξ′|2β)|g(ω, ξ, p)|, (4.22)

which is better than the naive estimate in |ξ′|. Recall that we already know that (4.22)
holds when β > 1/2.

Let us consider now the term A2. We split it as

A2 =

∫
|p−q|>

√
2a

(· · · )dσ(q) + lim
η→0

∫
√

2a≥|p−q|>
√

2η

(· · · )dσ(q) := A2,1 + A2,2,

where a = |ξ′|−1. When β > 1/2, we have, after the change of variables 1− t→ a2t:

|A2,1| ≤ C|ξ′||g(ω, ξ, p)|
∫
|1−t|>a2

dt

(1− t)β+ 1
2

≤ C|ξ′|2β|g(ω, ξ, p)|.

Note that the technical difficulty posed by the term y−1
ξ in A1 does not arise anymore

in A2 due to a cancellation, as the term

ξ̂ · û = yξ ξ̂⊥ · û = yξτ
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is in the numerator in the definition of A2. Hence, we use (4.21) for some δ′ > 0 such
that

β +
1

2
+

1

2(1 + δ′)
> 1,

and obtain

|A2,1| ≤ C|ξ′|
δ′

1+δ′ |g(ω, ξ, p)|
∫
|1−t|>a2

dt

(1− t)β+ 1
2

+ 1
2(1+δ′)

≤ C|ξ′|2β|g(ω, ξ, p)|. (4.23)

Regarding A2,2, we need to remove the singularity at t = 1. We write

A2,2 = ig(ω, ξ, p) lim
η→0

∫
Sd−1

∫
a2≥|1−t|>η

(ξ′ · û)2 (1 + t)
d
2

2β+ d
2 (1− t)β

× dtdσ(û)

(1 + i(ω′ + ξ′ · (tp+
√

1− t2û)))(1 + i(ω′ + ξ′ · tp))
.

After the change of variables 1− t→ a2t, it follows easily that

|A2,2| ≤ C|ξ′|2β|g(ω, ξ, p)|. (4.24)

Combining (4.24) with (4.22)-(4.23), we find

|Rβg| ≤ C(1 + |ξ′|2β)|g|.

In order to conclude, let us introduce, as usual,

I(ω, ξ, k) =

∫
Sd
|ρε(k · p)||Rβg(ω, ξ, p)|2dσ(p)

J (ξ̂) =

∫
Sd

∫
Sd

|ĥ(p)|2||ρε(k · p)|
(1− (k · ξ̂)2)α

dσ(k)dσ(p),

where α = 1/2 when d ≥ 3, and α = 0 when d = 1, 2. The Cauchy-Schwarz inequality
then yields ∥∥∥F1(ω, ξ̂, ·)

∥∥∥2

L2(Sd)
≤ J (ξ̂) sup

k∈Sd

[
(1− (k · ξ̂))αI(ω, ξ, k)

]
.

Using (3.13) for the term J , we finally get, using Lemma 3.3,∥∥∥F1(ω, ξ̂, ·)
∥∥∥2

L2(Sd)
≤
C(1 + |ξ′|2β)2‖ĥ‖2

L2

ε
1
2

sup
k∈Sd

[
(1− (k · ξ̂))α

∫
Sd
|ρε(k · p)||g(ω, ξ, p)|2dσ(p)

]
≤ C(1 + |ξ′|2β)2

ε
1
2

(Hd(ε, λ, |ω|, |ξ|))2,

which concludes the computation in the case d ≥ 3.
The case d ≤ 2 is more straightforward. We first write

Rβg =

∫
|p−q|>

√
2a

(· · · )dσ(q) + lim
η→0

∫
√

2a≥|p−q|>
√

2η

(· · · )dσ(q) := R1 +R2,
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and split I into I = I1 +I2 accordingly. The Cauchy-Schwarz inequality, together with
bounding |ρε| directly by C/ε

d
2 , leads to

I1 ≤
∫
Sd
|ρε(k · p)|

(∫
|p−ŵ|>

√
2a

|g(ω, ξ, p)|2 + |g(ω, ξ, ŵ)|2

|p− ŵ|2β+d
dσ(ŵ)

)
×
(∫
|p−q|>

√
2a

dσ(q)

|p− q|2β+d

)
dσ(p)

≤ C|ξ′|2β

ε
d
2

∫
Sd

∫
|p−ŵ|>

√
2a

|g(ω, ξ, p)|2 + |g(ω, ξ, ŵ)|2

|p− ŵ|2β+d
dσ(ŵ)σ(p)

≤ C|ξ′|4β

ε
d
2

∫
Sd
|g(ω, ξ, p)|2σ(p) ≤ C|ξ′|4β(Hd(ε, λ, |ω|, |ξ|))2.

Above, we used Lemma 3.2 for the last line. Regarding I2, and, therefore, R2, we have
when d = 2,

R2 = ig(ω, ξ, p) lim
η→0

∫
S1

∫
√

2a>|1−t|>η

[(t− 1)ξ′ · p+
√

1− t2ξ′ · u]dtdσ(u)

(1 + i(ω′ + ξ′ · (tp+
√

1− t2u))(2(1− t))β+1
,

which yields, following similar lines as for the term A2,2, the same estimate as (4.24).
When d = 1, the decomposition is slightly different, and we set q · p = cos(θ) = t.
When θ ∈ (0, π), we use

q = tp+
√

1− t2p⊥, with p⊥ ∈ S1 and p⊥ · p = 0,

while when θ ∈ (π, 2π), we write

q = tp−
√

1− t2p⊥.

Depending on θ, the vector q can thus be written as q = tp±
√

1− t2p⊥. This gives for
the term R2:

R2 = ig(ω, ξ, p)
∑
±

lim
η→0

∫
√

2a>|1−t|>η

[(t− 1)ξ′ · p±
√

1− t2ξ′ · p⊥]

(1 + i(ω′ + ξ′ · (tp±
√

1− t2p⊥))

dt

(1− t)β+ 1
2 (1 + t)

1
2

,

which also yields an estimate like (4.24) after the change of variables 1 − t → a2t. We
are, therefore, done with the term I. It remains to estimate J which follows from (3.13)
with α = 0. This ends the proof of the proposition.

4.3 Proof of Proposition 3.6

The proof builds on the proof of Proposition 3.5. We will underline the main differences,
and will not go into detail of similar computations. Since A is an interpolation term
between gRβρε and ρεRβg, we decided, in order to minimize the calculations, to put all
the weight on ρεRβg. We will thus obtain a similar estimate as in Proposition 3.5. There
is a technical condition for this, which is that ρεRβg is more “singular” than gRβρε,
which translates into the inequality ε(|ξ′|+ |ω′|) ≥ 1.
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Let a = (|ξ′| + |ω′|)−1. We separate in the integral in the definition A the q such
that |p− q| >

√
2a from the ones such that |p− q| <

√
2a. We then split A accordingly

into A = A1 +A2:

A(g, ρε) =

∫
|p−q|>

√
2a

(· · · )dσ(q) + lim
η→0

∫
√

2a≥|p−q|>
√

2η

(· · · )dσ(q)

:= A1 +A2,

and write for A1,

A1 = ρε(k · p)
∫
|p−q|>

√
2a

(g(ω, ξ, p)− g(ω, ξ, q))

|p− q|2β+d
dσ(q)

−
∫
|p−q|>

√
2a

ρε(k · q)
(g(ω, ξ, p)− g(ω, ξ, q))

|p− q|2β+d
dσ(q)

:= A1,1 +A1,2.

This leads to the following decomposition of F2(ω, ξ, k):

F2 = F2,1,1 + F2,1,2 + F2,2.

The term A1,1 is exactly ρεRβg and is treated in Proposition 3.5. We focus therefore
first on F2,1,2, and secondly on F2,2, for both of which we use (4.16). Assume that d ≥ 3.
As usual, we obtain after from the Cauchy-Schwarz inequality

‖F2,1,1(ω, ξ, ·)‖2
L2(Sd) ≤ J2,1,2(ξ̂) sup

k∈Sd

[
(1− (k · ξ̂))αI2,1,2(ω, ξ, k)

]
,

where α = 1/2 when d ≥ 3 and α = 0 otherwise, and where we have introduced

I2,1,2(ω, ξ, k) =

∫
Sd

∫
|p−q|>

√
2a

|ρε(k · q)||g(ω, ξ, q)|1+δ|g(ω, ξ, p)|2|ξ · (p− q)|
|p− q|2β+d

dσ(p)dσ(q)

J2,1,2(ξ̂) =

∫
Sd

∫
Sd

∫
|p−q|>

√
2a

|ĥ(p)|2||ρε(k · q)||g(ω, ξ, q)|1−δ|ξ · (p− q)|
(1− (k · ξ̂)2)α|p− q|2β+d

dσ(p)dσ(q)dσ(k).

The term J2,1,2 is controlled by

J2,1,2(ξ̂) ≤ ‖ĥ‖2
L2 sup

q∈Sd

∫
Sd

|ρε(k · q)|
(1− (k · ξ̂)2)α

dσ(k) sup
p∈Sd

∫
|p−q|>

√
2a

|g(ω, ξ, q)|1−δ|ξ · (p− q)|
|p− q|2β+d

σ(q).

The term involving ρε is treated as in (3.13) and is bounded by Cε−α. The one with g is
treated in a similar way as the terms A1 and A2,1 in Proposition 3.5, only the definition
of a and the power 1− δ differ. We can therefore control this term by

C(1 + (|ξ′|+ |ω′|)2β),

which eventually yields for J2,1,2:

J2,1,2(ξ̂) ≤ Cε−α(1 + (|ξ′|+ |ω′|)2β)‖ĥ‖2
L2 . (4.25)
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Concerning the term I2,1,2, we have

I2,1,2(ξ̂) ≤
∫
Sd
|ρε(k · q)||g(ω, ξ, q)|1+δdσ(q) sup

q∈Sd

∫
|p−q|>

√
2a

|g(ω, ξ, p)|2|ξ · (p− q)|
|p− q|2β+d

σ(p).

The second term above is again very similar to A1 and A2,1 in Proposition 3.5, and can
therefore be controlled by

C(1 + (|ξ′|+ |ω′|)2β).

The first term can be estimated with Lemma 3.3, which gives

I2,1,2(ξ̂) ≤ C(1 + (|ξ′|+ |ω′|)2β)(Hd(ε, λ, |ω|, |ξ|))2. (4.26)

When d ≤ 2, we treat A2,1 following the lines of the term R1 in proposition 3.5 and find
that (4.25)-(4.26) hold with α = 0. The conclusion is that F2,1,1 + F2,1,2 satisfies the
estimate claimed in the proposition. Regarding A2, we have using (4.16), for any d ≥ 1,

A2 = ig(ω, ξ, p) lim
η→0

∫
√

2a≥|p−q|>
√

2η

(ρε(k · p)− ρε(k · q))(ξ′ · (q − p))
(1 + i(ω′ + ξ′ · q))|p− q|2β+d

dσ(q).

We use now the expression (3.2) of the mollifier ρ and write, with t = k · p and s = k · q,

|ρε(t)− ρε(s)| = ε−
d
2

∣∣∣∣∣
N−1∑
i=0

aib
2
d
i e
− 1−t
εbi (1− e

s−t
εbi )

∣∣∣∣∣ ≤ ε−
d
2
−1|t− s|

N−1∑
i=0

e
√
2
bi |ai|b

2
d
−1

i e
− 1−t
εbi

:= ε−1|t− s|ϕε(t).

We have used the fact that for

|p− q| ≤
√

2a =
√

2(|ξ′|+ |ω′|)−1 and (|ξ′|+ |ω′|)ε ≥ 1,

we have
ε−1|k · q − k · p| ≤

√
2ε−1(|ξ′|+ |ω′|)−1 ≤

√
2,

and therefore

|1− e
k·q−k·p
εbi | ≤ e

√
2
bi |k · q − k · p|/(εbi).

Using this in A2, and once more that ε(|ξ′|+ |ω′|) ≥ 1, leads to

|A2| ≤ Cε−1(|ξ′|+ |ω′|)|g(ω, ξ, p)|ϕε(k · p)
∫
√

2a≥|p−q|
|p− q|−(2β+d−2)dσ(q)

≤ C(|ξ′|+ |ω′|)2β|g(ω, ξ, p)|ϕε(k · p)|/(ε(|ξ′|+ |ω′|))
≤ C(|ξ′|+ |ω′|)2β|g(ω, ξ, p)|ϕε(k · p).

The conclusion then follows by proceeding as in the case β = 0 and by using Lemma 3.3.
This ends the proof.
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4.4 Proof of Theorem 2.2

As in the proof of Theorem 2.1, it is enough to consider regular functions f and h.
Let u = ∂γxf , so that

∂tu+ k · ∇u = (−∆d)
β∂γxh,

and set

uϕ(t, x) =

∫
Sd
u(t, x, k)ϕ(k)dσ(k).

It can be written, for any λ > 0, as

ûϕ(ω, ξ) =

∫
Sd

(−∆d)
β(iξ)γĥ(ω, ξ, k) + λû(ω, ξ, k)

λ+ i(ω + ξ · p)
ϕ(k)dσ(k).

The proof of the theorem is direct due to what was previously done for Theorem 2.1:
we introduce the operator Rβ0 , and observe that the leading term in ûϕ(ω, ξ) in-
volves Rβ0

(
(−∆d)

[β]g
)
. An easy variant of Proposition 3.5 shows that when d ≥ 2,∣∣∣∣∫

Sd
Qĥ(ω, ξ, k)ϕ(k)Rβ0

(
(−∆d)

[β]g(ω, ξ, p)
)
dσ(k)

∣∣∣∣ ≤ C|ξ|2β‖ĥ(ω, ξ, ·)‖L2(Sd)

λ2β+ 1
2 (|ω|+ |ξ|) 1

2

.

This leads to, for large |ξ| and d ≥ 2,

|ûϕ(ω, ξ)| ≤ C
|ξ|2β+γ− 1

2

λ
1
2

+2β
‖ĥ(ω, ξ, ·)‖L2(Sd) + C

λ
1
2

|ξ| 12
‖û(ω, ξ, ·)‖L2(Sd).

Setting λ = |ξ|
2β+γ
1+2β yields the desired result. When d = 1, we rather find

|ûϕ(ω, ξ)| ≤ C
|ξ|2β+γ− 1

4

λ
3
4

+2β
‖ĥ(ω, ξ, ·)‖L2(S1) + C

λ
1
4

|ξ| 14
‖û(ω, ξ, ·)‖L2(S1),

and conclude by setting the same λ as when d ≥ 2. The estimate for the time derivative
follows in a similar manner.
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