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Abstract

We consider a passive scalar in a periodic shear flow perturbed by an additive fractional noise
with the Hurst exponent H ∈ (0, 1). We establish a diffusive homogenization limit for the tracer
when the Hurst exponent H ∈ (0, 1/2). We also identify an intermediate range of times when
the tracer behaves diffusively even when H ∈ (1/2, 1). The proof is based on an auxiliary limit
theorem for an additive functional of a fractional Brownian motion.

1 Introduction

Standard periodic homogenization

Evolution of a passive tracer in a periodic flow perturbed by a white noise is a more or less classical
problem by now [1, 7]. Consider trajectories generated by a stochastic differential equation

dZt = V (Zt)dt+
√

2dwt, Z0 = x ∈ Rn. (1.1)

Here, wt is the standard Brownian motion, and the flow V (x) is periodic, mean-zero and incom-
pressible: ∇ · V = 0, and ∫

Tn
V (x)dx = 0.

We are interested in the long time limit of trajectories. Accordingly, given a large time T , we
introduce a small parameter ε2 = 1/T � 1 and define the rescaled process Zt,ε = εZt/ε2 . The basic
result of the “mundane” linear periodic homogenization theory is that the process Zt,ε converges in
law, as ε → 0 to a Brownian motion B̄t = (B̄(1)

t , . . . , B̄
(n)
t ) with the diffusivity matrix κ̄ij that can

be related to the flow V (x) via the correctors χj , j = 1, . . . , n, i.e.

EB̄t = 0, E[B̄(i)
t B̄

(j)
t ] = κ̄ijt,

and
κ̄ij = δij +

∫
Tn
∇χi(y) · ∇χj(y)dy.

The correctors are (unique) mean-zero periodic solutions of the corrector equations

−∆χj(y) + V (y) · ∇χj(y) = uj(y), y ∈ Tn, j = 1, . . . , n. (1.2)
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Introducing fractional noise

What we would like to understand is how the temporal correlations in the noise will affect this
picture. More precisely, let us assume that Zt is driven not by the standard white noise but by the
fractional noise:

dZt = V (Zt)dt+ κdBt, Z0 = x ∈ Rn, (1.3)

or, in the integral form:

Zt = x+
∫ t

0
V (Zs)ds+ κBt. (1.4)

Here Bt is the fractional Brownian motion with the Hurst exponent H ∈ (0, 1) – a Gaussian,
continuous trajectory process with stationary increments such that

EBt = 0 and EB2
t = t2H , t ≥ 0.

The law of a fractional Brownian motion is scale invariant, that is, the process aHBt/a has an
identical law with that of Bt for an arbitrary a > 0. In the special case when H = 1/2, Bt is the
standard Brownian motion that we denote by wt.

The two point correlation function of the fractional Brownian motion is

Cov(Bt, Bs) =
1
2
[
t2H + s2H − |t− s|2H

]
, ∀ t, s ≥ 0, (1.5)

and for any 0 = t0 ≤ t1 ≤ . . . ≤ tn the correlation matrix C = [Cij ] for the increments

∆Bti := Bti −Bti−1 , i = 1, . . . , n,

is

Cij := E(∆Bti ,∆Btj ) =
1
2
[
|ti − tj−1|2H + |ti−1 − tj |2H − |ti − tj |2H − |ti−1 − tj−1|2H

]
, (1.6)

for i, j = 1, . . . , n. That is, the increments of the fractional Brownian motion are independent only
when H = 1/2, when the fractional Brownian motion is simply the standard Brownian motion.

The general question we are interested in is the long-time behavior of the solutions of (1.3): do
the long time correlations generated by the noise persist, or do they disappear in the long time limit,
and the limit is a regular diffusion? The latter may be surprising for several reasons: first, if u = 0
(that is, when there is no advection) then, obviously, Zt = Bt and increments of Zt are correlated.
Moreover, since Bt is not mixing, the correlations survive for a very long time. Second, even when
V 6= 0 temporal correlations are constantly being fed into Zt by the noise so a Markovian limit would
be surprising. The third reason is that this does not happen in other systems in random media with
long range correlations – the limits are not Markovian.

Passive tracers in slowly decorrelating velocity fields

In order to illustrate the very last point above, let us recall some basic results about passive tracers
in random (not periodic!) velocity fields without any noise. That is, the randomness of the motion
comes not from a white or fractional additive noise but from a random in space and time velocity
field, and the particle motion is described by

Żt = εV (t, Zt), Z0 = x. (1.7)
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Here, V (t, x) = (V1(t, x), . . . , Vn(t, x)) is a mean zero, stationary in time and spatially homogeneous
(in the statistical sense) random vector field, with a correlation function

Rij(t, x) = E[Vi(t+ s, x+ y)Vj(s, y)].

As the parameter ε � 1 is small so that for t ∼ O(1) we have Zt ≈ x, we are interested in the
long time behavior of the trajectories. When the correlation matrix Rj(t, x) decays rapidly, the
Khasminskii Theorem says that Zt,ε := Zt/ε2 converges in law, as ε→ 0, to a Brownian motion with
the diffusivity matrix given by Kubo-Taylor formula:

Dij =
1
2

∫ ∞
0

[Rij(s, 0) +Rji(s, 0)]ds. (1.8)

The basic idea behind this result is that the Lagrangian velocity decorrelates fast in time so that
the particle “feels a CLT velocity”, hence the limit is a Brownian motion.

The situation when the two-point correlation function Rij(t, x) decays slowly in x and t was
analyzed by Fannjiang and one of the authors in [5] who looked at the regime when the diffusion
matrix Dij is infinite. The fact that the diffusion matrix is infinite indicates that “the particle is at
infinity” by the time t ∼ ε−2, hence one expects a non-trivial limit on a shorter time scale. They
considered a Gaussian velocity field V (t, x) with the covariance

Rij(t, x) = E[Vi(t, x)Vj(0, 0)] =
∫

Rn
eik·xe−|k|

2β |t|R̂ij(k)dk, i, j = 1, . . . , n, (1.9)

with β ≥ 0 and the spatial power spectrum given by

R̂(k) =
a(|k|)
|k|2α+d−2

(
I − k ⊗ k

|k|2

)
. (1.10)

The function a(·) is non-negative, bounded, measurable, supported in [0,K0] for some K0 > 0
and continuous at 0 with a(0) > 0. In order to ensure that the spectrum is integrable at k = 0
so that V (t, x) is a vector valued, stationary random field, we assume that α < 1. Then the
spatial correlations decay as R(0, x) ∼ |x|2α−2 for large x, and the temporal correlations decay as
R(t, 0) ∼ t−(2−2α)/(2β) for large t. Therefore the effective diffusivity (1.8) is finite if α + β < 1, and
the convergence in law to a Brownian motion in this case has been established in [4].

It was shown in [5] that in the opposite regime α + β > 1 (also with β > 0, α < 1), when the
diffusion matrix is infinite, the result is as follows. Because of the slow decay of the temporal corre-
lations of the velocity field, the process Zt becomes non-trivial on a shorter time scale t ∼ O(ε−2γ)
with γ = β/(α + 2β − 1) < 1. That is, the process Xt,ε = Xt/ε2γ in the limit ε → 0 converges to a
superdiffusive fractional Brownian motion Bt, with the Hurst exponent

H =
1
2

+
α+ β − 1

2β
∈ (1/2, 1).

A passive tracer in a periodic shear flow with a fractional noise

In this paper, we consider the simplest example of a tracer advected by a periodic flow perturbed
by a fractional additive noise: the case of a two-dimensional shear flow.

dXt = v(Yt)dt+ κdB
(1)
t , dYt = κdB

(2)
t . (1.11)

Our main result is that in the long time limit Xt does behave diffusively for H ∈ (0, 1/2) (sub-
diffusive noise) – but also in a certain range of times even for H > 1/2 (super-diffusive noise). This
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is very different both from what one sees when v = 0 and the aforementioned results for a particle
advected by a random flow with slowly decaying correlations.

We assume that the drift v is periodic: v ∈ C(T) and has mean zero:

〈v〉T :=
∫

T
v(x)dx = 0. (1.12)

Here we use the convention that the torus is T = [0, 2π], with periodic boundary conditions. We
also use the convention

v̂(k) =
1

2π

∫
T
e−ikxv(x)dx

for the Fourier coefficients of v(x), so that the inverse Fourier transform is

v(x) =
∑
k∈Z∗

eikxv̂(k),

where Z∗ := Z \ {0}. The Fourier coefficients satisfy

v̂(−k) = v̂∗(k), (1.13)

so the function v(x) is real valued, and ∑
k∈Z∗

|v̂(k)| < +∞. (1.14)

Let B(1)
t , B(2)

t be two independent standard fractional Brownian motions. Then, βt = (B(1)
t , B

(2)
t )

is called a two dimensional standard fractional Brownian motion. Suppose that ~V (x, y) := [v(y), 0],
diffusivity κ > 0 and that two dimensional process Zt = (Xt, Yt) is the solution of equation

Zt = Z0 +
∫ t

0

~V (Zs)ds+ κβt, t ≥ 0. (1.15)

Then, obviously Yt = Y0 + κB
(2)
t and

Xt = X0 +
∫ t

0
v(Y0 + κB(2)

s )ds+ κB
(1)
t .

First we prove that for H ∈ (0, 1/2) the long-time behavior of the x-component is diffusive (the
sub-diffusive y-component is “washed out” by the diffusive scaling)

Theorem 1.1 Suppose that v ∈ C(T) satisfies (1.12), Z0 = 0, and βt is a two dimensional standard
fractional Brownian motion with the Hurst exponent H ∈ (0, 1/2). Then, the scaled processes Zt,ε :=
εZt/ε2 converge in law over C[0,+∞), as ε→ 0+, to the two dimensional process Wt = (wt, 0), where
wt is a mean-zero Brownian motion with the variance

R(κ) := 2
∑

k∈Z\{0}∗

|v̂(k)|2

|k|1/H

∫ +∞

0
e−κ

2ρ2H/2dρ. (1.16)

When H ∈ (1/2, 1), the “very long time” behavior of the x-component can not be diffusive since
the additive noise is super-diffusive. Nevertheless, when the noise is weak, one still sees the diffusive
behavior on “intermediately long” time scales, and only after that the super-diffusion takes over.
This is quantified by the next theorem.
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Theorem 1.2 Suppose that the assumptions of Theorem 1.1 hold except that the Hurst exponent H
of βt is assumed to belong to (1/2, 1). Then, the following hold:

(i) if ε, κ → 0+, and ε � κ(1+1/(2H))/(2H−1) then, κ1/(2H)Zt,ε converge in law over C[0,+∞) to
Wt = (wt, 0), where wt is a mean-zero Brownian motion, with variance R∗ = R(1),

(ii) if ε, κ → 0+, and ε � κ(1+1/(2H))/(2H−1) then, (ε2H−1/κ)Zt,ε converge in law over C[0,+∞)
to a two dimensional, standard fractional Brownian motion βt with the Hurst exponent H,

(iii) if ε = κ(1+1/(2H))/(2H−1), then κ1/(2H)Zt,ε converge in law over C[0,+∞), as ε, κ → 0+,
to a Gaussian process Wt + βt, where Wt is as in part (i), while βt is an independent, two
dimensional, standard fractional Brownian motion βt with Hurst exponent H.

In other words, we have the following picture when κ is small and H ∈ (1/2, 1): for “large but
not too large” times in the range 1 � t � Tκ := κ−(2+1/H)/(2H−1) the x-component of the tracer
behaves diffusively, for t ∼ Tκ it is a sum of independent fractional and standard Brownian motions,
and, finally, for t� Tκ, the tracer behaves super-diffusively.

The behavior of Xt is completely different when the drift v(x) is not periodic but localized – this
case was recently considered in [6, 8]. Then the long time asymptotics is determined by the local
time of the fractional Brownian motion on the support of the function v(x). We refer the reader to
the above papers for the precise results.

Acknowledgment. T.K. acknowledges the support of Polish Ministry of Higher Education
grant NN201419139, A.N. and L.R. acknowledge the support by NSF grant DMS-0908507. This
work was also supported by NSSEFF fellowship by AFOSR. We are very grateful to Gilles Wainrib
for inspiring numerical simulations.

2 Preliminaries on the fractional Brownian motion

We will need the following estimate for the correlation matrix in the proof of our main results.

Theorem 2.1 For any H ∈ (0, 1) and an integer n ≥ 1 there exists a constant cn > 0 such that

Cξ · ξ ≥ cn
n∑
j=1

(∆tj)2Hξ2
j , ∀ ξ = (ξ1, . . . , ξn) ∈ Rn, (2.1)

∆tj = tj − tj−1, and all 0 = t0 ≤ t1 ≤ . . . ≤ tn.

Proof of Theorem 2.1. The result is stated without proof in [8] (see (2.2) in that paper), with
a reference to [2]. We provide the details of the argument for the convenience of a reader.

Recall that a stochastic process Xt defined for t ∈ (0, T ) is called locally non-deterministic, see
p. 70 of [2], if for any m ≥ 1 and t1 < . . . < tm belonging to (0, T )

lim
h→+0

inf
tm−t1≤h

Var
(
∆Xtm |Xt1 , . . . , Xtm−1

)
Var (∆Xtm)

=: γm > 0, (2.2)

where ∆Xtm = Xtm − Xtm−1 . Here Var(·|·) and Var(·) denote the conditional and unconditional
variances, respectively. We shall also assume that Var (Xt −Xs) > 0 and Var (Xt) > 0 for all
t, s ∈ (0, T ). By virtue of formula (2.11) of [2] and Lemma 2.1 of ibid., condition (2.2) is equivalent
to

lim
h→+0

inf
tm−t1≤h

det
[
∆Xti∆Xtj

]{ m∏
i=1

Var (∆Xti)

}−1

=: γ′m > 0. (2.3)
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In order to show that fractional Brownian motion is locally non-deterministic, recall that it admits
the following ”harmonizable” representation, see (7.2.12) and (7.2.13) of [11]:

Bt = cH

∫
R

eitτ − 1
iτ

dwτ

|τ |H−1/2
. (2.4)

Here dwτ is a complex valued white noise on R and

cH :=
1
π
HΓ(2H) sin(πH).

From (2.4) we conclude that

EB2
t = c2

H

∫
R

|eitτ − 1|2

τ2H+1
dτ = c2

H

∫
R
|eitτ − 1|2 1 + τ2

τ2
dF (τ),

with
dF (τ) =

dτ

(1 + τ2)τ2H−1
.

Since ∫ ∞
0

τ2dF (τ) =
∫ +∞

0

dτ

(1 + τ2)τ2H−3
= +∞,

by virtue of Theorem 4.1 of [2], there exists T > 0 such that the fractional Brownian motion Bt is
locally non-deterministic on (0, T ). From this property we conclude the following

Lemma 2.2 Let H ∈ (0, 1), then for any n ≥ 1 there exists c∗n > 0 such that

c∗n

[
n∏
i=1

(ti − ti−1)

]2H

≤ det[Cij ] ≤

[
n∏
i=1

(ti − ti−1)

]2H

, ∀ 0 = t0 ≤ t1 ≤ . . . ≤ tn. (2.5)

Proof. The upper bound follows from the classical Hadamard inequality for the determinant of a
symmetric, non-negative definite matrix, see Theorem 7.12, p. 218 of [13]. To conclude the lower
bound we invoke the aforementioned property of local non-determinism of a fractional Brownian
motion. According to this property, the lower bound in (2.5) holds for all 0 < t1 < . . . < tn < h,
provided that h > 0 is chosen sufficiently small, cf. (2.3). The result for an arbitrary h follows by a
simple scaling argument, using the scale-invariance of the law of a fractional Brownian motion. �

We now use Lemma 2.2 to finish the proof of Theorem 2.1. It suffices only to show that there
exists γn > 0, depending only on n, sufficiently small so that the matrix

C(γ) := [Cij − γδij(∆tj)2H ] (2.6)

is positive definite for γ ∈ [0, γn). We proceed by induction on n. By the Sylvester criterion of
positive definiteness, it suffices only to show that there exists γn > 0 such that det C(γ) > 0 for all
γ ∈ [0, γn). Given a permutation σ of the set {1, . . . , n}, we denote by F(σ) the cardinality of the
set of the fixed points of σ. Note that

det[C(γ)] =
n∑
k=0

∑
σ:F(σ)=k

(−1)sgnσ(1− γ)kC1σ(1) . . . Cnσ(n). (2.7)

Observe that the Cauchy-Schwartz inequality gives

|C1σ(1) . . . Cnσ(n)| =
n∏
j=1

∣∣∣E [∆Btj∆Btσ(j)

]∣∣∣ ≤ n∏
j=1

(∆tj)2H .

We expand expression (2.7) in powers of γ. The result then follows from Lemma 2.2 and the above
estimate, choosing γ sufficiently small. �
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3 Proofs of Theorems 1.1 and 1.2

3.1 Additive functionals of a fractional Brownian motion

Theorems 1.1 and 1.2 both come from the following auxiliary result. Suppose that v ∈ C(T) has
mean-zero, x ∈ T, and Bt is a standard fractional Brownian motion with the Hurst exponent
H ∈ (0, 1). For a given κ > 0 define,

Ut =
∫ t

0
v(x+ κBs)ds.

Theorem 3.1 The scaled processes Ut,ε := εUt/ε2 converge in law over C[0,+∞), as ε→ 0+, to a
mean-zero Brownian motion, whose variance is given by (1.16).

Note that this result covers all H ∈ (0, 1) and there is no distinction between the cases H ∈ (0, 1/2)
and H ∈ (1/2, 1), as was the case for Theorems 1.1 and 1.2. In order to indicate where the variance
in Theorem 3.1 comes from, which is the easy part of the proof, let us compute the asymptotics
of the variance of Ut under the assumption that the initial position is uniformly distributed on the
torus. Then,

E
∫

T
dx

{∫ T

0
v (x+ κBs) ds

}2

(3.1)

= E
∫

T
dx

∫ T

0

∫ T

0

∑
k1,k2∈Z

v̂(k1)v̂(k2) exp {ik1 (x+ κBs1)} exp {ik2 (x+ κBs2)} ds1ds2


=
∫ T

0

∫ T

0

∑
k1,k2∈Z

δ0(k1 + k2)v̂(k1)v̂(k2)E [exp {iκk1Bs1} exp {iκk2Bs2}] ds1ds2.

Here δ`(k) is the Kronecker delta. The right side of (3.1) can be rewritten using (1.13) in the form

T∫
0

T∫
0

∑
k∈Z
|v̂(k)|2E [exp {iκk(Bs1 −Bs2)}] ds1ds2

= 2

T∫
0

ds1

s1∫
0

∑
k∈Z
|v̂(k)|2 exp

{
−κ

2

2
k2(s1 − s2)2H

}
ds2.

Passing to the limit T → +∞ we obtain

lim
T→+∞

1
T

E
∫

T
dx

[∫ T

0
v (x+ κBs) ds

]2

= 2
∑
k∈Z∗

|v̂(k)|2

|k|1/H

∫ +∞

0
e−κ

2ρ2H/2dρ,

so that (1.16) holds.
Theorem 3.1 is a consequence of the following two results. The first concerns convergence of

moments.

Proposition 3.2 Suppose that H ∈ (0, 1), ` ≥ 1 and 0 = t0 ≤ t1 < . . . < t`. Then, for any integers
n1, . . . , n` ≥ 1 we have

lim
ε→0+

E

∏̀
j=1

(
Utj ,ε − Utj−1,ε

)nj = 0, if at least one nj is odd (3.2)
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and

lim
ε→0+

E

∏̀
j=1

(
Utj ,ε − Utj−1,ε

)nj =
∏̀
j=1

{
(nj − 1)!![R(κ)(tj − tj−1)]nj/2

}
, if all nj are even.

(3.3)

The second result deals with the tightness of the processes Ut,ε, that, combined with the convergence
of moments provides the weak convergence in law of the corresponding processes.

Proposition 3.3 Suppose that T > 0. Then, for any even integer n ≥ 2 there exists C > 0 such
that

E (Ut,ε − Us,ε)n ≤ C(t− s)n/2, ∀ 0 < s < t < T, ε ∈ (0, 1]. (3.4)

3.2 Proof of Propositions 3.2 and 3.3

To simplify the notation, we assume in this section that κ = 1 and x = 0. First, we prove the
convergence of the moments of one point statistics. A simple calculation yields

E

[∫ t/ε2

0
v (Bs) ds

]n
= n!E


∫

∆n(t/ε2)

∑
k1,...,kn∈Z

n∏
p=1

[
v̂(kp) exp

{
ikpBsp

}]
ds1n

 .

Here ds1n = ds1 . . . dsn, and ∆n(T ) := ∆n(T, 0) with ∆n(T, S) := [T ≥ sn ≥ . . . ≥ s1 ≥ S] the
simplex of times between S and T . The right side equals

n!E


∫

∆n(t/ε2)

∑
k1,...,kn∈Z

n∏
p=1

[
v̂(kp) exp

{
ikp,n∆Bsp

}]
ds1n

 .

Here ∆Bsp = Bsp−Bsp−1 , p = 1, . . . , n and s0 := 0, kp,n := kp+ . . .+kn. Performing the expectation
we obtain

E

[∫ t/ε2

0
v (Bs) ds

]n
= n!

∑
k1,...,kn∈Z

n∏
p=1

[v̂(kp)]
∫

∆n(t/ε2)
exp

−1
2

n∑
p,q=1

Cpqkp,nkq,n

 ds1n, (3.5)

with the matrix
Cpq = E(∆Bsp∆Bsq). (3.6)

Next, given k = (k1, . . . , kn) ∈ Zn we set

m(k) := #[p : kp,n = 0].

We will show that: (1) for n odd the limit as ε→ 0+ of the right side of (3.5) vanishes, and (2) if n is
even, the only terms that make a non-trivial contribution to (3.5) as ε→ 0+ come from (k1, . . . , kn)
such that

k1 + k2 = k3 + k4 = · · · = kn−1 + kn = 0.

The first step in this direction is the following lemma.

8



Lemma 3.4 Suppose that k is such that m(k) ≤ n/2. Then, there exists C > 0 such that

∫
∆n(t/ε,s/ε)

exp

−1
2

n∑
p,q=1

Cpqkp,nkq,n

 ds1n ≤ C
(
t− s
ε

)m(k)

, ∀ 0 < s < t. (3.7)

Here Cpq is given by (3.6).

Proof. Denote by M(k) the set of those p for which kp,n 6= 0. Its cardinality equals n−m(k) and,
according to Theorem 2.1 the expression in (3.7) can be estimated by

∫
∆n(t/ε,s/ε)

exp

−cn2 ∑
p∈M(k)

(∆sp)2Hk2
p,n

 ds1n (3.8)

≤
∫

∆̃n(t/ε,s/ε)
ds̃1n

∏
p∈M(k)

sup
a∈R

∫
R

exp
{
−cn

2
(sp − a)2Hk2

p,n

}
dsp.

Here ds̃1n =
∏
p 6∈M(k) dsp, and ∆̃n(T, S) := [T ≥ s̃m(k) ≥ . . . ≥ s̃1 ≥ S] is a reduced simplex of

times. As k2
p,n ≥ 1 for p ∈M(k), the right hand side of (3.8) can be estimated by(

t− s
ε

)m(k) [∫
R

exp
{
−cn

2
s2H

}
ds

]n−m(k)

and (3.7) follows. �

The next lemma shows that a nontrivial contribution to the limit can only come from (k1, . . . , kn)
with exactly m(k) = n/2 as the terms with m(k) > [n/2] actually vanish identically.

Lemma 3.5 Suppose that k is such that m(k) > [n/2]. Then,

n∏
p=1

[v̂(kp)] = 0. (3.9)

Proof. Assume that there exists p such that kp,n = 0 and kp+1,n = 0. Then, obviously, for such a p
we have kp = 0 and as a result (3.9) holds since v̂(0) = 0 because of (1.12). If, on the other hand,
there is no p such that both kp,n = 0 and kp+1,n = 0 then, as m(k) > [n/2], we must have that n is
odd, and, moreover, m(k) = [n/2] + 1, and k1,n = k3,n = · · · = kn,n = 0. However, the last equality
says nothing but kn = 0, which also implies (3.9). �

As an immediate consequence of the above two lemmas we conclude that (3.2) holds when ` = 1
(one-point statistics) and n is odd since either m(k) < n/2 or m(k) > [n/2] for all k = (k1, . . . , kn)
if any n is odd. In addition, while computing the limit, as ε→ 0+, of the expression in (3.5) when
n = 2m for some non-negative integer m, the only non-trivial contribution in comes from those terms
of the series on the right hand side that correspond to k such that m(k) = m. From Lemma 3.4 we
conclude, therefore, Proposition 3.3.
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The limit of the even moments

To prove (3.3), with ` = 1, the limit for the even moments (still for the one-point statistics), we
need to consider only the case n = 2m and then

lim
ε→+0

ε2mE

[∫ t/ε2

0
v (Bs) ds

]2m

= (2m)! lim
ε→+0

ε2m
∑

k:m(k)=m

 2m∏
p=1

v̂(kp)


×
∫

∆2m(t/ε)
exp

−1
2

2m∑
p,q=1

Cpqkp,nkq,n

 ds1,2m. (3.10)

According to Lemmas 3.4 and 3.5, the only case when we have a non-trivial contribution to the
limit is when m(k) = m. Moreover, as explained in the proof of Lemma 3.5, we can not have
kp,2m = kp+1,2m = 0 for any p = 1, . . . , 2m. There are, thus, two possibilities either k1,2m = 0, or
not. In the first case we get

k2i−1,2m = 0 and k2i,2m 6= 0, ∀ i = 1, . . . ,m. (3.11)

In the second one, we have

k2i−1,2m 6= 0 and k2i,2m = 0, ∀ i = 1, . . . ,m (3.12)

but this leads to k2m = 0, which makes the respective term on the right hand side of (3.10) vanish.
Hence, we only need to consider the situation when k2 = −k1, . . . , k2m = −k2m−1, and all kp,
p = 1, . . . , 2m are non-zero. In that case, the expression in the right side of (3.10) equals

(2m)! lim
ε→+0

ε2m
∑

k1,k3,...,k2m−1

 m∏
p=1

|v̂(k2p−1)|2
ED2m

(
t

ε2
, 0
)

(3.13)

where
D2m(T, t) :=

∫
∆2m(T,t)

E2m(s1,2m)ds1,2m, (3.14)

and

E2m(s1,2m) := exp

−i
m∑
p=1

k2p−1∆B(s2p)

 .

Here, by convention ∆Bs1 := Bs1 −Bt. Thanks to the convergence of the series and bound (3.7) we
can interchange the limit with the summation in the expression (3.13). As a result, it equals

(2m)!
∑

k1,...,k2m−1∈Z∗

 m∏
p=1

|v̂(k2p−1)|2
 lim
ε→+0

ε2mED2m

(
t

ε2
, 0
)
. (3.15)

Let

∆(1)
2m,ε(T, t) :=

[
T ≥ s2m ≥ . . . ≥ s1 ≥ t, ∀ i = 1, 2 . . . ,m : ∆s2i ≤ logr

(
1
ε

)]
(3.16)

and

∆(2)
2m,ε(T, t) :=

[
T ≥ s2m ≥ . . . ≥ s1 ≥ t, ∃ i = 1, 2 . . . ,m : ∆s2i > logr

(
1
ε

)]

10



and ∆(i)
2m.ε(T ) = ∆(i)

2m,ε(T, 0), i = 1, 2. We write

(2m)!ε2mED2m

(
t

ε
, 0
)

= (2m)!ε2mED(1)
2m,ε

(
t

ε2
, 0
)

+ (2m)!ε2mED(2)
2m,ε

(
t

ε2
, 0
)
, (3.17)

where D(i)
m,ε(T, t), i = 1, 2 correspond to the integration over the regions ∆(i)

m,ε(T, t), i = 1, 2 respec-
tively. Using estimate (2.1), we see that, upon the choice of r > 1/(2H),

(2m)! lim
ε→+0

ε2mED(2)
2m,ε

(
t

ε2
, 0
)

= 0.

Hence, we consider only the limit corresponding to ED(1)
2m,ε(t/ε, 0). Note that

ED(1)
2m,ε

(
t

ε2
, 0
)

=
∫ t/ε2

0
E
[
D(1)

2m,ε

(
t

ε2
, s2

)
Jε(s2)

]
ds2, (3.18)

where
Jε(s2) :=

∫ s2

(s2−logr ε−1)∨0
exp {−ik1∆B(s2)} ds1.

We write
∆B(s2p) = ∆B⊥(s2p) + ρp∆B(s2),

where (cf. (3.6))

ρp :=
C2p,2

C2,2
,

and C2,2 = (s2 − s1)2H . We have

E[∆B⊥(s2p)∆B(s2)] = 0, p = 2, . . . ,m. (3.19)

Recall that ρp < 0 for p ≥ 2. From (3.19) and elementary properties of Gaussians, see e.g. Theorem
of 10.1 of [10], we conclude that the vector (∆B⊥(s2m), . . . ,∆B⊥(s4)) is independent of ∆B(s2).

Lemma 3.6 Given r > 0 there exists C > 0 that depends on r such that for all ε ∈ (0, 0.9), and all
0 ≤ s1 ≤ . . . ≤ s2m ≤ t/ε we have

m∑
k=2

|ρk| ≤
Cm

1 + (s3 − s2)2−2H
logr(2−H) ε−1. (3.20)

Proof. It suffices to show that there exists C > 0 such that for all t, h, s1, s2 ≥ 0, s1, s2 ≤ logr ε−1

we have

|E [[B(t+ s2 + h+ s1)−B(t+ s2 + h)][B(t+ s2)−B(t)]]| ≤ CsH2
(1 + h)2−2H

logr(2−H)

(
1
ε−1

)
.

(3.21)
When h ∈ (0, 10] we may simply use the Cauchy-Schwartz inequality to obtain

|E [[B(t+ s2 + h+ s1)−B(t+ s2 + h)][B(t+ s2)−B(t)]]| ≤ sH1 sH2 ≤ sH2 logrH
(

1
ε

)
,
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whence (3.21) holds. Next, for h > 10 note that

E [[B(t+ s2 + h+ s1)−B(t+ s2 + h)][B(t+ s2)−B(t)]]

=
1
2

[(h+ s1 + s2)2H − (h+ s1)2H + h2H − (h+ s2)2H ]

= H

{∫ s2

0

[
(h+ s1 + x)2H−1 − (h+ x)2H−1

]
dx

}
= H(2H − 1)

{∫ s2

0
dx

[∫ s1

0
(h+ y + x)2H−2dy

]}
.

Since s1, s2 ≤ logr ε−1, we can estimate the double integral by

Cs1s2

(1 + h)2−2H
≤ CsH2 logr ε−1 logr(1−H) ε−1

(1 + h)2−2H
=

CsH2
(1 + h)2−2H

logr(2−H)

(
1
ε

)
,

and we have obtained (3.21). �

We now return to estimating ED(1)
2m,ε(t/ε, 0). Let

δB := ∆B(s2)
m∑
p=2

k2p−1ρp

be the projection of the exponent on the increment ∆B(s2). We conclude from Lemma 3.6 that

{
E(δB)2

}1/2 ≤ C logr(2−H) ε−1

1 + (s3 − s2)2−2H
. (3.22)

We write, using the independence of ∆B⊥(s2p) and δB:

EE2m(s1,2m) = E

exp

−i
m∑
p=2

k2p−1∆B⊥(s2p)


E [exp {−i∆B(s2)− iδB}]

= E

exp

−i
m∑
p=2

k2p−1∆B(s2p) + iδB


E [exp {−i∆B(s2)− iδB}] .

Using an elementary estimate |ei(z+h) − eiz| ≤ |h| together with (3.20) to eliminate δB from the
exponent, we get ∣∣∣∣∣ED(1)

2m,ε

(
t

ε2
, 0
)
−
∫ t/ε2

0
E
[
D(1)

2m−2,ε

(
t

ε2
, s2

)]
E [J (s2)] ds2

∣∣∣∣∣
(3.23)

≤
∫

∆
(1)
2m,ε(t/ε,0)

C logr(2−H) ε−1

1 + (s3 − s2)2−2H
ds1,2m.

We now eliminate the time variables s5, . . . , s2m from the above integral using the definition of
∆(1)

2m,ε(t/ε
2, 0) which implies that |s2p − s2p−1| ≤ logr ε−1. Hence, eliminating (m − 2) odd indexed

time variables gives us the volume log(m−2)r ε−1. On the other hand, elimination of the even indexed
time variables s6, . . . , s2m gives us the volume ε2(2−m). In addition, we have |s2 − s1| ≤ logr ε−1
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and |s3 − s4| ≤ logr ε−1, so that elimination of s1 and s4 gives us an additional factor of log2r ε−1.
Altogether, we obtain, that there exists C > 0 such that∣∣∣∣∣ED(1)

2m,ε

(
t

ε2
, 0
)
−
∫ t/ε2

0
E
[
D(1)

2m−2,ε

(
t

ε2
, s2

)]
E [Jε(s2)] ds2

∣∣∣∣∣
≤ Cε2(2−m) logrm ε−1

t/ε2∫
0

ds3

s3∫
0

logr(2−H) ε−1ds2

1 + (s3 − s2)2−2H
(3.24)

≤ Cε2(2−m) logr(2−H+m) ε−1

t/ε2∫
0

s2H−1
3 ds3 ≤ Cε2(2−2H−m) logr(2−H+m) ε−1, ∀ ε ∈ (0, 1).

We have, therefore, shown that

lim
ε→+0

∣∣∣∣∣ε2mED(1)
2m,ε

(
t

ε2
, 0
)
− ε2m

∫ t/ε2

0
E
[
D(1)

2m−2,ε

(
t

ε2
, s2

)]
E [Jε(s2)] ds2

∣∣∣∣∣ = 0.

Repeating this argument m times we obtain that

lim
ε→+0

∣∣∣∣∣∣ε2mE
[
D2m

(
t

ε2
, 0
)]
− ε2m

∣∣∣∣∆m

(
t

ε2m

)∣∣∣∣


m∏
p=1

E
[∫ +∞

0
exp {−ik2p−1B(s)} ds

]
∣∣∣∣∣∣ = 0,

(3.25)
where |∆m(T )| is the volume of the simplex. The limit in (3.15) equals therefore

tm
∑

k1,...,k2m−1∈Z∗

 m∏
p=1

|v̂(k2p−1)|2

|k2p−1|1/H

 (2m)!
m!

[∫ +∞

0
e−

1
2
ρ2Hdρ

]m
= (2m− 1)!!(2R∗t)m, (3.26)

where R∗ := R(1). This coincides with (3.3) when ` = 1.
In order to generalize the above argument to show the convergence of the moments corresponding

to the multiple point statistics at times 0 = t0 < t1 < . . . < t` we write

ε|n|E
{ ∏̀
j=1

[ ∫ tj/ε
2

tj−1/ε2
v (Bs) ds

]ni}
(3.27)

= n!ε|n|E
{ ∑

k∈Zn1
∗ ×...×Zn`∗

∏̀
j=1

v̂(kj)
∫

∆n(t`/ε2,...,t1/ε2)

∏
(j,p)

exp
{

ik(j)
p B

s
(j)
p

}
ds(j)

1ni

}
.

Here k := (k1, . . . ,k`), kj := (k(j)
1 , . . . , k

(j)
nj ), n = (n1, . . . , n`),

|n| =
∑̀
j=1

nj , n! :=
∏̀
j=1

nj !, v̂(kj) :=
nj∏
p=1

v̂(k(j)
p ) (3.28)

and
∆n(t`/ε2, . . . , t1/ε

2) := ∆n`(t`/ε
2, t`−1/ε

2)× . . .×∆n`(t1/ε
2, 0). (3.29)

We introduce the lexicographical ordering of indices (j, p), that is, we say that (j, p) precedes (j′, p′),
which is denoted by (j, p) ≺ (j′, p′), if either j < j′ or j = j′ and p ≤ p′. Denote by ι(j, p) the

13



predecessor of the element if (j, p). If (j, p) = (1, 1) we define the predecessor as 0 and let s0 := 0.
Given (j, p) we denote

kj,p :=
∑

(j,p)≺(j′,p′)

k
(j′)
p′ .

Also, for k fixed we define mj(k) as the cardinality of p-s such that kj,p = 0, and set

m(k) :=
∑̀
j=1

mj(k).

We denote by Mj(k) the set of those indices (j, p), for which kj,p 6= 0. Its cardinality equals
nj −mj(k). The right side of (3.27) can be rewritten as

∑
k∈Zn1

∗ ×...×Zn`∗

n!ε|n|
∏̀
j=1

v̂(kj)E


∫

∆n(t`/ε2,...,t1/ε2)

∏
(j,p)

exp
{

ikj,p∆Bs(j)p

}
ds(j)

1nj

 (3.30)

Here ∆B
s
(j)
p

:= B
s
(j)
p
− B

s
(j′)
p′

, where (j′, p′) is the predecessor of (j, p). Following the argument in

Lemma 3.5, we conclude that only the terms that correspond to k such that mj(k) ≤ [nj/2] for all
j = 1, . . . , ` do not vanish. As in Lemma 3.4, we can estimate the absolute value of the term of the
series in (3.30) by

n!ε|n|

∣∣∣∣∣∣
∏̀
j=1

v̂(kj)

∣∣∣∣∣∣
∫

∆̃n(t`/ε2,...,t1/ε2)

∏̀
j=1

ds̃j
∏

p∈Mj(k)

sup
a∈R

∫
R

exp
{
−cn

2
(sp − a)2Hk2

j,p

}
dsp

Here ds̃j =
∏

(j,p)6∈Mj(k) ds
(j)
p , and ∆̃n(t`/ε2, . . . , t1/ε

2) is the product of the respective reduced

simplices of the form ∆̃nj (T, S) := [T ≥ s̃mj(k) ≥ . . . ≥ s̃1 ≥ S]. The limit of the above expression,
as ε→ 0+, can be non-zero only in the case when nj = 2mj for some integer mj and all j = 1, . . . , `.
Therefore, it equals

n! lim
ε→+0

ε|n|
∑

k∈Zn1
∗ ×...×Zn`∗

E

∏̀
j=1

mi∏
p=1

|v̂(k(i)
2p−1)|2D2m

(
tj
ε2
,
tj−1

ε2

) . (3.31)

Repeating the argument used to compute the limit in (3.15) we obtain that expression in (3.31)
equals

Rn∗
∏̀
i=1

(2mi − 1)!!(∆ti)mi

and the conclusion of Proposition 3.2 follows.

3.3 The end of the proof of Theorem 1.1 and parts (i), (ii) of Theorem 1.2

The statement of Theorem 1.1 follows directly from Theorem 3.1, since, under the diffusive scaling
the fractional Brownian motion term in the definition of Zt vanishes.

As for part (i) of Theorem 1.2, observe first that the scaling of the fractional Brownian motion
term appearing in the definition of Zt yields

κ1+1/(2H)εβt/ε2
d= κ1+1/(2H)ε1−2Hβt.
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This term tends to 0 in the regime of part (i). On the other hand, for the additive functional in the
definition of Zt we have

κ1/(2H)Ut,ε = κ1/(2H)ε

∫ t/ε2

0
v(x+ κB(2)

s )ds d= σ

∫ t/σ2

0
v(x+Bs)ds (3.32)

where d= denotes equality of laws of the relevant random variables, σ := ε/κ1/(2H) and Bt is a one
dimensional standard fractional Brownian motion with the Hurst exponentH. Using Proposition 3.2,
we conclude that in this regime of (ε, κ) the process appearing in the utmost right side of (3.32)
converges in law to a Brownian motion, as claimed in the assertion of part (i) of Theorem 1.2.

Part (ii) follows a similar argument. This time, due to the constraint of the regime, the additive
functional (ε2H−1/κ)Ut,ε tends to 0, while

(ε2H−1/κ)κεβt/ε2
d= βt

and the conclusion of this part of the theorem follows.

3.4 Proof of part (iii) of Theorem 1.2

We denote, as before, setting the starting point (X0, Y0) = 0, without loss of generality:

Ut =
∫ t

0
v(Bs)ds (3.33)

and
Ut,ε = εUt/ε2 , Bt,ε := ε2HBt/ε2 .

To prove part (iii) of the theorem it suffices to show that the scaled, vector valued processes (Ut,ε, Bt,ε)
converge in law over C([0,+∞),R2), as ε → 0+, to (wt, Bt), where wt is a mean zero Brownian
motion with variance R∗ and Bt is an independent fractional Brownian motion. Tightness is a
consequence of tightness of the laws of each of the marginal processes. We only need to prove the
convergence of finite dimensional distributions. This is a consequence of the following generalization
of Proposition 3.2.

Proposition 3.7 Suppose that H ∈ (0, 1), ` ≥ 1 and 0 = t0 ≤ t1 < . . . < t`. Then, for any integers
n1, . . . , n` ≥ 1 and ξ1, . . . , ξ` ∈ R we have

lim
ε→0+

E

∏̀
j=1

{(
Utj ,ε − Utj−1,ε

)nj exp
{

iξj(Btj ,ε −Btj−1,ε)
}} = 0, if at least one nj is odd

(3.34)
and

lim
ε→0+

E

∏̀
j=1

{(
Utj ,ε − Utj−1,ε

)nj exp
{

iξj(Btj ,ε −Btj−1,ε)
}} (3.35)

=
∏̀
j=1

{
(nj − 1)!![R(tj − tj−1)]nj/2

}
E

∏̀
j=1

exp
{

iξj(Btj −Btj−1)
} ,

if all nj-s are even.
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Indeed, consider for simplicity sake only the case ` = 1. As a consequence of the proposition we
conclude that any limiting law µ of (Ut1,ε, B

Y
t1,ε), as ε→ 0+, satisfies∫

R2

xneiξyµ(dx, dy) =
∫

R2

xneiξyΦ∗(dx, dy), ∀n ≥ 0, ξ ∈ R,

where Φ∗(dx, dy) is the law of (wt1 , B
Y
t1). From this we conclude, differentiating m times in ξ, that∫

R2

xnymµ(dx, dy) =
∫

R2

xnymΦ∗(dx, dy), ∀n,m ≥ 0. (3.36)

Suppose that ξ1, ξ2 ∈ R, V := ξ1wt1 + ξ2Bt1 . It can easily be checked, due to the Gaussianity of Φ∗,
that

+∞∑
n=1

{
EV 2n

}−1/(2n) = +∞. (3.37)

Using Carleman’s criterion for well-posedness of the moment problem on the real line, see e.g.
Theorem 1.10, p. 19 of [12] we can conclude from (3.37) that the moments of V determine its law,
therefore (3.36) implies∫

R2

ei(ξ1x+ξ2y)µ(dx, dy) =
∫

R2

ei(ξ1x+ξ2y)Φ∗(dx, dy), ∀ ξ1, ξ2 ∈ R.

This obviously implies µ = Φ∗. Therefore, part (iii) of Theorem 1.2, indeed, follows from Proposition
3.7.

Proof of Proposition 3.7

To simplify the notation, we assume that ` = 1. Using the symmetry considerations, we conclude
that expression in (3.34) equals

∑
k1,...,kn∈Z

εnn!E


∫

∆n(t/ε2)
exp

{
iε2Hξ∆Bsn+1

} n∏
p=1

[
v̂(kp) exp

{
i(kp,n + ε2Hξ)∆Bsp

}]
ds1n

 , (3.38)

with the convention sn+1 := t/ε2. We can repeat the arguments in the proof of Lemmas 3.4 and
3.5 to conclude that the limit of the expression in (3.38) can be nonzero only if n = 2m for some
non-negative integer m. In addition, the limit, as ε→ 0+, is the same as

(2m)!
∑

k1,...,k2m−1∈Z∗

 m∏
p=1

|v̂(k2p−1)|2
 lim
ε→+0

ε2mED̃(1)
2m

(
t

ε2
, 0
)
. (3.39)

with D̃(1)
2m(T, t) defined as the integral over ∆(1)

2m,ε(t/ε
2, 0) (see (3.16)) of

Ẽ2m(s1,2m) := exp

iε2Hξ

m+1∑
p=1

∆Bs2p−1

 exp

−i
m∑
p=1

(k2p−1 − ε2Hξ)∆Bs2p

 .
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Here s2m+1 = t/ε2 and s0 := 0. Since |s2p − s2p−1| ≤ logr ε−1, we conclude that limit in (3.39) is
the same when Ẽ2m(s1,2m) is replaced by

Ẽ(1)
2m(s1,2m) := exp

iε2Hξ
m+1∑
p=1

(Bs2p+1 −Bs2p−1)

 exp

−i
m∑
p=1

k2p−1∆Bs2p


= exp

{
iε2HξBt/ε2

}
exp

−i
m∑
p=1

k2p−1∆Bs2p

 ,

here s−1 := 0. Rewriting, modified in such a way (3.39), as in (3.18) and using Lemma 3.6 we arrive
at

lim
ε→+0

∣∣∣∣∣∣∣ε2mED(1)
2m,ε

(
t

ε2
, 0
)
− ε2mE exp

{
iε2HξBt/ε2

} ∫
∆m(t/ε2)

m∏
p=1

J̄ε(s2p−2, s2p, k2p−1)ds̃2,2m

∣∣∣∣∣∣∣ = 0,

(3.40)
where ds̃2,2m := ds2 . . . ds2m, s0 := 0,

J̄ε(s1, s2, k) := E

[∫ s2

(s2−logr ε−1)∨s1
exp

{
−i(k + ε2Hξ)[Bs2 −Bs]

}
ds

]
.

From (3.40) we get

lim
ε→+0

∣∣∣∣ε2mED(1)
2m,ε

(
t

ε2
, 0
)
− exp

{
−(1/2)ξ2t2H

} (R∗t)m

m!

∣∣∣∣ = 0. (3.41)

Combining (3.41) with (3.39) we obtain the statement of Proposition 3.7 for ` = 1. The argument
can be easily generalized to an arbitrary ` ≥ 1 and the conclusion of the theorem follows. �
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