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Nothing found here is original except for a few mistakes and misprints here and there.
These notes are simply a record of what I cover in class, to spare the students the necessity
of taking the lecture notes. The readers should consult the original books for a better pre-
sentation and context. We plan to follow the following books: C. Doering and J. Gibbon
“Applied Analysis of the Navier-Stokes Equations”, A. Majda and A. Bertozzi “Vorticity and
Incompressible Flow”, P. Constantin and C. Foias “The Navier-Stokes Equations”, as well as
lecture notes by Vladimir Sverak on the mathematical fluid dynamics that can be found on
his website.

1 The derivation of the Navier-Stokes and Euler equa-
tions

The state of the fluid is characterized by its density p(¢, z) and fluid velocity u(¢, z), and our
first task is to derive the partial differential equations that govern their evolution. They will
come from the conservation of mass, Newton’s second law and, finally, an assumption on the
material properties of the fluid.

The continuity equation

Each fluid particle is following a trajectory governed by the fluid velocity u(t, z):

dX (t,a)

e u(t, X(a,t)), X(0,a)=a. (1.1)

Here, « is the starting position of the particle, and is sometimes called “the label”, and the
inverse map A; : X(t,a0) — « is called the “back-to-the-labels” map. If the flow u(¢,x)
is sufficiently smooth, the forward map o — X(¢,a) should preserve the mass. Let us
first assume that the fluid density p(¢,x) = po is a constant, and see what we can deduce
from the mass preservation — the fluid is neither created nor destroyed. In the constant
density case, mass preservation is equivalent to the conservation of the volume. That is,
if Vo C RY, (d = 2,3) is an initial volume of a parcel of the fluid, then the set

V() ={X(t,a): aeVy}
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of where the particles that started in V at ¢ = 0 ended up at a later time ¢ > 0, should have
the same volume as Vj. In order to quantify this property, let us define the Jacobian

9X,(t,a)

T(t,0) = det(=5 7).

The change of variables formula, for the coordinate transformation o« — X (¢, «), implies that
volume preservation means that J(t,a) = 1. As J(0,«) = 1, this condition is equivalent
to dJ/dt = 0. Tt follows from (1.1) that the full derivative matrix

0X,(t, )

Hij(t,Oé) = aa‘
J

obeys the evolution equation

dHij - (9ul an
= 1.2
dt — Oz, D’ (1.2)

k=1

that is, in the matrix form,

dt (VU) s (Vu)lk:

o (1.3)

The matrix H;; is also known as the deformation tensor. For example, if u = @ is a constant
vector, so that

X(t,a) = a + ut,
then H = Id is the identity matrix. In order to find d.J/dt, with J(t,a) = det H(t, ), we
consider a general n x n matrix A;;(t) and decompose, for each i = 1,...,n fixed:

Note that the minors M;;,, for all 1 < 57 < n, do not depend on the matrix element A;;, hence

77

We conclude that

d - dA;;
%(detA):Z( 1) M, el

ig=1
Recall also that (A™1);; = (1/det A)(—1)"*7Mj;, meaning that

n

ST (1M Ay = (det A)dy.

Jj=1

We apply this now to the matrix H;;:

dJ dH;
dt Z g




and
n

Tk =Y (1Y My Hy; (1.4)

j=1

Here, M;; are the minors of the matrix H;;. Using (1.2) gives

n

dJ 8uz au’l
- = > (-1 WM”a Z Jézk J(V - u). (1.5)

i k=1

Preservation of the volume means that J = 1. As H(0) = Id and J(0) = 1, this is equivalent
to the incompressibility condition:
V-ou=0. (1.6)

Here, we use the notation

V- U—dIVU—ZgUk.
L

More generally, if the density is not constant, mass conservation would require that for
any initial volume V; we would have (recall that p(t,z) is the fluid density)

— p(t,z)dxr =0, 1.7
i e (1.7

where

V(t)={X(t,a): aeV}.

Using the change of variables @ — X (¢, o) and writing

/ p(t,x)dx:/ p(t, X(t,a))J(t, a)dao, (1.8)
V(t) Vo

we see that mass conservation is equivalent to the condition

d
dt( p(t, X(t, ) J(t,a)) = 0. (1.9)
Using (1.1) and (1.5) leads to
g’:J—i—(u-Vp)J—i—p(V-u)J:O. (1.10)

Dividing by J we obtain the continuity equation
Op + V- (pu) =0 (1.11)
oy : .

We note briefly some basic properties of (1.11). First, the total mass over the whole space is
conserved:
/ p(t,x)de = / p(0,z)dx. (1.12)
Rd Rd
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This follows both from (1.11) after integration over R? (assuming an appropriate decay at
infinity), and, independently, from our derivation of the continuity equation. If (1.11) is posed
in a bounded domain €2 then, in order to ensure mass preservation, one may assume that the
flow does not penetrate the boundary 0€:

u-v =0 on L. (1.13)

Here, v is the outward normal to 9€2. Under this condition, we have

/Q p(t, x)dz = /Q p(0, z)dz. (1.14)

This may be verified directly from (1.11) but it also follows from our derivation of the con-
tinuity equation since (1.13) implies that €2 is an invariant region for the flow u: if o € Q
then X (¢, ) € Q for all ¢ > 0.

Furthermore, (1.11) preserves the positivity of the solution: if p(0, ) > 0 then p(¢,z) > 0
for all £ > 0 and x — this also follows from common sense: density can not become negative.

Newton’s second law in an inviscid fluid

The continuity equation for the evolution of the density p(¢,z) should be supplemented by
an evolution equation for the fluid velocity wu(t, z). This will come from Newton’s second law
of motion. Consider a fluid volume V. If the fluid is inviscid, so that there is no “internal
friction” in the fluid, the only force acting on this volume is due to the pressure:

= —/ prdS = —/ Vpdzx, (1.15)
oV 1%

where OV is the boundary of V', and v is the outside normal to V. Taking V to be an
infinitesimal volume around a point X (¢), which moves with the fluid, Newton’s second law
of motion leads to the balance

p(t, X (1)) X (t) = =Vp(t, X(t)). (1.16)

We may compute X (t) from (1.1):

.o d Ouy(t, X (1)) o 0ug(t, X(t))
(0 = e X(0) = ST SRS )
(t, X
= w +u(t, X (t)) - Vu,(t, X(1)).
Therefore, we have the following equation of motion:
ou
p(a—ku-Vu) +Vp=0. (1.18)

Equations (1.11) and (1.18) do not form a closed system of equations by themselves —
they involve n + 1 equations for n + 2 unknowns (the density p(t, z), the pressure p(¢, z) and
the fluid velocity u(t,x)). The missing equation should provide the connection between the
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density and the pressure, and this comes from the physics of the problem, that go into the
assumptions on the material properties of the fluid. In gas dynamics, it often takes the form
of a constitutive relation p = F(p), where F(p) is a given function, such as F(p) = Cp” with
some constant v > 0. Then, the full system becomes

pr+V-(pu)=0
ut—l—u-Vu—l—%Vp:O, (1.19)
p=F(p).
The pressure may also depend on the temperature, and then the evolution of the local tem-
perature has to be included as well but we will not discuss this at the moment.
The linearized equations
The simplest solution of (1.19) is the constant density and pressure, zero fluid velocity state:
p = po, p=po = F(py) and u = 0. (1.20)
Let us consider a small perturbation around this state:

p=po+en+ O,
p=po+eF (po)n+ O(e?) (1.21)
u = cv+ 0(e?),

with ¢ < 1. Inserting these expansions into (1.19) gives, in the (leading) order O(e):
e+ poV-v=0

F/
v+ /Ep(])vn ~0. (1.22)
0

It is common to write this system in terms of v and the pressure perturbation p = F'(pg)n.
After dropping the tilde it becomes the linearized acoustic system

Kopt + Vv =0 (1.23)
povy + Vp = 0. (1.24)

Here, kg = 1/(F'(po)po) is the compressibility constant. equations (1.23)-(1.24) form what
is known as the linearized acoustics system. Differentiating (1.23) in time and using (1.24)
leads to the wave equation for pressure:

1
gptt — Ap =0, (1.25)
0

with the sound speed

co = _ploﬁo — /F ). (1.26)

The linearized acoustics is what governs most of the “real-world” applications at “bearable”
sound levels.



Euler’s equations in incompressible fluids

A common approximation in the fluid dynamics is to assume that the fluid is incompressible,
that is, its density is constant: p(t,z) = pg, as the fluid can not be compressed. Using this
condition in (1.11), leads to another form of the incompressibility condition:

V-u=0, (1.27)

that we have already seen before in (1.6) as the volume preservation condition for the flow.
That is natural: conservation of density means exactly that the volume of a fluid is preserved.
Equations (1.18) and (1.27) together form Euler’s equations for an incompressible fluid:

ou

= 1.2
8t+u Vu—irpOVp 0, (1.28)
V-u=0. (1.29)

Unlike in the acoustics system, the pressure p(t, z) is not prescribed but is rather determined
by the fluid incompressibility condition. In other words, p(t,z) has to be chosen is such a
way that the solution to (1.28) remains divergence free. In order to find the pressure, we may
take the divergence of (1.28) , leading to the Poisson equation for the pressure in terms of the
velocity field:

Ap = —poV - (us +u-Vu) = —py Z 0 ( 5’u3> =—po Z Qs 91ty (1.30)

= &UJ Ga:k = 8$] oz,

We used the incompressibility condition (1.29) in the second and third equalities above.
Equations (1.28)-(1.30) together may be thought of as a closed system of equations for the
velocity u(t, z) alone since p(t, z) is determined by u(t, z) via (1.30). An extremely important
point is that the Poisson equation (1.30) for the pressure means that p(¢,x) is a non-local
function of the velocity. Hence the Euler equations are a non-local system of equations for
the fluid velocity — the pressure field at a given point depends on the velocity distribution in
the whole space.

When the problem is posed in a bounded domain, we need to prescribe the boundary
conditions for the fluid velocity and pressure. If the physical domain (2 is fixed and the fluid
does not penetrate through its boundary, a natural physical condition for the fluid velocity is
that the normal component of the velocity vanishes at the boundary:

v-u =0 on 0f, (1.31)
where v is the outward normal to the boundary. It follows that
0
V- 87; = 0 on 99, (1.32)
thus the pressure satisfies the Neumann boundary conditions
0
8_p = —pov - (u- Vu) on S (1.33)
v

Often, as a simplification we will consider the Euler equations either in the whole space,
with the decaying boundary conditions at infinity, or with the periodic boundary conditions
on a two- or three-dimensional torus, as the boundaries bring extra (and, admittedly, very
interesting) difficulties into an already difficult problem.
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The viscous stress and the Navier-Stokes equations

The previous discussion did not take into account the viscosity of a fluid, which comes from the
forces that resist the shearing motions because of the microscopic friction. The forces normal
to a given area element are associated to the pressure (which we did take into account), while
those acting in the plane of the area element are associated to the shear stress. In order to
derive the fluid motion equations, as a generalization of the force on a volume element V/
coming from the pressure field:

F = —/ prdS = —/ Vpdzx, (1.34)
av 1%

we may write, for the force that acts on an infinitesimal surface area dS of a volume element V':
dF; = " 7,dS, (1.35)
k=1

where v is the outward normal to dS, and 7 is the total stress tensor that includes both the
pressure and the shear stress. We will soon start making assumptions on the stress tensor
but for moment, we simply assume that the surface force has the form (1.35) with some
tensor 73;. Integrating this expression over the boundary OV leads to the total force acting

on the volume V:
n - 8Tk‘
k=1"9V =17V

We will use the notation V - 7 for the vector with the components

n

0Tk
(V7= 5ar (1.37)
k=1

as well as denote .
(v-7); =Y iy (1.38)
k=1

In addition to the surface forces, there may internal forces that act inside the volume V', that
need to be balanced with the surface forces. Let us assume for the moment that the fluid is
in equilibrium, and let f be the internal forces, 7 be the stress tensor, and V' be an arbitrary
volume element. Then the balance of forces says that

/ fdx + / (V-7)dz =0, (1.39)
1% 1%
which means that in an equilibrium we have

f+V.-r=0. (1.40)

The total angular momentum of the force should also vanish, meaning that (in three dimen-
sions)

/V(f X x)dx +/ (v-1) xx)dS =0, (1.41)

ov
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for each volume element V. The surface integral above can be re-written as’

0 0T
/ €ijk TS = / Eijk=— (Tijzr)dr = / Eijk <ﬂxk + Tkj>d$, for each i = 1,2, 3.
v v Oy v Oz
(1.42)
Here, €, is the totally anti-symmetric tensor: (v X w); = €;,v;wg, and €;; = 0 if any pair
of the indices 4, j, k coincide, while if all 4, j, k are different, then &, = (—1)P*!, where p =1
if (ijk) is an even permutation, and p = 0 if it is odd. Using (1.40) in (1.42), we get

/ ik TRdS = / 5ijk< — fixk + Tkj>dl‘, for each 7 =1, 2, 3. (1.43)
v 1%

Returning to (1.41), and combing it with (1.43), we obtain

0= / &Tz'jkfjl’kdl’ + / 5ijk< — fjmk + Tkj)dx = / é?ijkajd:L’, for each i = 1, 2, 3. (144)
\% \% \%

As a consequence,
eijkTjr = 0, for each i = 1,2, 3, (1.45)

which means that the tensor 7;; has to be symmetric.

Exercise. Modify the above computation to show that the stress tensor is symmetric
even if the fluid is not in an equilibrium.

We may now go back to the derivation of the Euler equations and proceed as before, the
difference being that the force term in the Newton second law is not —Vp but V - 7. This
will lead to the equation of motion

ou 1

—+u-Vu=-V. 1. (1.46)

ot P
As for the Euler equations, the evolution equation for the fluid velocity needs to be supple-
mented by the continuity equation

0

Piv. (pu) = 0. (1.47)
ot
Previously, we needed also to prescribe the equation of state — the relation between the
pressure and the density. Now, we need to postulate, or derive from physical considerations,
an expression for the stress tensor. We will decompose it as

Tij = —POij + Oij- (1.48)

The first term comes from the pressure — it leads to a force acting on a surface element in the
direction normal to the surface element. The second term comes from the shear stress, and
comes from the friction inside the fluid. It is natural to assume that it depends locally on Vu
— if the flow is uniform there is no shearing force. In order to understand this dependence,
recall that, given a flow

dX
dt

'From now we will use the convention that the repeated indices are summed unless specified otherwise.

—u(t, X(t), X(0)=a, (1.49)




the deformation tensor H;; = 0X;/0a; obeys

dt Oz,

Hoj, Hij(0) = ;. (1.50)

Therefore, the skew-symmetric part of the matrix Vu (locally in time and space) leads to a
rigid-body rotation and does not contribute to the shearing force. Hence, it is also natural to
assume that the shear stress o;; depends only on the symmetric part of Vu:

Oui auj). (1.51)

D, =k

J 2 aSL’j 81’2

In a Newtonian fluid, the shear stress depends linearly on the deformation tensor D;;:
o= L(D),

for some linear map L between symmetric matrices. The map L should not depend on the
point x and it should be isotropic: for each rotation matrix ) we should have

L(QDQ") = QL(D)Q". (1.52)
Exercise. Show that the above conditions imply that the map L has to have the form

with some constants A and p. These constants are called the Lamé parameters in the context
of the elasticity theory.
For an incompressible fluid, we have

TrtD =V -u=0, (1.54)
hence the stress tensor has a simpler form

We will make an additional assumption that g and A\ are constants that do not depend on
other physical parameters such as temperature, density or pressure. Then the force term
n (1.46) can be written as

Oty 0 Ou; — Ouy

— pd; — )+ A djk 1.56
V7= Gt = g [ (g + G XV ) (156
dp 0
= + pAug + (1 + X)m—(V - u).
ka Oxy,
This leads to the Navier-Stokes equations of compressible fluid dynamics
A
%—I—u Vu+ - Vp— MA@H—MV(V-U) (1.57)
ot p p p
ap
op 1.58
LV (pu) =0, (159
p=Flp). (1.59)



As with the Euler equations, the equation of state may also involve the temperature, and
then the evolution equation for the temperature should also be prescribed.

The incompressibility constraint V -« = 0, or, equivalently, the constant density ap-
proximation p = po, simplifies the system (1.57)-(1.59) to the incompressible Navier-Stokes
equations

ou 1 1

— +u-Vu+ —Vp=—Au 1.60
ot Po b Po ( )
Vu=0. (1.61)

Note that Euler’s equations are formally recovered from the Navier-Stokes equations by setting
the viscosity u = 0, or, equivalently, assuming that the shear stress vanishes.

From now on, unless specified otherwise, we will consider only the incompressible Euler
and Navier-Stokes equations.

Two-dimensional flows

We will sometimes consider the two-dimensional version of the Navier-Stokes equations, which
has exactly the same form as the three-dimensional equations (1.60)-(1.61) but with the fluid
velocity that has only two components: u = (uy,us), and, in addition, the problem is posed
for x € R?. These can be interpreted as the solutions of the three-dimensional Navier-Stokes
system of a special form u = (u;y(x1,x2), us(x1, 22),0) with the pressure p = p(x;, z5) — that
is, they are independent of x3 and the third component of the fluid velocity vanishes. It is
straightforward to check that, indeed, they satisfy (1.60)-(1.61) provided that @ = (uy,us)
satisfies

ou 1 1

—+u-Vau+ —Vp=—Au 1.62
ot Po b Po ( )
V-u=0, (1.63)

posed in R? and not in R3.

2 The vorticity evolution

The vorticity

An important role in the theory of fluids is played by the fluid vorticity. It is defined in terms
of the fluid velocity u(t, x) as a vector

w=-curlu =V xXu, w = ¢;0u, (2.1)

in three dimensions, and as a scalar

8u2 8u1
w = 91 92y (2.2)
in two dimensions. The two-dimensional vorticity can be understood as the x3-component of
the three-dimensional vorticity of the flow (uy(z1,22), ua(x1,x2),0) — the other two compo-
nents of the vorticity vanish for such flows.

The vorticity vector field in three dimensions is always divergence free:
V- w= sijk@-@juk = 0. (23)
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Vorticity conservation in two dimensions

Let us now compute the evolution equation for the vorticity in two and three dimensions.
In the two-dimensional case, we start with the Navier-Stokes equations (we will set the den-
sity po = 1 for simplicity from now on, unless specified otherwise)

% +u-Vu+ Vp =rvAu, (2.4)

and compute

8_w = 4 (VAu2 — % — ul% — u2%> — i(VAul — Op — ulaul — ugaul)
ot Oz 0xs 0xy 0o 0xs oy oxy 0o
A Ouy duy u182u2 _ OuyQuy u2 0%usy Ouy Ouy “ 0%uy (2.5)
0z, 01y 0x12  Oxy Oxa 0x10xs 019 01y 01,015
Ouy Ouyq 0%uy 0 Ouy Ouy 0 Ouy, Ou

D= Aw—u- Vw.

(3_&:28_:1:2 u28x22 - 8$1<85L’1 8:62 B U285L’2(8$1 B 81‘2

In the last step, we computed that

_8u1 8uQ _ 8uQ 8uQ i 8u1 8U1 1 8U2 8u1 . (‘3u1 (8U1 _ 8u2) X 8%2 <8u1 _ 8u2>
8x1 a$1 8x1 8x2 8x2 8961 8.1‘2 8.732 n 81’1 8.7}2 81‘1 8x2 aLL’Q 6.1‘1

=—-wV-u=0. (2.6)

The “miracle” is that in two dimensions the term we have calculated in (2.6), and which in
three dimensions will contribute to the vorticity growth, cancels out completely because of
the incompressibility condition. Thus, in two dimensions, the vorticity satisfies an advection-
diffusion equation

Ow
o +u - Vw = rvAw. (2.7)

This is very remarkable, as (2.7) obeys the maximum principle: with appropriate decay
conditions at infinity if (2.7) is posed in the whole space R?, or in the periodic case, we can
immediately conclude that

[Jw(t, Lo < flwoll e, (2.8)

where wo(x) = w(0, z) is the initial condition for the vorticity, as long as u(t, z) satisfies some
very basic regularity assumptions. Furthermore, in an inviscid fluid, when v = 0 the vorticity
is simply advected along the flow lines; solution of

ow
E—I—U-Vu}—o (2.9)
is simply
w(t, ) = wo(t, A(t, x)), (2.10)

where A(t,x) is the "back-to-labels” map for (1.1). This will help us later to prove the
regularity of the solutions of the Euler and Navier-Stokes equations in two dimensions, though
it will not imply the regularity immediately.
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The Biot-Savart law in two dimensions

Note also that the pressure term is nowhere to be seen in the vorticity equation (2.7). Thus,
in order to close the problem, we only need to supplement the evolution equation (2.7) for
vorticity by an expression for the fluid velocity w(¢, ) in terms of the vorticity w(t,z). To
this end, observe, that, as u(t,x) is divergence free, and the problem is posed in all of R?,
there exists a function 1 (t, z), called the stream function, so that u(¢, z) has the form

u(tv J}) = VL@Z)(t’ "L‘) = (_¢m2(t7x)a ¢$1 (t,[E)). (2‘11)

To see this, note that, because of the divergence-free condition for u(¢, x), the flow

v(t,x) = (uz, —uyq), (2.12)
satisfies 5 9
U1 V2
—_— = — 2.13
8@ 81’1, ( )

hence there exists a function (¢, z) so that v(¢,z) = V(t, x), which is equivalent to (2.11).
The vorticity can be expressed in terms of the stream function as

A = w, (2.14)

or, more explicitly,

wit.) = 5 [ Toalla — (e, (215)

Differentiating (2.15) formally, we obtain an expression for the fluid velocity in terms of its
vorticity
u(t,x) = Ky(x — y)w(t,y)dy, (2.16)
R2
with the vector-valued integral kernel

1 i) T
Ks(x :—(——,—). 2.17
20 = 2 T P p 210

Thus, the Navier-Stokes equations in two dimensions can be formulated purely in terms of
vorticity as the advection-diffusion equation for the scalar vorticity

Ow

— +u-Vw=rAuw, (2.18)

ot
with the velocity u(t,z) given in terms of w(t,x) by (2.16). A potential danger is that
the function Ks(x) is singular, homogeneous of degree (—1) in . Thus, it is not obvious
that (2.17) gives a sufficiently regular velocity field u(t, z) for the coupled problem to have a
smooth solution even if the initial conditin wy(x) = w(0, z) is smooth and rapidly decaying at
infinity. However, the ”1/2” singularity in two dimensions is sufficiently mild: writing (2.16)
in the polar coordinates gives (with 2+ = (—x9, 1))

_ 1 o) 2m
u(t,x) = % /}R2 %w(y)dy = %/0 /0 (— sin ¢, cos ¢)w(x1 —71 oS P, To — 1 sin @) dpdr,
(2.19)
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There is no longer a singularity in (2.19), and the expression for the velocity “makes sense”.

The system (2.16), (2.17), (2.18) is an example of an active scalar — the vorticity w(t, z) is
a solution of an advection-diffusion equation with the velocity coupled to the advected scalar
itself.

Vorticity evolution in three dimensions

The situation in three dimensions is very different. In order to compute the evolution equation
for the vorticity vector, first, note that the advection term in the Navier-Stokes equations can
be written as

6ui 3u1 8uj 8uj

) P = Ui = — , , 2.20
and that
(w X u)i = kWU = 5ijk5jmn(amun)uk - (5zn5km - 5zm5kn)(amun)uk
We used above the identity
EjikEjmn = (Szm(skn - (5m5kzm (222)
and anti-symmetry of €;;;. We see that
Juf?
u~Vu:w><u+V<T>. (2.23)
Therefore, the Navier-Stokes equations can be written as
Juf®
U + w ><u+V<T —|—p) = vAu. (2.24)
The formula
curlla x b) = —a-Vb+b-Va+a(V-b) —b(V-a) (2.25)
helps us to take the curl of (2.24), leading to the vorticity equation:
wi +u-Vw =vAw + V(t, z)w, (2.26)
with
V(t,z)w =w-Vu V--—% (2.27)
) - ) 1) T 830] . .
We can decompose the matrix V' into its symmetric and anti-symmetric parts:
1 1
V=D+Q, D:§(V+VT), Q:i(v—vT), (2.28)
and observe that, for any h € R?
1 1 1
Qijhj = 5[6]'&1 — @u]]hj = §3muk [61k5]m — 5im5jk]hfj = islijslkm((?muk)hj
1 1 1 1
= —éelijelmk(f)muk)hj = —§5lijwlhj = §€iljwlh]‘ = 5[&) X h]z, (2.29)
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that is,

Qh = 5 X h. (2.30)
The matrix €2 has an explicit form
1 0 —Ws3 Wo
Q== Ws 0 —W1 . (231)
2
—Wo w1 0

As a consequence, we have Qw = 0, thus Vw = Dw, and the vorticity equation has the form

we+u-Vw =vAw+ D(t, r)w, (2.32)
with L9 5
u; u;
Dy = - (2% L 2, 2,
R <8:I;j + 8@) (2.33)

The term Dw in the vorticity equation is known as the vortex stretching term, and it is maybe
the main reason why the solutions of the three- dimensional Navier-Stokes equations exhibit
such rich behavior and complexity. As we have done in two dimensions, it is possible to
express the velocity u(t, ) in terms of the vorticity — this relation is known as the Biot-Savart
law, leading to the “pure vorticity” formulation of the Navier-Stokes equations, but we will
postpone this computation until slightly later.

The evolution of the matrix D itself is obtained by differentiating the Navier-Stokes equa-
tions to get an evolution equation for the matrix V:

9 /0u; 0 [ 0u; Oy, Ou; 0%p ou,;
— (= m . = = vA—, 2.34
ai (ax) . (axj> Tz, 0y | 0moz, "o, (2:34)
which, in the matrix form is
oV
E+u-vv+vz+H:uAV, (2.35)
where H is the Hessian of the pressure. Taking the symmetric part gives
oD 9 9
— +u-VD+ D"+ Q"+ H=vAD. (2.36)

ot

An analogy to the Burgers’ equation

The vorticity equation (2.32) has a quadratic term in w in the right side. Such quadratic
nonlinearities may potentially lead to a blow up. This is easily seen on the simple ODE
example

2=z 2(0) = 2. (2.37)

Its explicit solution is

(2.38)
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If zy > 0, the solution becomes infinite at the time
te=—. (2.39)

At a slightly more sophisticated level, we can look at the familiar Burgers’ equation on
the line:
ur +uu, =0, u(0,2) =up(x). (2.40)

Its solutions develop a finite time singularity if the initial condition ug(z) is decreasing on
some interval. Such discontinuities are known as shocks. In order to make a connection to
the vorticity equation, note that the function w = —u, satisfies

wi + uw, = w?, w(0,7) = wo(x) = —uj(w). (2.41)

This equation is analogous to the vorticity equation with v = 0, except the nonlinearity has
a different form: D(w)w is replaced by w?. As in the case of the quadratic ODE (2.37), the
function w(t, ) becomes infinite in a finite time if there are points where wy(z) > 0. One
should mention that there are two regularizations of the inviscid Burgers’ equation (2.40):
first, adding a diffusive (dissipative) term gives the viscous Burgers’ equation

U + Uy = Vg, u(0,2) = ug(x), (2.42)

which has global in time smooth solutions if ug(x) is smooth. A natural question which we
may revisit later is why is the u,, term sufficiently regularizing? More precisely, one may
consider equations of the form

up + uu, = Au, u(0,2) = up(z), (2.43)

where A is a linear dissipative operator in the sense that
(Au,u) = /(Au(x))u(x)dx <0. (2.44)
R
If A commutes with differentiation, the “vorticity” equation will have the form

Wi+ uwy = Aw +w?, w(0,7) = wo(x) = —uy(w). (2.45)

Then, the dissipative effect of Aw will compete with the growth caused by w? in the right
side. The issue of when the dissipation will win is rather delicate — we will revisit it later if
we have time.

There is a different approach to the blow up in the Burgers’ equation that illustrates a
general strategy of trying to control integral functionals of the solution rather than solutions
themselves. Let us consider, for simplicity, the solution of the Burgers’ equation on the line
with a periodic initial condition wug(z):

up(x + 2m) = up(x).

Then the solution of
u +uu, =0,  u(0,x) = up(z) (2.46)
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will stay periodic for all £ > 0 (as long as it exists):
u(t,z + 2m) = u(t, x). (2.47)

If, in addition, the initial data is odd: ug(—x) = —ug(z), then solution remains odd as well:
we have u(t,x) = —u(t,z) for all ¢ > 0. This means that, as long as the solution remains

smooth, the functional
Tt
L{t) = / ut2) g, (2.48)

T

—T

is well-defined and finite — the function u(t, z) vanishes at x = 0. Differentiating L(¢) in time

gives
™ ™ ™ 2
dL(t) :/ w(ta) _/ L de _1/ w(te) (2.49)

dt U X 2 ). a2
The Cauchy-Schwartz inequality implies that

L2(t) = </W “(t"”)dx)Q <or /W o)), (2.50)

T 2

—T —T

Hence, the function L(t) satisfies a differential inequality

dL 1
— < ——L*1). 2.51
dt — A4r ®) ( )
Integrating this inequality in time gives
1 1 t
—_ < —— 2.52
Hence, we have
47TLO
L(t) < ——. 2.53

We conclude that if Ly < 0 then L(t) = —oo at some time t < —47/ Ly, thus solution may not
remain smooth past this time. The condition that Ly < 0 distinguishes between the initial
data that “look like” ug(x) = sinz and like ug(x) = —sinz. The latter is decreasing at x = 0,
hence the shock is expected to form there, thus it is reasonable to expect that L(t), which
has x in the denominator in the integrand, will blow-up. On the other hand, the former is
increasing at = 0, thus the shock would not form there, and L(¢) should not capture the
singularity formation. A different functional should be considered to capture the blow-up.
Another very interesting regularization of the inviscid Burgers’ equation is via dispersion:

Up + Uy = Plger, w(0,2) = up(z). (2.54)

This is the Kortweg-de Vries equation which describes a regime of the shallow water waves. Its
mathematics is incredibly rich and is connected by now with nearly every area of mathematics.
If we have time, we will go back to it as well. For now, we just mention that solutions of (2.54)
also remain smooth for all ¢ > 0 provided that wug(x) is, say, a smooth rapidly decaying
function. However, the mechanism for regularity is not dissipative but rather dispersive — the
high frequencies spread faster, hence an oscillation will ”fly away towards infinity very fast”,
and there u is small, hence the nonlinearity does not play a big role there. On the other hand,
the balance between dispersion and nonlinearity leads to extremely interesting effects.
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Flows with spatially homogenous vorticity
As an example, we consider flows that have a spatially uniform vorticity w(t). Let us choose

a symmetric matrix D(t) with TrD(¢) = 0, and a vector-valued function w(t) # 0 such that

d
é%:D@Mﬂ,Mm:w@ (2.55)
We also define the anti-symmetric matrix Q(t) via (2.31), so that

1
Qt)h = éw(t) X h, for any h € R3, Qi = & jwim. (2.56)

A direct computation, using the symmetry of D, the assumption TrD = 0, and (2.31), gives
Q+ DQ+ QD =0. (2.57)

The observation is that the flow
1
u(t,z) = iw(t) x x+ D(t)x (2.58)

gives an exact solution of the three-dimensional Euler and Navier-Stokes equations, with the
vorticity curlu = w. Indeed, first, as the trace of D(t) vanishes, both components in (2.58)
are divergence-free:

V-u= 8j(5jklwkxl) + 8j (D]kxk) = 6jklwk5ﬂ + Djkéjk =0. (259)

Moreover, the second term in (2.58) is the gradient of the function (1/2)(D(t)z - z), hence its
vorticity vanishes, while identity (2.25) means that

1 1 1 1 3
curlu = —curl(w(t) xz) = ——w-Vo+ -w(V-2) = ——w + —w = w. (2.60)
2 2 2 2 2
Next, we compute
1 )
up = éw x x + Dz, (2.61)
and . .
8juk = éf)j(gkmnwmxn) + @(kaxm) = égkmjwm + ij, (2.62)
so that 1 ]
u- Vuk = ujﬁjuk = §6kmjujwm + Ujij = 5{,0 X u + Du. (263)
Putting these equations together and using (2.56) leads to
L. : 1 1. :
ut—l—u-Vu:5wxx+D:c+§wxu+Du:§wxx+Da: (2.64)

1 1 1
+§w>< <§wxx+D:v>+D<§w><x+Dx>

= (D4 Q4+ Q>+ D?*+DQ+ QD)x = (D + Q> + D¥)x = —Vp(t, z)
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We have used (2.57) in the next to last equality above. The pressure is given explicitly by

1,0D
t,x) = ——(— D? Q2>x - . 2.65
plt,z) =—5{ 5 +D°+ (2.65)
We conclude that, given any symmetric trace-less matrix D(t), we may construct a solution
of the Euler equations as above.
Example 1. A jet flow. As the first example of using the above construction, we may

take wy = 0, so that w(t) = 0 and D(t) = diag(—v1, =2, 71 + 72) with 71,72 > 0. The flow is
u(t,z) = (=1, =222, (11 + 12)2s)- (2.66)

The particle trajectories are
X(t,a) = (e May, e ay, M2y, (2.67)

and have the form of a jet, going toward the x3-axis, and up along this line for x5 > 0, and
down this direction for x3 < 0.
Example 2. A strain flow. Consider D = diag(—v,~,0) with v > 0, and, once again,
vorticity w = 0, so that

u(t,z) = (—yw1,y22,0). (2.68)

Then the particle trajectories are
X(t,a) = (e "y, s, az). (2.69)

The particle trajectories stay in a fixed plane orthogonal to the xs-axis and are stretched in
this plane: nearby two particles starting near the x;-axis with as > 0 and ay < 0 will separate
exponentially fast in time.

Shear layer solutions

Here, we will generalize the second example above: we will be looking at flows of the form
generalizing (2.68):
U(t7.17> - <_7$17’7$2»w(t7$1)), (270)

that is, the third flow component depends only on x; and ¢. Such flows satisfy the Navier-
Stokes equations with the pressure p(¢, x) = v(z3+13)/2, provided that the vertical component
of the flow w satisfies a linear advection-diffusion equation

ow ow 0*w
—_— — — = . 2.71
825 T 01’1 VafElQ ( )
The vorticity is given by
ow
t,x) =(0,—=—,0 2.72
o(t,) = (0.~ 5.0) (2.72)
and its second component w = —w,, satisfies (after dropping the tilde)
2
Ow Ow 0*w . (2.73)

ot or, T Von,?
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Here, we see clearly the three competing effects in the vorticity evolution: the diffusive (dis-
sipative) term vw,, ., the convective term —vyzjw,, and the vorticity growth term ~yw. It is
instructive to look at the three effects in this very simple setting.

First, let us note that when v > 0, the vorticity equation (2.73) admits steady solutions:

—yrw' = vd" + . (2.74)
Indeed, setting y = Az leads to
—yy@, = Ny, + Yo, (2.75)
thus, choosing A = \/'y/_z/, we arrive at
— YWy = Wyy + @. (2.76)
This equation has an explicit steady solution
wly) =e v/ (2.77)
hence a steady solution of (2.74) is
w(xy) = e /), (2.78)

Such solutions do not exist when v = 0 — they are sustained by the stretch, and are localized
in a layer of the width O(4/v/7) around the plane {z; = 0}. They may also not exist at zero
viscosity: if ¥ = 0 then (2.74) has no non-trivial bounded steady solutions — thus, they are a
result of a balance between the stretch and the friction.

Equation (2.73) can be solved explicitly. Fitst, writing

w(t,z) =e"z(t, 1) (2.79)

gives

ot "or,  Vox?

Next, making a change of variables:

(2.80)

2(t,x) = n(r(t),ez;) (2.81)

with the function 7(¢) to be determined, leads to

0 ) ) o
Ta—z + 767%16—2 - 7$167t8—2 = 1/62%6—&727. (2.82)
Taking
F = e, (2.83)
or

T(t) = i(e%ﬂ - 1), (2.84)



leads to the standard heat equation

2
%:g—g, T>0, £ €ER, (2.85)

with the initial condition 7(0, ) = wo(§). Therefore, the vorticity is

wt,z)) =€ / G(%(e%t — 1),z — y)wo(y)dy, (2.86)

where G(t,z;) is the standard heat kernel:

1
G(t, 1) = ﬁe—lfclﬁ/w). (2.87)

Let us look at the long time behavior of vorticity:

w(t, ) = e”t(@(eht — 1)) _1/2/exp{ - M}wo(y)dy (2.88)

27 (et —1)

1/2 )
S o) = (L) o=l 2/ (2v) / wo(y)dy.

2mv

provided that the initial vorticity wy € L'(R). Thus, the vorticity is localized as ¢ — +o00
around x; = 0, in a layer of the width O(y/v/v), and its long time limit is a multiple of the
steady solution (2.78).

The Biot-Savart law
We now return to the vorticity equation in three dimensions
wi+u-Vw=rvAw+w - Vu. (2.89)

Our goal is to derive an expression for the velocity u in terms of the vorticity w, so as
to formulate the Euler and Navier-Stokes equations purely in terms of vorticity. In two
dimensions, this was done using the stream function, solution of

A = w, (2.90)
with u given by
U=V = (=g, ¥s,), (2.91)
or, equivalently,
ut,z) = | Ka(z —yw(y)dy, (2.92)
R
with the vector-valued integral kernel
1 T I
Kafr) = (= oy, )
0= 9\ " G e (299



In three dimensions, given a divergence-free vector field w(z) we need to find a divergence-
free vector field u(t, x) so that

Vxu=w, V-u=0. (2.94)
Attempting the same strategy as in two dimensions, we define the stream vector ¥ via
Ay = w, (2.95)

and
u(z) = =V x ¥(z). (2.96)

Note that, as V - w = 0 by assumption, we have
A(V -) = 0. (2.97)

Hence, if we assume that V -4 is bounded, then V-4 = 0, and v is also divergence-free. The
flow u defined by (2.96) is divergence-free: V - u = 0, and

[V X U]z = €ijk3juk = _gijkajgkmnamwn = —€m'j€kmnajam¢n = —(5im(5jn - 5m5jm)ajam¢n
= —0,0;0; + Ay, (2.98)

that is, w is the vorticity of u:
Vxu=-V(V-Y)+A)p=uw. (2.99)

We have an explicit expression for the stream-vector ¢ (z) as the solution of the Poisson
equation (2.95):

v = -4 [ e (2.100)

—— w
AT Jps [ =y

The velocity is then given by

ui(z) = ﬁ /R3 5ijkaj(ﬁ>wk(y)dy = —i /R3 5ijkﬁwk(y)dya (2.101)
so that
u(zr) = % . K(x —y) x w(y)dy, (2.102)
with 1 2
K(z) = RS (2.103)

As in the two-dimensional case, the integral operator defining u(z) in terms of the vortic-
ity w(z) is not “really singular” — the singularity of the 1/|z|? type is cancelled in three
dimensions by the Jacobian if we pass to the spherical coordinates. However, unlike in two
dimensions, the vorticity equation in three dimensions

w+u-Vw =vAw+w - Vu, (2.104)
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involves not only u(z) but also the gradient Vu. Formally differentiating (2.102) leads to
(this identity is not quite correct because of the singularity of the integrals involved)

Vu(z)” =" | VK(z—y)xw(y)dy. (2.105)
R3
The integral kernel VK () in (2.105) has the singularity of the type z/|x|*, which can not be
simply cancelled by the Jacobian in three dimensions if we pass to the spherical coordinates.
Integral operators with a singularity of this type are known as singular integral operators,
and we will deal with them in some detail later, leaving for now the vorticity equation on a
formal level.

3 The conserved quantities

We will now discuss the physical quantities conserved by the Euler and Navier-Stokes equa-
tions. They are important both from the physical and mathematical points of view — a system
that possesses sufficiently regular integrals of motion will not have irregular solutions if the
initial condition is smooth. As we will see, the integrals of motion for the fluid equations are
often insufficient to deduce the existence and regularity of solutions.

Kelvin’s theorem

Consider a smooth, oriented, closed curve Cp, and let C'(¢) be its image under a flow u(t, z):

Ct) ={X(t,a): ae Oy}, (3.1)
with iX
T u(t, X), X(0,a)=a. (3.2)
The circulation around C(t) is
Lo = % u(t,z) - de, (3.3)
o)

where df is the length element along I'(¢). Let us parametrize the initial and evolved curves
as

Co={y(s), 0<s <1}, C@t) ={X(t,7(s)), 0<s <1}, (3.4)

then the length element along the evolved curve has the components (prime denotes the
derivative with respect to the parametrization parameter s)

6‘<j /
= dS, 3.5

or C'(t,s) = H(t, X (t,7(s))y (s), with the matrix

dr,

8X1 (t, Oé)

Hij(t,X(t,a)) = aa' s
J
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which, as we recall, satisfies (1.3)

— = (VuH, (3.7)

Now, we may compute

d d [t , - | B
i fo "1 E/o ult, X (8, %()) - (Hy )dsz/o (i HY') + (u- HA')|ds
:/0 [(ue +u-Vu) - Hy') + (u- (VuH)y')lds (3.8)

235 (ug +u - Vu) -d€+y§ (Vu)tu - de.
C(t) C(t)

If u satisfies the Euler equations, we have for the first term in the last line above:

% (ut+u-Vu)-d€:—§£Vp-d€:0. (3.9)
c(t)
The second term can be written as
2
§£C ST =g %ukdej - ;é i v(%) Ldl =0, (3.10)

We see that

d

7 ” u(t,x) - dl = 0. (3.11)

This is Kelvin’s theorem for the Euler equations: the circulation of the flow along a curve
that evolves with the flow is preserved in time.

Conservation of the total velocity and vorticity

If u is a divergence-free velocity field, and ¢ is a scalar function, and both of them decay
sufficiently fast at infinity, we have

/ (- Vo) = - / (V- w)édz — 0. (3.12)

Therefore, integrating either the Euler or the Navier-Stokes equations with solutions that
decay rapidly at infinity, we conclude that

d
— dz =0 3.13
dt Rnu e (3:13)

both in two and three dimensions. The same identity implies that in two dimensions the total
vorticity is preserved: integrating (2.18), we obtain

d

— | wdzx = —u/ Awdz — / (u-Vw)dz = 0. (3.14)
dt R2 R2 R2
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However, in that case we know more: any regular solution of (2.18) can be decomposed as

w=w(t,r) —w (tz),
where w* are the solutions of (2.18) with the initial conditions wi (z), respectively. It follows
that
|lw|dz < / wh(t,z)dx —|—/ w(t,z)de = [ |woldx, (3.15)
R2 R2 R2 R2
that is, not only the integral of the vorticity is preserved but its L'-norm does not grow in
two dimensions.
In addition, for the solutions of the Euler equations in two dimensions, vorticity satisfies

the advection equation
w+u-Vw =0. (3.16)

Therefore, not only the integral of the vorticity but all LP-norms of w are preserved, with
any 1 < p < oo

w(t, 2)|Pdz = / lwo(2)|Pdz. (3.17)
R2 R2
In three dimensions, the vorticity vector satisfies (2.104). Integrating this equation leads
to d
— | widx = / (w- Vu;)dzr =0, (3.18)
dt R3 R3

since w(t, x) is also a divergence-free field. Thus, the total integral of the vorticity is preserved
also in three dimensions. However, conservation of the LP-norms does not follow, and vorticity
may grow.

Evolution of energy, dissipation and enstrophy

The kinetic energy of the fluid is

B(t) = % / Jut,2) (3.19)

Differentiating in time, assuming that solutions are smooth, gives

dE s
o /n(u cug)dr = /n(_ujuka_.:; —u- Vp+ vu;Au;)de

Juf” 2 2
=— [ (u- V(T +p> —v [ |Vul*de =—v [ |Vul“dz. (3.20)

Therefore, the energy of the solutions of the Euler equations (v = 0) is preserved in time:
E(t) = E(0), (3.21)
while the energy of the solutions of the Navier-Stokes equations is dissipating:

dE

- = —vD(t), (3.22)
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where D(t) is the enstrophy
D(t) = [ |Vu|*dz. (3.23)
]Rn
The enstrophy can be expressed purely in terms of vorticity using the identity

W] = ijrimn(0ur) Omtin) = (8;mOkn — OjnOkm) (O5ur) (Omttn) = [Vul* — (jur) (Oguy). (3.24)

Note that
/ (Ojug) (Ogu;)dr = —/ ug(OR0;u;)dx = 0. (3.25)

We used the incompressibility condition on u in the last step. This implies that the enstrophy
for a divergence-free flow is
D(t) = | |w|’dz. (3.26)
R?’L

Therefore, large vorticity leads to increased energy dissipation — this, however, does not
automatically lead to regularity.

An important comment is that the above computations assume that the solution wu(¢, x)
of the Navier-Stokes equations is sufficiently smooth. The possibility of energy dissipation as
the solutions potentially develop a singularity is an extremely important open question.

Conservation of helicity

The helicity of a flow is
H= [ (u-w)dx. (3.27)
R3
This definition is non-trivial only in three dimensions, as in two dimensions we have, for any
incompressible flow,

B aUQ aul o 8u1 1 8(%%)
/Rz wwdr = /Rz ul(@xl 83:2)6135 N /R2 u2<6x1 + 2 0x9 )dac

1
! / 02—y =0, (3.28)

2 R2 (9.1'2

with a similar computaiton for us. In three dimensions, however, helicity is a non-trivial
quantity, and, for the solutions of the Euler equations, we may compute

dH

dt R3
We have
u - w+ (u-Vu) - w+w-Vp =0, (3.30)
and
u-wi+ (u-Vw) - u=u-(w-Vu). (3.31)

The last term in (3.30) integrates to zero since V - w = 0:

/ (w- Vp)dx = 0. (3.32)
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The other terms lead to

dH
R3

1
= —/ (—ukUjaij + ukujajwk + §|U|28kwk)dl' = 0. (334)
R3

Here, we have integrated by parts in the first term in the right side and used incompressibility
of u to show that the first two terms in the right side cancel each other, while the last term
vanishes after integration by parts because V - w = 0. Thus, helicity is preserved for the
solutions of the Euler equations. In particular, the velocity field and the vorticity can not be
"too aligned” in any growth or blow-up scenario for the Euler equations.

4 The Constantin-Lax-Majda toy model

The formulation of the model

In order to appreciate the difficulties of the problem of the regularity for the solutions of the
Euler and the Navier-Stokes equations, and in particular, focus on the effect vortex stretching
term, we consider here a toy model studied by Constantin, Lax and Majda in 1985. The
vortex stretching term in the three-dimensional vorticity equation for the Euler equation

w+u-Vw =w- Vu, (4.1)

has the form (2.105) — once again, it should not be taken too literally because of the singularity
in the integral,

Vu(z)” =7 /RS VK(z —y) x w(y)dy, (4.2)
with o
K(z) = “In P (4.3)

The Constantin-Lax-Majda model aims to imitate three important properties of the right side
in the vorticity equation (4.1): first, it is quadratic in w, second, its integral vanishes:

/ w - Vu dz = 0. (4.4)
R3

The third feature is that the kernel VK (x) has the singularity of the type z/|z|*, which
is of the kind z/|z|"™ in n dimensions that is ”barely non-integrable”. Integral operators
with such kernels are known as Calderon-Zygmund operators. Constantin, Lax and Majda
considered a one-dimensional model, with an analogous singularity in one dimension

Ow(t, x)

—=H R 4.
5 ww, =R, (4.5)
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with the initial condition w(0,z) = wy(x). Here, H(w) is the Hilbert transform, a singular
integral operator in one dimension:

Hlwl(z) = 1PV, /R “W) 4 (4.6)

s r—y

The principal value above is understood as

H)(@) = 2tim [ 20 =0)g, 2 /|>1 A=) gy 4 -/ Wz - y; —9@) gy (47)

Tl Jiyse Y m y T

The singularity 1/z in the kernel of the one-dimensional Hilbert transform is analogous to
the singularity z/|z|* in three dimensions that appears in the kernel VK in (4.2): both are
odd, and their size is 1/|z|".

The toyest model of all

Before proceeding with the analysis of the Constantin-Lax-Majda model, let us pause and
see what would happen if we would consider the simplest model that would preserve only the
quadratic nature of the nonlinearity in the vorticity equation:

dwiitt,x) =w(t,z), w(0,2)=wy(x), =R (4.8)
Its explicit solution is
wo()
t = 4.9
wit,z) 1 — two(z) (4.9)

If there exist x € R so that wp(x) > 0, this solution makes sense until the denominator
vanishes, that is, until the time

1

T. = inf
wo ()

: wo(x) > 0. (4.10)

Let us assume that the function wy(x) attains its maximum at © = x,,, so that T, = 1/wo(z,,).
The function w(t, z) at the time ¢t = T, has an asymptotic expansion near the point z = x,,:

wo(z) wo(Tm)

w(TC’ l’) - 1— Tch(ZL') - _(TC/Q)W{)/(ZBW)(:B - $m)2 '

(4.11)

Thus, the function w(t, ) blows up at the point x,, and the blow-up profile is O(z — x,,) 2.

As a consequence, all LP-norms of w(t, x) blow up as well:

/ lw(t, z)|Pde — 400 as t 1T, (4.12)
R

¢

for all p > 1. Moreover, if we define the “velocity” as

ot ) = / " wlty)dy, (4.13)

—00
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then v(t,z) also blows-up at the time T, and its blow-up profile is O(z — z,,)~!. Therefore,
the LP-norm of the velocity blows up as well:

/ lv(t,x)|Pde — +oo as t T T, (4.14)
R
for all p > 1. In particular, the kinetic energy blows up:
/ lv(t, z)|?dx — +oo as t 1 T... (4.15)
R

This is in contrast to the energy conservation in the true Euler equations. Thus, the toy
model (4.8) can not be even “toyishly” correct.

The Hilbert transform

In order to understand the Constantin-Lax-Majda model, let us first recall some basic prop-
erties of the Hilbert transform and its alternative definition in terms of complex analysis.
Given a Schwartz class function f(z) € S(R) define a function

u(z,y) = / 2T f ()M de, y > 0, a € R.
R

Here, the Fourier transform is defined as

fi6) = [ e medn, @) = [ feeme (1.16)
The function u(x,y) is harmonic in the upper half plane:
Ayyu=01in RZ =R x (0, +00),
and satisfies the boundary condition on the line y = 0:
u(z,0) = f(z), xe€R.
We can write u(z,y) as a convolution
u(x,y) = Pyx f = | Py(x—2a")f(z")da',

with

and

< , 1 1 Y
P _ 2my|€| 27rz§xd — — .
() /_oo c ‘ ¢ 27 (y — ix) * 2n(y +ix)  w(x? + y?)

Next, set z = z 4 1y and write
A 4 0 , 0o B
u(z) = /Re%rylilf(g)e%rzxgdg — /0 f(£)€27rlz£d£ +/_ f(f)627m£df.
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Consider the function v(z) given by

o0 ~ . O ~ o
— / f(g)e%rzz{dg _ / f(€)627r7,z§d§‘
0 —00

Note that, as f(z) is real-valued, we have f(£) = f(—¢), thus v(z) is real-valued:

0o
/ f 2wzz§d§+/_ f'(g)e—%riz{dg
0 o) 0
— F(—&)e2m% g F(_g)e2mizE g — F(E)e2mi# g _ FE)e2mi%
/0 flrgetass [ frgermtas = [ foemie- [ foema
= w(z)

Moreover, as the function

+ ZU / f 2mz§d£

is analytic in the upper half-plane {Imz > 0}, the function v is the harmonic conjugate of w.
It can be written as

mw:14«4%maw*wmﬂ@ém“%=w%*ﬂ

with R
Q&) = —isgn(€)e >, (4.17)
and -
_ . —2myl¢| 2Trz£md 1 z
Q@) =i [ san(e)e f=
The Poisson kernel and its conjugate are related by
P) +iQy(r) = —— s =
r)+1i1Q,(r) = ——m— = —
Y Y m(x+1y) inz’
which is analytic in {Imz > 0}.

In order to consider the limit of @), as y — 0, we relate it to the principal value of 1/x
defined as in (4.7): it is an element of the space S’'(R) of the Schwartz distributions, defined
by

—¢(0
Ly [ Gy [ 0@ =00, [ o)

30 €0 Jizj>e T |z|<1 x lz[>1 T

dz, ¢ € S(R), (4.18)

which is well-defined for ¢ € S(R). The conjugate Poisson kernel (), and the principal value
of 1/x are related as follows.

Proposition 4.1 Let @), = 55 then for any function ¢ € S(R)

T2+

lP. Vl(cb) =lim | Q,(z)¢(x)dz.

™ z y=0 Jr
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Proof. Let 1

Py(x) = ;Xy<|m|($)
so that
P 2(0) = tim [ y(a)of
Note, however, that

[ Q@) - wtepotars = [ S as /| |>y@dx

x? + y? T
9(z) 1
= /|x<y ; jEy dx + /96|>y [—3:2 _a; 7 — ;] ¢(x)dx (4.19)
_ zp(xy) yo(x) vo(ay) o(zy)
- /|x<1 RN /|w|>y @+ )" /|x<1 1 /|w|>1 @D

The dominated convergence theorem implies that both integrals on the utmost right side
above tend to zero as y — 0. O

It is important to note that the computation in (4.19) worked only because the kernel 1/x
is odd — this produces the cancellation that saves the day. This would not happen, for instance,
for a kernel behaving as 1/|z| near x = 0.

Thus, the Hilbert transform defined as

1 _
Hi@) = 2im [ 1229, (4.20)
T e—0 ly|>e Yy
can be also written as
Hf(zx) = lin% Qy * f(x). (4.21)
Yy—>

In other words, we take the function f(x), extend it as a harmonic function u(zx,y) to the
upper half-plane, and find the conjugate harmonic function v(z,y). Then, H f(z) = v(x,0),
the restriction of v(z,y) to the real axis. It follows from (4.17) that

HF(€) = m Qi) f(€) = —isen(€)/(£). (4.22)
Therefore, the Hilbert transform may be extended to an isometry L?(R) — L?(R), with

[Hfllz = [Ifllz2, H(HS) =~ (4.23)

and

@9z =~ [ ) (4.24)

Back to the Constantin-Lax-Majda model

Let us now return to the CLM model

wy = Hwlw, w(0,2) = wy(x). (4.25)
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The term H|w]w in the right side of (4.25) is similar to the vorticity stretching term Dw in
the true three-dimensional vorticity equation in the three aspects we have discussed above,
below (4.3). It is quadratic in w, it follows from (4.24) that the operator H is skew-symmetric:

/RH[w] (x)w(x)dx =0, (4.26)

so the right side of (4.25) integrates to zero, as in (4.4), and the kernel 1/x has the correct
singularity — it is odd and of the size 1/|z|" (where n is the dimension). It follows from (4.26)
that the integral of the solution of the toy model (4.25) is preserved:

d

7 Rw(t, z)dzx = 0. (4.27)

Given a function ¢, let us now use the “complex analysis” definition of ) = H|[¢], and
set u(z,y) and v(z, y) so that the function f = u+iv is analytic in {y > 0}, with the boundary
values u(x,0) = ¢(x), v(z,0) = (). As we may write

—if? = 2uv +i(v? — u?), (4.28)

it follows that the harmonic conjugate of uv is (v? — u?)/2. Restricting this identity to the
real line gives

1 1
H(¢H[g)) = 5(H[9])" — 50 (4.29)
Applying the Hilbert transform to the toy vorticity equation gives then
d 1 w?
—Hw] = =(H[w])? — =. 4.
CHIW] = S(H]) - % (430
Therefore, the function
w(t,x) = Hw|(t, x) +iw(t, ) (4.31)
satisfies the simple quadratic ODE
dw 1 1 1
YW LI — 0 4 iH Wl = . 4.32
o = 5] - ju +if[wlw = Sw (4.32)
Hence, the function w(t, x) is given explicitly by
wlt,z) = “’10@ . (4.33)

Taking the imaginary part of (4.33) gives an explicit formula for the solution of the toy
vorticity equation:

wo(w) oy 2(H|wo](x) + iwo(2))
1 — Ltwy(x) 2 — t(H[wo(x) + iwo(z))
2(H[wo)(z) + iwo())(2 — tH|wo () + itwo(x))
(2 = tH[wo](x))? + *(wo(x))?
two () H[wo](z) + wo(x)(2 — tH[wo](x)) 4w ()

=2 (2 — tHwo](x))? + 12(wo(x))? = (2 = tH[wn] (2))? + 2w (1)) (4.34)

w(t,z) =Im

=Im
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The explicit formula

4wy ()

) = 5 o] (0)? + @)

(4.35)

gives an explicit criterion for the solution of the vorticity to exist for all times £ > 0. Namely,
the solution w(t, z) exists and remains smooth provided that there does not exist a point x € R
so that both wy(x) = 0 and H]wo|(z) > 0. The explicit breakdown time for a smooth solution

is then
2

Hlwo)(z)

As an example, consider wy(z) = cosx, so that H|wp|(x) = sinz, and

T.= inf{ wo(z) =0, Hlwo|(z) > O}. (4.36)

4coszx 4coszx

tx) = = '
w(t,r) (2—tsinx)? 4+ t?cos?x  4+1%2—4dtsinx

(4.37)

The breakdown time T, = 2, at the point x = 7/2, and the corresponding “toy velocity” is

2

¥ 1 t
v(t,z) = / w(t,y)dy = Zlog(l + o tsinz). (4.38)
0

Therefore,

/7r lw(t, z)|Pdz — +o0 (4.39)

™

ast 1T, for any 1 < p < 0o. On the other hand, the LP-norms of the velocity stay finite:

/ lv(t, z)Pdx — M, < +o0, (4.40)

for all 1 < p < +o00, as t —71 T.. In particular, the kinetic energy does not blow-up at the
time T:
/ lo(t, z)Pdw — My < +o0, (4.41)

—T
This is in contrast to what happens in the “most toyest” model (4.8), where, the kinetic
energy blows up at the blow-up time. Thus, while the Constantin-Lax-Majda model does
not necessarily capture the physics of the Euler equations, it provides a “reasonable” one-
dimensional playground.

5 The weak solutions of the Navier-Stokes equations

We will now start looking at the existence and regularity of the solutions of the Navier-Stokes
equations. In order to focus on the less technical points, we will consider the periodic solutions
of the Navier-Stokes equations:

u +u-Vu—vAu+ Vp = f(t,x),
V-u=0, (5.1)

u(0, z) = uo.
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Here, f is the forcing term, and wug(z) is the initial condition. We assume both to be 1-periodic
in all directions: f(t,z +¢€;) = f(t, ), uo(x + ;) = up(z), with j =1,2 in R? and j = 1,2,3
in R3. We will look for periodic solutions of (5.1) in R™, n = 2,3.

Note that if f = 0 then the integral of u is conserved if f = 0:

(u) = /n u(t, z)dx = 0. (5.2)

Here, T" = [0,1]" is the unit period. When f # 0, (5.2) holds, provided that (f) = 0 for

all t > 0. Generally, we have a separate equation for (u):

d{u)

S =), (53)

hence @(t) = (u(t,-)) is explicit:

Then, we set

and observe that

satisfies
v+ v-Vo—vAv+ Vp = g(t, z),,
v(0,x) = vy,

with

g(lf,l’) = f(lf,$ + X(t)) - <f(ta )>a

so that both vg(x) and g¢(t, z) are still 1-periodic in x, and (g(t,-)) = 0 for all ¢ > 0. Thus,
we may assume without loss of generality that (f) =0, and (5.2) holds.

The two and three dimensional cases are very different. In two dimensions, we will be
able to show existence of regular solutions for all ¢ > 0, provided that the forcing f(¢,z) and
the initial condition ug(x) are sufficiently regular. On the other hand, in three dimensions,
we will only be able to show that there exists a time 7, that depends on the force f and the
initial condition wuy so that the solution of the Navier-Stokes equations remains regular until
the time T.. However, if the initial data and the forcing are sufficiently small (in a sense to
be made precise later), then solutions of the Navier-Stokes equations remain regular for all
times ¢ > 0. This will be shown using the dominance of diffusion over the nonlinearity for
small data.
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The weak solutions

The distinction between two and three dimensions is less dramatic if we talk about weak
solutions. As is usual in the theory of weak solutions of partial differential equations, the
definition of a weak solution of the Navier-Stokes equations (5.1) comes from multiplying it
by a smooth test function and integrating by parts. First, we note that any test vector field 1
can be decomposed as a sum of a gradient field and a divergence-free field:

() = o(x) + Vn(z), (5.5)

with V- ¢(x) = 0. This is known as the Hodge decomposition. In the periodic case it is quite
explicit: write ¢(z) in terms of the Fourier transform

U(x) = e’ (5.6)

kezn
s (- ) (- k)
k* 2mik-x k* 2mik-x
= ~r = ——k . 5.7
oo = 3 e v = 30 ke (57)
kEZn k0 kEZ™ k£0
Then, the Fourier coefficients of the difference
w -k Tik-x
o) = (@)~ V) = Y (o — LBy 5.9
||
kEZ™ k£0
are (s B)
o 2mik-x _ k-
Oa) = D e’ G =y — rk (5.9)
kezn
They satisfy
or k=0, (5.10)
thus the vector field ¢(z) is divergence-free:
V- ¢(z) = 0. (5.11)

Let now u(t, z) be a smooth solution of the Navier-Stokes equations

ug +u-Vu+ Vp=vAu+ g, (5.12)
V.u=0. (5.13)

We will also decompose the forcing term
g=f+V(with V- f=0. (5.14)

The first observation is that if we multiply (5.12) by Vn(x) and integrate, then we simply
get the Poisson equation for the pressure. Indeed, if w is a smooth periodic vector field,
and V- w = 0, then

/n w(z) - Vn(z)dr = — /n n(x)(V - w)(x)dx = 0. (5.15)

34



It follows that
/ (ug - Vn)dx = / (Au - Vn)dx = 0. (5.16)
For the pressure we have:

/H(Vp - Vn)dr = — /n pAndz, (5.17)

while for the nonlinear term we get, after an integration by parts, using the divergence-free
condition on wu:

/n((u -Vu) - Vn)dz = /n w; (0jur)Opnde = —/ ujug(0;0kn)dx. (5.18)

n

We deduce that, for any test function n(z), we have
/ (pAn + wjug(9;0kn)dx = / g-Vn= [ V(C-Vn (5.19)
n n Tn

This is the weak form of the Poisson equation
—Ap = (O5ur)(Oku;) — AC. (5.20)

On the other hand, when we multiply (5.12) by a divergence-free smooth vector field w(x),
the pressure term disappears:

/ (w- Vp)dx =0, (5.21)

and the nonlinear term may be written as

/n((u -Vu) - w)dr = /n w; (Ojup)wpdr = — /n uju0jwydz. (5.22)

Thus, if w is a C*°(T") periodic divergence-free field, integration by parts gives

/ o w0~ wgugdyude = v / (- Aw)d + / (f e (5.23)

For now, we say that u(t,z) is a weak solution of the Navier-Stokes equations if (5.23) holds
for all periodic smooth divergence-free vector fields w(z). A little later, we will make this
notion more precise, setting up the proper spaces in which the weak solutions live, and relaxing
the C'*° assumption on the test function.

The Galerkin approximation

In order to construct the weak solutions, we will consider the Galerkin approximation of
the Navier-Stokes equations. In the periodic case, this is equivalent to the projection of the
equations on the divergence-free Fourier modes with |k| < m, where m > 0 is fixed. That is,
given a vector-field

P(a) =) ape™, (5.24)

keZm
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we set

VO (@) = Put(e) = 3 (o - (“’“'k)k)e%i“, (5.25)

2
|k|<m [

so that, in particular,
V-t =0, (5.26)

Note that if 1/ is a divergence-free vector field then (™ is simply the projection on the Fourier
modes with |k| < m.
The Galerkin approximation of the Navier-Stokes equations

u +u-Vu+ Vp =vAu+ f, (5.27)
with u(0,x) = up(z), and a divergence-free force f: V- f =0, is the system

Oul™
ot

+ P (ul™ - Vul™) = pAu™ 4 0y (0) = u™. (5.28)

This is a finite-dimensional constant coefficients system of quadratic ODE’s for the Fourier
coefficients u,, of the function u(x) with |k| < m. If the function f is time-independent,
this system is autonomous. The goal is obtain bounds on the solution u(™ of the Galerkin
system that would allow us to pass to the limit m — +o00, leading to a weak solution of the
Navier-Stokes equations.

A bound on the energy for the Galerkin solutions

We fix an arbitrary time 7' > 0 throughout the analysis of the Galerkin system. As (5.28)
is a system of constant coefficient non-linear ODEs for the coefficients wuy, |k| < m, it has a
solution for a sufficiently small time ¢ > 0 (which a priori may depend on the initial data u(()m),
as well as on m). Unlike partial differential equations, such ODEs may lose solutions only via
the blow-up of the energy

™5 = Juxl?, (5.29)

[k|<m

and that, as we will now show, can not happen in a finite time for any finite m. Indeed, we
have

/ (Po(u™ - Tu™) . ™)y — / (™ - ™Y . ™)z = 0. (5.30)

n

We used the definition of the projection P, in the first identity, and the incompressibility
of u™ in the second. Therefore, multiplying (5.28) by u(™ and integrating, we obtain

1d

—— [ "™ Pdr = —1// V™ |2dx —|—/ (fm - u™)dz (5.31)

We will now use the Poincaré inequality

ar [ Jopdr< | (V0P (5.32)
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that holds for all mean-zero periodic functions ¢. With its help, identity (5.31) implies
that E(t) = [|ul™)||? satisfies

1dE
5% S 47T VE + Hf H \/ < 4’71' I/E +27T2VE(t) +
(5.33)

< 2 VE(t) +

Therefore, we have the inequality

d 2
—(E®e) < 5 5.34
—(Ew®e (5.34
Integrating in time leads to an estimate
1 t
E(t) < E(0)e ™™ + —— / eI ()] [3ds. (5.35)
Ar2v J,

The estimate (5.35) relies on the finiteness of the L?>-norm of the forcing f. Another way
to estimate the right side in (5.31), relying only on the finiteness of a weaker norm of f, is to

use the inequality

1/2 r |2 1/2
21.2 2 k
(} 47k ) (} j WQ) — Vgl £l

keZ™ keZm
(5.36)

Z Jrgr| <

kezmn

with the H~'-norm defined as in the above inequality. Using this inequality in (5.31) gives

1dFE m m m v m 1
S S —v||[Vu ™3+ [[Vu™ o] fll— < —v]|Vu™ |3 + §HVU( 15+ 5HfH?fl
(5.37)

v m 1
= —ZIVu |

Now, we use the Poincaré inequality to obtain:

dE
dt

c
< —CwE + 2|\l (5-38)

Integrating this differential inequality in time leads to

with universal constants C and Cs.
another estimate for E(t), which involves only || f|z-1 and not || f]|2

Cl t
E(t) < E(0)e " + 72 / e~ 9| £(s5)||4-1ds. (5.39)
0

An enstrophy bound
The same argument provides a bound on the enstrophy D(t) = || Vu(t)||3. Indeed, integrating

inequality (5.37) in time leads to

, [T
—/ |Vu(m)(s,x)|2dxds< ||u ||2
0 T7l

1 T
Z [y (M) 2 (m) 2
ST+ 5 o / 1£ () [-sds. (5.40)
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The function spaces and an executive summary

Now, we need to introduce certain spaces. We denote by H the space of all mean-zero vector-
valued functions u in the space [L?(T")]", with zero divergence (in the sense of distributions):

H={ueL*T"): V-u=0, (u) =0}, (5.41)
with the inner product

(ro)= [ (7-g)dr (5.42)

In other words, a vector field u € H if its Fourier coefficients in the expansion

u(z) = Z upe?™ (5.43)

kezn
satisfy ug =0, k- up =0 for all k € Z = 7" \ {0}, and
lullfy = Jurl* < +oo. (5.44)
keZ?

We also denote by V the space of divergence-free functions in the Sobolev space H*(T™):

V={uecHYT"): V-u=0, (u) =0}, (5.45)
with the inner product
ou 0dg
_ ) 4
(19) = [ (G- 5, (5.4

for two vector-valued functions f and ¢g. That is, u € V if its Fourier coefficients satisfy ug = 0,
as well as k - u, = 0 for all k£, and

lulls = > kP lux)? < +o0. (5.47)
ez

The dual space to V' consists of all distributions with the Fourier coefficients that satisfy

|ul|Z, = Z M < 400, up =0 and k - ux = 0. (5.48)
Ll
kez?
We will occasionally use the Sobolev spaces H®, s € R, of divergence-free functions: we say
that uw € H*(T") if its Fourier coefficients uy, satisfy
1/2

up =0, k-up =0 and [ul|gs = | D [k]* || < +o0. (5.49)

keznr

We have, with this notation V' = H' and V' = H~'. The spaces L*(0,T; H) and L*(0,T;V)
have the respective norms
T

T
||UH%2(O7T;H):/O lu() |7, ||u||%2(O,T;V):/O lu()I[3-dt. (5.50)

Summarizing our analysis of the Galerkin system so far, and rephrasing the results in terms
of the spaces H, V and V', we have proved the following.
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Proposition 5.1 Assume that f € L>(0,T;H). Then, the Galerkin system (5.28) has a
unique solution u'™ € L?(0,T;V) N L>(0,T; H). More precisely, there exist two universal
constants C; > 0 and Cy > 0 so that

2 1 ! — 7T2V —S
WO < fuolfe ™+ o [ eI fods, (55D
v J
(m) 2 2 —Cyut 02 ! —Chv(t—s) 2
o™ @) < ool + 2 [ ) s (5.52)
r 2 2 1 r 2
v [ I s < ol + 55 [ 1 (5.59)

The Galerkin approximation: bounds on the time derivative

The next step is obtain bounds on the time derivative of u(™. They will be needed in the
passage to the limit m — +o00, to ensure that the limit is weakly continuous in time. Let us
write the Galerkin approximation of the Navier-Stokes equaitons as

Oulm™
ot

= AU — P (u™ - Vul™) + f0 M (0) = o™, (5.54)
We will aim to obtain the following bounds on ul(tm). The estimates are slightly different in
two and three dimensions.

Proposition 5.2 Assume that f € L*(0,T;V’). There exists a constant C' which depends
on the norm ||ug||g of the initial conditionug, the L*(0,T;V')-norm of the forcing f, and the
viscosity v but not on m so that the solution of the Galerkin system (5.28) in dimension n = 3
satisfies the estimate

T
oulm™ 4/3
3l 5.55
[ Fael < (559
and in dimension n = 2 it satisfies
T
Au ™ 2
1) 5.56
[ 1o, < oo

For the proof, we will estimate individually each of the terms in the right side of (5.54). As
we assume that f € L?(0,7T; V"), the forcing term in is not a problem either in dimension two
or three. The Laplacian term in (5.54) is also bounded in L?(0,T; V"), as follows from (5.53):
the Fourier coefficients of Au are |k|?ug, hence

[kI*
|Aullfy = W\wﬁ = [[ullv, (5.57)

keZn

thus

g m g m 1 m 1 g m
[ 18 @) ds = [l lRds < IO+ 5 [ IR 659
0 0 v v=Jo

The nonlinear term will require the most effort. We will establish the following bounds.
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Lemma 5.3 There exists a constant C that so that in two dimensions we have, for any
function u € V:

[(u- Vu)|lv: < Cllullgllullv, n=2, (5.59)
and in three dimensions we have
I(w - V) llyr < Cllullf?|ulli?, n (5.60)

Together with the uniform energy bound (5.52) and the enstrophy bound (5.53), this implies
the conclusion of Proposition 5.2. Indeed, in dimension n = 2, (5.59) gives

T

1Pt Vs < [l e < (s Ol [ s < c.

and in dimension n = 3, (5.60) leads to

T T T
| 1Pt T as < [ - voylRs < (s @) [ )l <o
0 0 0<t<T
Thus the proof of Proposition 5.2 is reduced to proving Lemma 5.3.

The proof of Lemma 5.3: bounds on the nonlinear term

Note that
[(w-Vu)llyr = [[(=A)"2(u- V)| 4. (5.61)

The operator (—A)~'/2 is defined via its action on the Fourier coefficients of a mean-zero

function u(z):
( ) 1/2 Uk 27r7,kx
(—A) Z : (5.62)
keZ”

This operator commutes with the projection P,,, as, in particular, it preserves the incom-
pressibility of u. Hence, Lemma 5.3 can be restated as follows.

Lemma 5.4 Let u € V', then in three dimensions we have the estimate
I(=2)712 (- V)l < Clullylully”, (5.63)
while in two dimensions we have
I(=2)"2(u- Va)llg < Cllullmlullv, (5.64)

Proof. In this proof, we will use interchangeably the notation |[u||g1 and ||lu||y, since the
divergence-free property plays almost no role in the proof. Take an arbitrary u € H and w € H
and write, for the inner product in H:

((—A)’I/Q(u -Vu),w) = ((u-Vu), (—A)’lﬂu}). (5.65)

In three dimensions, we will show
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Lemma 5.5 In dimension n =3, for any u,v,w € V we have
(- Vo), w)| < Cllullgello)l g [Jw] g

Applying this estimate in (5.65) gives

(=2)72(u- V), w)] = |((w Vu), (=2)72w)] < Cllull goellull o | (=2)2w) | 1.

As
I(=A) " 2w) | = [|wla,

and

1/2 1/2

ullZe = > [klluxl* < (Z |k|2|uk|2> (Z \ukl2> = [lullmllullv,
keZn kezZm keZn

we deduce from (5.65) that in three dimensions we have

[((=2)72(w- V), w)| < Cllullg Jull|wl|m.

As this estimate holds for all w € H, (5.63) follows.
In two dimensions, we will show

Lemma 5.6 In dimension n = 2, we have
|((u - Vo), w)| < Cllullafjul| m |[v]| -
To see that this implies (5.64), we write, using incompressibility of u:
(=2)7(u- V), w) = ((u- V), (=A)"w) = —((u- V(=2)"?w), u).
Applying estimate (5.71) in (5.72) gives

[(=2)72(u - V), w)| = [((u - V(=2)"w),u)|
< Cllulloll(=2)" 2wl Jullm = Cllullzllullm wlz.

As this holds for any w € H, we conclude that (5.64) holds in two dimensions.

(5.66)

(5.67)

(5.68)

(5.69)

(5.70)

(5.71)

(5.72)

(5.73)

Thus, we only need to verify (5.66) in three dimensions and (5.71) in two dimensions to

finish the proof of Lemma 5.4.
Proof of Lemma 5.5. In three dimensions, we use Holder’s inequality to get

|((u- Vo), w)| < /3 |uj (Ojor)wi|de < J|ul| pers) [ Vol L20rs) Jw]| ogr)
T
= ||U||L3(1r3)||U||H1(1r3)||w||L6(1r3)-

The Sobolev inequality says that, for m < n/2,

[fllzacny < ClFllmzn),
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as long as

11
o> m (5.76)
q 2 n
Therefore, we have in three dimensions
||u||L3(T3) S CHUHH1/2, (577)
and
HU}HLG(TS) S C”wHHl(TS). (578)

It follows then from (5.74) that

|((w- Vo), w)| < lullpsces) [[oll g osy [[wl| oy < Cllwll gz s vl sy [wllmr sy, (5.79)
which is (5.66).
Proof of Lemma 5.6. In two dimensions, we proceed similarly: Holder’s inequality
implies
(- Vo), w)] < Nullpems ol agesy ol o, (5.80)
The Sobolev inequality (5.75) in two dimensions implies that
£l < Cll e, (5.81)

Using this in (5.80) leads to

(- Vo)) < Jullagesy s ol arsy < Cllull s ol s ol (5.82)

As
ul| 2 < lull2llwllm, (5.83)
we obtain
(- Fv),0)] < Cllullge el ol el ) 2ol s, (5.84)
hence
[((w- V), w)| < Cllull gz [lull e [|[v]| 1 72y, (5.85)

which is (5.71). This finishes the proof of Lemma 5.4. O

A compactness theorem

We have deduced above uniform in m a priori bounds on the solution u™ of the Galerkin
system
Ou™m
ot

The next step is to use these uniform bounds to show that the sequence u(™ has a (strongly)
convergent subsequence in L*(0,T; H). As we will see, the limit of this subsequence will be a
weak solution of the Navier-Stokes equations. We will use the following result.

+ P (u™ - Vul™) = pAul™ 4 00 () = ul™. (5.86)
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Proposition 5.7 Let u,, be a sequence of functions satisfying

[t (D) < C, (5.87)
forall 0 <t <T,
/OT |um(8)|[ds < O, for allm=1,2,... (5.88)
and T e
/0 H 5 (t) y <, forallm=1,2,..., (5.89)

with some C' > 0 and p > 1. Then there erists a subsequence U, of u, which converges
strongly in L*(0,T; H) to a function u € L*(0,T;V).

Proof. The uniform bound (5.88) implies that there exists a subsequence u,,, which con-
verges weakly in L?(0,T; V) to a function u € L?(0,T; V'), which also obeys the bound (5.88).
In addition, using the diagonal argument, we may ensure that the sequence of time deriva-
tives ui™ converges weakly to the derivative u; in LP(0,7;V'). Thus, the estimate (5.89) also
holds for the function u. The difference

Wj = Uy, — U

converges weakly to zero in L?(0,T; V'), and (5.87)-(5.89) hold for w; as well. Our goal is to
prove that the convergence of w; to zero is strong in L*(0,T; H). Note that for any f € V

£l < ANV, (5.90)

hence, for any 6 > 0 we have
1
Wz < SIAIY + S 117 (5.91)

The uniform bound (5.88) for the functions w; and (5.91) imply

T ) 1 T )
/ s |2t < C5 + 5/0 ;|2 (5.92)
0

Our goal is to estimate the second term in (5.92), and show that it goes to zero as j — +o0,
with § > 0 fixed. Note that
[Jw;(E)llv: < [lw; (@)l < C. (5.93)

Thus, the Lebesgue dominated convergence theorem shows that it suffices to show that
|w;|ly+ — 0 pointwise in ¢ € [0, 7. (5.94)
To this end, given a time ¢ > 0 and ¢ <t < T, let us write

w;(t, r) = w;(s,x) —|—/ w(h, (5.95)

S
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and average this identity over s € [t — e, 1]:

L[ 1 [ t O,
wtta) =2 [ uemas [ [0
t—e t_e R

1 t

1/t ow;(T, x)
= g /t_E U)j(S,Jf)dS + g /t_s(T —t+ 5)76[7’. (596)

In order to bound the first term, note that for any 0 < a < b < T the integral

Ii(z) = /b w;(t, z)dt (5.97)

converges weakly to zero in V. Indeed, for any v € V’, the function x4 4 (¢)v(z) is an element
of L*(0,T; V"), and w; — 0 weakly in L?(0,T; V), thus we have

/Tn Ii(z)v(x)de = /0 /n w;(t, ) X[ap (t)v(x)drdt — 0 as j — oo. (5.98)

As V' is compactly embedded into H, weak convergence in V' implies strong convergence in H:
the sequence I; converges strongly to zero in H. Thus, it also converges strongly to zero in V.
In particular, given any € > 0 and § > 0, for all j sufficiently large we have

t
/ w;(s,x)ds
t—e

giving a pointwise in time estimate for the first term in (5.96). For the second term in (5.96),
we may use the Minkowski inequality, followed by Holder’s inequality, with 1/q+ 1/p = 1:

1

8 < 0 for j > J(g,4,t), (5.99)

V/

t ) ¢ .
1’/ (r—t 4oy 2lm) Sl/ (r—t+o) || 29Dl 0 5 100)
e || Ji—e or v €Jie or v
t 1/q ¢ , P 1/p
<! ( [ et sz) ( [P dT)
€ e t—e or \'d

p

T . 1/p
< Cel/a (/ Hw dT) < Csl/qa
0 T /

for all j > 1. It follows from the above analysis that, given any ¢ > 0 and § > 0, we may
find J(g,0,t) so that

\%4

|w; )]y < 64 CeV4, for all j > J(e,6,t). (5.101)
In other words, we have shown that
|lw;(t)|[v: — 0 as j — oo, pointwise in ¢ € [0, T7. (5.102)

As we have explained above, we may use the Lebesgue dominated convergence theorem to
conclude from (5.92) that the sequence w; converges strongly to zero in L?*(0,7; H). This
finishes the proof of Proposition 5.7. O
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The weak solutions as limits of the Galerkin solutions

We will now construct the weak solutions of the Navier-Stokes equations as a limit of the
solutions u(™ of the Galerkin system as m — oco. In particular, the definition of the weak

solution we will adopt is motivated by the estimates on u(™ we have obtained above. We say
that u € C,(0,T; H) if the function ¥ (t) = (u(t), h) is continuous for all h € H.

Definition 5.8 A function u is a weak solution of the (periodic) Navier-Stokes equations if

du

we L0, T;V)NL®(0,T; H)NCy(0,T; H) and 5

€ L,.(0,T;V"), (5.103)

and, for any v € V, we have

/n u(t,z) - v(x)dr + u/ot . Vu - Vodzds + /Ot /n((u -Vu) - v)dzds

t
= / uo(x) - v(z)dr +/ /f ~vdxds, forallveV and0<t<T. (5.104)
n 0

Let us check that each term in (5.104) makes sense if u satisfies (5.103), and v € V. The first
term is finite since u € L°°(0,T; H). The second is finite since u € L*(0,T; V). The last term
in the left side is finite in three dimensions because of the estimate (5.66):

1/2 3/2
(- V), 0)| < Cllull e ullm ollm < Cllulli® [l o]v, (5.105)

as ||u||g is uniformly bounded in ¢, and u € L?(0,7;V). In two dimensions, this term is
bounded because of the estimate (5.71):

|((u- Vu),0)] = [((u- Vo), u)| < Cllulluullv]lvllv, (5.1006)

again, because ||u||z is uniformly bounded in ¢, and u € L*(0,T;V).

Finally, the right side in (5.104) is finite provided that f € L*(0,7;V’) and uy € H.
The following theorem, due to Leray, is one of the most classical results in the mathematical
theory of the Navier-Stokes equations (we state here its simpler version for the periodic case).

Theorem 5.9 Givenug € H and f € L*(0,T;V"), there exists a weak solution of the Navier-
Stokes equations

u+u-Vu+Vp=vAu+ f, t>0, xeT" (5.107)
V-u=0,
u(0, ) = up(x).

In addition, this weak solution satisfies the enerqgy inequality

1 t 1 t
= ]u(t,x)|2dx+u/ / |Vu(s, x)|*dzds < —/ |ug(aj)|2dfv+/ f(s,z) - u(s,x)dxds.
2 Tn 0 n 2 Tn 0 Tn

(5.108)
Moreover, we have
0
8_1; e LY3(0,T; V') in dimension n = 3, (5.109)
and p
8—1; € L*(0,T;V") in dimension n = 2. (5.110)
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Proof. Let u™ be the solutions of the Galerkin system (5.28):

oul™)
ot

+ P (u™ - V™) = v AW 4 £y (0) = ui™, (5.111)

The estimates we have obtained in the previous section imply that, after extracting a subse-
quence, u(™ converge strongly in L?(0,7T; H) and weakly in L?(0,T; V) to some u. Moreover,
the functions u(™ satisfy a uniform continuity in time bound in V":

tau(m)
m) () — u™(s) = d 5.112
w™(t) —u"™(s) o ( )
thus
t 1 Qulm) Eroum e\
(m) (4} _ o,(m) < ‘ < (4 _ &\/a ’
|u™(t) — u (S)HV_/S 5 V/dT_(t s) </S 57 V/dT
T 9u™ (p 1/p

< (t— ) H dr) <Ot —s)Va 5.113
<o ([ %) < ce-s (5.113)

with p = ¢ = 2 in dimension n = 2, and p = 4/3, ¢ = 4 in dimension n = 3. Thus, u obeys
the same estimate, and u € C'(0,T;V’). We also know that

Au ™ . @
ot ot’

weakly in L*/3(0,7; V") in three dimensions, and weakly in L?(0,7; V") in two dimensions.
Given any v € V we multiply the Galerkin system (5.111) by v and integrate:

t
/ ul™ (¢, z)v(x)dx —0—/ / (u'™ . Vul™) . (P,v)dzds
n 0 n
t t
= —y/ Vu™ . Vodrds +/ u(()m) (x)v(x)dx +/ fvdxds.  (5.114)
oI " 0o JTn

We pass now to the limit in this identity, looking at each term individually. The first term in
the right side is easy:

t t
/ Vu™ . Vodzds — / Vu - Vudzds, (5.115)
o Jrn o Jrn
because u™ converges weakly to u in L?(0,T;V). Next, we look at the nonlinear term: set

t t
4 / / (W™ - Fu™) - (Po)dads — / / (u- V) - vduds. (5.116)
0 J1n o JT"

Let us recall (5.66):
|((w - Vo), w)| < Cllullgel[vllm{[w]] - (5.117)
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This inequality holds both in two and three dimensions and implies that

(u-Vu) - (Ppv —v)drds

n

t
< ([ 1R ds) 1200 = ol < 1P = wly 0.
0

(5.118)
as m — oo. Hence, A,, has the same limit as m — oo as
t
= / / (u'™ - Vu'™ — - Vu) - (P,v)drds = B + By, (5.119)
where B 3 correspond to the decomposition
) V™ — Vu:u - Vul™m Vu+u™ . Vu—u-Vu
= ™ (Vu(m Vu) + (u(m) —u) - Vu. (5.120)

To estimate By, we write

t t
B, = / / (u(m) . (Vu(m) — Vu)) - (Pyv)dxds = —/ / (u(m) - VP,v) - (u(m) — w)dxds.
0o JTn o JT™

(5.121)
The same proof as for (5.66) shows that
|(u - Vo), w)| < flullv Jvflv[[w]] 2. (5.122)
Using this in (5.121) gives
B < / ™ ()l [ollv llut™ (s) = u(s) g1/2ds (5.123)

< |lv|lv (/0 ||u<m>(5)\|2vds) (/ ) )||H1/2d5)1/2
< C|vllv (/Ot ™ (s) Hvds) (/ [ )|\Hds> 1/4

< ClJul™ — |2y — 0, as m — o0,

as ul™ converges to u strongly in L?*(0,T; H). As for By, we write

|Bs| = u™ — ) - Vu) - (Pyv)drds| <

/ 1™ (5) = w(s) g2l s(3) v s
T T R P (5.124)

for the same reason as in (5.123).

In order to pass to the limit in the two terms in (5.114) that do not involve the time
integration, we first note that u(()m) converges strongly in H to uy. Furthermore, as u(™
converges weakly to u in L2(0,7T;V), we may extract a subsequence so that (™ (t) converges
weakly in V' to u(t) (pointwise in t), except for t € E, where E is an exceptional set of times

in [0,7] of measure zero. Weak convergence in V implies that u(™(¢) converges strongly
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to u(t) in H for t ¢ E. Hence, taking ¢t ¢ E and passing to the limit m — oo in (5.114) we

arrive at
/n u(t, z)v(z)dr = /Tn up(z)v(x)de — /Ot /n(u - Vu) - vdzxds

t t
—y/ Vu - Vudzds —|—/ fudzxds. (5.125)
0 Jrn 0o Jrn

Given the a priori bounds on u, the right side of (5.125) is a continuous function of ¢, defined
for all t € [0, 7], not just t € E. In addition, we know that u(t) is continuous in C,,(0,T; V"),
and coincides with the aforementioned right side of (5.125) for ¢t ¢ E. This continuity implies
that wu(t) coincides with the right side of (5.125) for all 0 < ¢ < T', which means that it
satisfies (5.125) for all ¢ € [0, T, giving us a weak solution of the Navier-Stokes equations.

The fact that u € C,(0,7; H), and not just u € C(0,7;V") follows from (5.125), the
density of V' in H and the uniform in ¢ bound on ||u(t)| a.

To obtain the energy inequality, we start with the identity

SO+ [ 1@ = S+ [ s a2

The right side converges, as m — oo, to

1 t
5 lluollz + V/ / f - udxds. (5.127)
to n

In the left side, we may use the Fatou lemma to conclude that, as u(™(t) converges weakly
in H to u(t) for all t € [0,T], we have

1 t 1 t
ﬂwm%+leMM@%£§Mﬂ%+A |- udads. (5.128)

This completes the proof. O

Uniqueness of the weak solutions in two dimensions

One of the main issues with weak solutions in general in nonlinear partial differential equations
is the issue of uniqueness — it is often much easier to show that they exist than to prove their
uniqueness. Uniqueness of a weak solution hints that it is a “correct” solution, while non-
uniqueness means that an extra condition is needed to pick the physically meaningful solution.
This happens, for instance, in the theory of conservation laws where the notion of an entropy
solution guarantees uniqueness among all weak solutions. The problem of the uniqueness of
the weak solutions for the Navier-Stokes equations in three dimensions is still open. In two
dimensions, we know that the weak solutions of

w+u-Vu+Vp=vAu, t>0, zeT? (5.129)
V-u=0,
u(0, ) = up(x).

are unique.
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Theorem 5.10 Let f € L*(0,7;V’) and uwy € H. If uy and uy are two weak solutions
of (5.129) which both lie in L*(0,T; V)N L>(0,T; H) N Cy,(0,T; H), then uy = us.

Proof. First, we recall, see Theorem 5.9, that if u is a weak solution of the Navier-Stokes
equations (5.129) in L*(0,7;V) N L>(0,T; H) in two dimensions, then u; € L?(0,T;V"). Let
us denote w = u; — uy. This function satisfies

wy +ur - Vw4 w-Vus +Vp =vAw, t>0, z € T?, (5.130)
V.-w =0,
w(0,z) =0,

with p' = p; — po, and we know that w, € L*(0,T;V").
Multiplying (5.130) by w and integrating over the torus gives

/ wy - w + u/ IVw|*dx + / Wy (0jug,m )Wy dx = 0. (5.131)
T2 T2 T2

As wy € V' for a.e. t, and w € V for a.e. t € [0,7], identity (5.131) holds for a.e. ¢ € [0,T.
Recall that in two dimensions we have

[(w - Vug, w)| < Cllwl|gluz|lv||w|v. (5.132)

Asw € L*(0,T; H) and up,w € L*(0,T, H), we conclude from (5.131) and (5.132) that

/0 (w(t), w(t))|dt < +oc.

Now, (5.131) implies that

d C
el < Cllwllulluallvliwly —vilwly < —fuslly wl- (5.133)

T
/ |ug||3-dt < +oo,
0
Gronwall’s inequality implies that
t
lw I3 < w11 exp { / Jua(s)l[3ds } =0, (5.134)
since w(0) = 0. This finishes the proof. O

Note that this proof would fail in three dimensions. The reason is that in three dimensions
the nonlinear term satisfies

|(w - Vg, w)| < Cllwlly[lusllv|lw]3?, (5.135)
rather than
|(w - V), w| < Cllwll|wl]|v||usllv, (5.136)
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which holds in two dimensions. Thus, instead of (5.133), we would get, using Young’s in-
equality

C
1/2 3/2
—lwl < Cllewllzf sy llw ][ = vlewll}: < Sllualvwl (5.137)

As we do not have a uniform bound on

T
/0 lu(s)[ds,

we would not be able to finish the proof using the Gronwall inequality. We will need extra
assumptions for uniqueness, which is what we will discuss next.

6 Strong solutions in two and three dimensions

Uniqueness of strong solutions in three dimensions

We say that u is a strong solution of the Navier-Stokes equations (in either two or three
dimensions) if u is a weak solution, and, in addition, v € C(0,7;V), and the following
bounds hold:

sup |Vu(t, z)*dz < +oo, (6.1)
te[0,7] J Tn
and
T
/ Au(t, ) Pdadt < +oo. (6.2)
o Jrn

The motivation for this definition comes from two properties that we will prove: first, unlike

for the weak solutions, one can show that strong solutions are unique in three dimensions

(existence of strong solutions in three dimensions is an important open problem). Second, as

we will show, the conditions in the definition of the strong solutions are sufficient to show

that they are actually infinitely differentiable if the initial condition ug and the forcing f are.
First, we prove their uniqueness in three dimensions.

Theorem 6.1 Let u; o be two solutions of the Navier-Stokes equations on T* with the initial
condition ug € H and f € L*(0,T;H). If both uyo satisfy (6.1) and (6.2), and they lie
in Cy(0,T;V) then uy = us.

Proof. We argue as in the proof of uniqueness of the weak solutions in two dimensions.
Let w = uy; — us, so that

9
(a—?:,w)—I—VHwH%/—I—(w-VuQ,w) — 0, (6.3)

as in (5.131). We now use the estimate
1/2 1/2
[(w - Vu,w)] < Cllwl| ol o |l 7 1 w5, (6.4)
It is obtained as follows: recall that in three dimensions we have

[wl| sy < Cllwllgye, (6.5)
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thus
(w - Vu, w)] < / w||Vullw|da < ||w]]gs]| V] s|Jw]| s < Cllwl 22l V] g2 (6.6)
1/2 1/2
< Ollwl| gz |w]] g [|ul s | Al

which is (6.4). Using the bound (6.4) in (6.3) leads to

1d C
2ﬁwwhﬁ+vwwﬂf<—WMhﬁMMNAMb+VMMm (6.7)

It follows that 14 o
5 i) < =l | Aula ol (63)

—~

Now, Grownwall’s inequality implies that w(t) = 0 provided that w(0) = 0, and

t
/ ||| g || Awl|2ds < 400, (6.9)
0

which is a consequence of (6.1)-(6.2). O

Construction of the strong solutions in two dimensions

We now use the Galerkin system in two dimensions to show existence of global in time strong
solutions of the Navier-Stokes equations in two dimensions. Once again, we restrict ourselves
to the simpler case of the two-dimensional torus T2. As in the proof of the existence of weak
solutions, we will use the Galerkin system

oul™)
ot

and then pass to the limit m — +oo. However, we will be able to obtain better a priori
bounds on the Galerkin system in two dimensions to conclude that in the limit we actually
obtain strong solutions of the Navier-Stokes equations. Since we have already shown the
uniqueness of the weak solutions in the two-dimensional case, this will also show that weak
solutions are actually strong in two dimensions.

+ P (u™ - Vu™) = pAu™ + 00 4 m(0) = u(()m), (6.10)

Galerkin solutions are often not large

The first step is to show that solutions of the Galerkin system are “often not large” — this
will be made precise soon. The second step will be to show that if solutions are often not too
large, then they can never be large.
Taking the inner product with u(™ we obtain the familiar identity
1d
2dt

We may use the Poincaré inequality

/p |u(z)|*dx = Z lug|? < Z k|2 |ug|? = —/ |Vul*dz, (6.12)

kezm kezZm

™+ Va1 = (™). (6.11)
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to conclude from (6.11) that

Rl R 1

Dt < 5o 11+ SIVa™)E
(6.13)

We deduce the bounds we have seen before: there exist two explicit constants C1o > 0, so
that

t
v [ IVaIds < ol + 2 / 11, (0.10)
and c
O < uolfyeo + S [ ey iz (0.5
0
In particular, if f € L>°(0,T; H), then
(m) 2 2 ot 1 2
™1 < fuolfre e + I (0.16
with
£l = sup 1O (0.7
t>0

Our next goal is to get uniform in time bounds on ||[u{™(#)||y; — this is not something we
have done in the construction of the weak solutions, because such bound holds only in two
dimensions, and not in three, while the weak solutions can be constructed both in two and
three dimensions. The first step in that direction is to show that this norm can not be large
for too long a time.

Proposition 6.2 Let u™(t) be the solution for the Galerkin system with f € L>(0, +oo; H)
and uy € H, in either two or three dimensions. Then in every time interval of length T > 0
there exists a time ty so that

2 Cy 1
o)l < = (Jluolf + =2 ). 6.18
[l (o)l = — (luoll + — (0 + 1)/l (6.18)
Proof. Inequality (6.15) implies that
! Cit
v [ Ivu IR as < Juoll + SR (6.19)
0
and (6.15) that
m Cl
lut™ @)1 < lluollF + §||f||§o- (6.20)

Let us also integrate (6.13) between the times ¢t and t + 7, leading to

t+7 (m) 2 (m) 2 Cl 2 Ol 1
v la™ (s)llv-ds < ™ @)l + —~l flloom < lluollzr + = flloo(5 + 7). (6.21)
t

The right side above does not depend on the time ¢. Therefore, on any time interval [t,¢ + 7|
we may estimate the Lebesgue measure of the set of times when ||u(s)||y is large:

. 1 C 1
{52 s elttrlst W)l > o < s (ol + Tl +7). (622)
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In particular, taking

2 C 1 1/2
w=| 2 (hll + S +0) |

we arrive at the conclusion of Proposition 6.2. O

Galerkin solutions are never large

Next, we will get rid of the “sometimes not large” restriction in Proposition 6.2, showing
that in two dimensions Galerkin solutions are never large in V. We will prove the following
estimate for the solutions of the Galerkin system

oulm
ot
Proposition 6.3 Let u™ be the solution of the Galerkin system (6.23) with the initial

data uy € H and f € L*(0,T;H). There exists a constant « that depends on v, ||ug|ln
and || f|los but not on m so that u'™ satisfies the bounds

+ P (u™ - V™) = v AW 4 £y (0) = ui™, (6.23)

™ )|y < o for all t > 1, (6.24)

and o
™ ()|l < ~ forall0 <t <1. (6.25)

In addition, if ug € V then there exists a constant oy which depends on v, ||uo|lg and || f||s
but not on m so that
™ (@)l < aq for all 0 <t < 1. (6.26)

Proof. The idea is to use Proposition 6.2 — we know that for any time ¢ > 1 there is a
time ¢y € [t — 1,] so that the norm ||u(™ (¢,)||yy < a, with the constant a which depends only
on v, ||ug||mg and || f||. The additional ingredient in this proof will be a control of the growth
of |u™]||y on the time intervals of length 1.

We multiply (6.23) by Au and integrate. The first term gives

/ W™ Audr = — [ vul™ . vu™de = ———|[Vu™ (t)|1%, (6.27)
T2 T2 2dt
so that the overall balance is
1 d m m m m m m
5@!\%&( YO + vl A7 — (W™ - Tut™), Au™) = —(f, Au™). (6.28)
For the nonlinear term, we will use the inequality
1/2 3/2
(- V), Au)| < Jfull 7 v || A5, (6.29)

which holds in two dimensions. The proof is similar to that of (5.71): we write

(- Vo)) < [ (sdgounlde < - Vol lwlie < e Follafwl (630
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The Sobolev inequality

1.1 m
q(Tn < C m(Tn), - > - — — 631
[fllzaqemy < ClFllmrny 23w (6.31)
implies that in two dimensions we have
[fllzser2y < Clf Nz cre)- (6.32)

Using this in (6.30) leads to

1/2 1/2 1/2 1/2
(- V), Au)| < [l oo |l gove | Al 2 < ullyy el ully/2 | Aul 2 | Aul
1/2 3/2
=l ullv | Au|3?, (6.33)

which is (6.29). It follows that the nonlinear term can be estimated, using the inequality
Vo 43 ¢4
ab § Za + ;b
as
v 2, O 4
(- V), Aw)] < 2 Aullfy + —lullzlu]y- (6.34)
Returning to (6.28), we obtain
1d
2dt
< ZAW 3+ ™ B+ 2 A+ SR

IVu™ @17 + vl A F < (@™ Vut™), Au™)] + | flloo [ Aut™ | (6.35)

We conclude that

Ld, o 2 ¥ w2 < o mynz i mps o O
R+ 28 < S+ (6.36)
Let us set
2C [* 2 2
Gltost) = —5 | lluls)lmluls)lvds, (6.37)
to
then (6.36) implies, for any t > t¢:
d " C
(1 exp{~Glta: 1)) < T2 expl—Cltor 1)) (639

Integrating between ¢y and ¢ gives
(m) 2 (m) 2 ¢ 2 '
l™ @) < ™ (to) Iy exp{G(to; 1)} + — [ fll5 exp{G(to; )} | exp{—G(to; s)}ds
to
(m) 2 ¢ 2 !
< [[ut™ (to) v exp{G(to; 1)} + I flls [ exp{G(s;t)}ds
to

< [l (ko) [} exp{G(to; 1)} + %Ilfllio(t —to) exp{G(to;t)}. (6.39)
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Now we will use the “sometimes small” result in Proposition 6.2. Given 7 > 0 and t > 7 we
may find ¢y € [t — 7,¢t] such that

Jutto)l < a(1+3), (6.40)

with the constant o > 0 that only depends on v, ||ug||z and || f||c but not on m or |Juglv.
We may also use (6.21) to estimate G(to;1):

G(to;t) < a(l+ 7). (6.41)

Using this in (6.39) shows that for all ¢ > 7 we have

C
[ @ < ()} explGlra: ) + AL - to)esp (Gt )} (6.42)
S O{(l + 1)60‘(1""7) + aTeO‘(HT).
-

This bound is uniform in ¢ > 7. Hence, if we fix 7 = 1, we get a uniform in m estimate
for ||u™(t)||y for all t > 1, giving the bound (6.24).

In order to deal with times ¢ < 1, we will use (6.42) on the time intervals ¢ € [1/2F+1 1/2*]
with 7 = 1 /2k+1. The point is that for such times ¢ and 7 are comparable: 7 < t < 27.
Therefore, for ¢ < 1 we have an estimate

™ @) < a, 6.43
14

with the constant « that only depends on v, ||ug||g and || f]|s but not on m or ||ug||y,, which
is (6.25).

Finally, if we allow the dependence on the norm ||ug||y, then for times ¢ < 1 we may
simply use the first line in (6.42) with ¢y = 0, together with the estimate

Glto =0,t=1) < 20, (6.44)

which follows from (6.41). This gives (6.26) and finishes the proof of Proposition 6.3. O

The strong solutions in two dimensions

The above bounds on the solutions u(™) of the Galerkin system (6.23) allow us to pass to
the limit m — oo to construct solutions of the Navier-Stokes equations on a two-dimensional
torus

w4+ u-Vu+Vp=vAu+f, t>0, xecT? (6.45)
V.-u=0,
u(0,x) = ug(x).
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Theorem 6.4 Assume that T > 0, ug € H and f € L*(0,T;H). Then there ezists a
constant C' > 0 which depends only on v, ||upllg and || f|ls, and a solution of the Navier-
Stokes equation (6.45) which satisfies the bounds

[u@®)||n < C, (6.46)

lu(®)|vy < C fort>1, and ||u(t)| < % for 0 <t <1, (6.47)
T

| luoia<c. (6.48)
0

In addition, for any s > 0 there exists Cy so that
T
[ Isuol < c.r. (6.49)

Moreover, if ug € V then there exists a constant C' > 0 which depends only on v, ||ugllv and
Il flloo so that

lu)|ly < C forallt >0, (6.50)

and
T
/ |1 Au(t)||%dt < CT. (6.51)
0

These bounds are inherited from the solutions of the Galerkin system, we leave the details
of this passage to the reader, as they are very close to what was done in the corresponding
passage in the construction of the weak solutions. We only mention that the L?(0,T; H)
estimate for Au follows from (6.36). Note that we do not yet claim that if ug is an infinitely
differentiable function, then the solution u(t,z) is also smooth but only that u is a strong
solution in the sense that the aforementioned bounds on wu(t, ) hold. We will improve them
soon, assuming that ug is smooth.

Strong solutions in three dimensions: small data

While existence of global in time strong solutions in three dimensions is not known, strong
solutions do exist if the initial condition and the forcing are small.

Theorem 6.5 Let ug € V and f € L*(0,T; H). There exists a constant C' > 0 which depend
only on v, so that if

T
Juallr + [ OBy < (652
0
then the Navier-Stokes equations
w4 u-Vu+Vp=vAu+f, t>0, zeT? (6.53)
V.-u=0,

u(0,z) = ug(x),
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have a strong solution on the time interval [0, T] that satisfies

T
1
Hu(t)!|2v+/o [Au®)7dt < 7 (6.54)

forall 0 <t <T.

Note that if f = 0 then solutions exist for all ¢ > 0 if the initial condition is small: ||ug||xz < C.
The proof of this theorem, once again, relies on the estimates for the Galerkin solutions

ugm) + P (u'™ - Vul™) = vAu™,  w™(0,2) = uém) (r), t>0, zcT (6.55)

Taking the inner product with Au™ as we did in the two-dimensional case, we obtain, as
in(6.28):

——Hu(m)(t)H%/ + l/HAu(m)H%I — (u(m) . Vu(m), Au(m)) = —(f, Au(m)). (6.56)

In three dimensions, we may not use the two-dimensional estimate (6.29) for the nonlinear
term. Instead, we will bound it as

(- W, S| < Ol 2l < S+ 2wl (6.57)
This comes from the estimate
(- Vu, Au)| < Cllull ol Vulls | Aul 2. (6.58)
The Sobolev inequality implies that in three dimensions we have
[ulls < Cllullge, folls < Cllvlla (6.59)
Using this in (6.58) gives

(- Vu, Au)| < Cllull ool Vaull sl Aull iz < Cllull [ Vull /e | Az < Clullj? | Al

(6.60)
which is (6.57). We will estimate the forcing term in (6.56) as
e LV 2
(2w < 210+ )l (6.61)
Altogether, with the above estimates, (6.56) implies
1 d m m m m m m
5 [ O + vl Au G < @ Vut™, Aut™) — (f, Aut™) - (6.62)
C o v " C v "
< N + 2 + S+ L aut
This gives
1Ld, C\ m v m C C\ m Yy m C
SR < S — ZAa 3+ S < S~ Dt 4 ot
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Therefore, the function y(t) = ||[u(™(¢)||? satisfies a differential inequality

dy _ C 4 oz
LA e hl . .
i U e I (6.64)
Hence, as long as
2
y(s) < V—C, forall 0 < s < t, (6.65)
we have p o
Y 2
= < — 6.66
< )13, (6.66)
and
c [t :
y(t) < y(0) + — i 1 (s)l[zrdls. (6.67)

It follows that if

, O [T 2 v?
fuolly+ 5 [ I Frds < 2. (6:68)
with a universal constant C' > 0, then
(m) 2 v?
@1 < 2, (6:69)

for all + > 0. This is the part of the bound (6.54) on ||[u™]y,. In order to get the bound
on Au™ in L2(0,T; H), we go back to (6.62):

S @ + ZNAU 3 < ™S + 2 FE < Collu™ I+ I f I, (670

leading to

14

T T T
m m m C
5 [ 1@ < 1§+ v [ OlRa S [l 6

As we also have
g m 2 2 O r 2
v [ Ol < ol + 5 [ (6.72)

we deduce that under the assumptions (6.52) we have
T
/ 1Au™ ()|2,dt < C. (6.73)
0

Passing to the limit m — oo we construct a solution of the Navier-Stokes equations u(t) that
satisfies the same estimates (6.54). Uniqueness of the strong solution finishes the proof.
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Strong solutions in three dimensions: short times

Next, we show that strong solutions of the Navier-Stokes exist for a sufficiently short time
even if the data is not small.

Theorem 6.6 Let ug € V and f € L*(0,T;H). There exists a constant Cy > 0 which
depends on v and ||ug||y, so that if

To
Tyt [ 7@t < o (6.7
0
then the Navier-Stokes equations
u+u-Vu+Vp=vAu+f, t>0, x¢cT (6.75)
V.-u=0,

u(0, ) = ug(x),

have a strong solution on the time interval [0, Ty that satisfies

lu@)If < G (6.76)
forall0 <t <Ty.
For the proof, we recall (6.70):
1d, v m C o C
=IO + DN < S+ S, (677)
which, in particular, implies that the function y(¢) = [[u™(¢)||? satisfies a differential in-
equality
y(t) < Cy(t)* + Cllf 1%, (6.78)

with the constant C' that depends on v. Dividing by (1 + y)® we get
i _CP

< C+C|fI? 6.79
Integrating in time leads to
1 Lt o [ o)l (650
- s S. )
(T+wyo)? (+y@)? ~ 0 "

Therefore, as long as the time ¢ is such that (6.80) holds, or, rather, as long as Tj satisfies

To 1 1
CT+O/ s)||Hds < < :
o€ Jy WOt < SRy = 2w

(6.81)
we have, for all 0 <t < Tj:
1 1 1
3 2 3 2 232"
(IT+y(®)? = 2(1+y0)* — 2(1+ [Juoll?)

(6.82)
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Therefore, as long as the time ¢ is sufficiently small, so that (6.80) holds, we have
lu™ @) < 201+ luol})- (6.83)

As usual, this uniform bound on the Galerkin approximations u("™(¢) implies that, passing
to the limit m — 400, we construct a strong solution of the Navier-Stokes equations for
times 0 <t < Tj,.

In general, for an arbitrary m > 1 O

Strong solutions are smooth if the data are smooth

We now show that if the initial condition uy and the forcing f are smooth, then the strong
solution of the Navier-Stokes equations (if it exists) is also infinitely differentiable. We consider
only the three-dimensional case but the analysis applies essentially verbatim to the two-
dimensional case as well.

Theorem 6.7 Let u(t,x) be the strong solution of the Navier-Stokes equations

wHu-Vu+Vp=vAu+f, 0<t<T, zeT? (6.84)
V-u=0,
u(0, ) = u(x),

in the sense that there exists C > 0 so that

T
sup [lu(t)]lv < C. / |Au(s)|3ds < C. (6.85)
0

0<t<T
Assume that ug € C*(T?) and f € C>(0,T;T?), then u € C(0,T;T?).

The strategy of the proof will be to estimate |A™u(t)||y for all m € N, and show that, as
long u satisfies the assumptions of Theorem 6.7, these norms remain finite for 0 < ¢ < T', and
all m € N. As m € N will be arbitrary, the Sobolev embedding theorem will imply that u is
infinitely differentiable in z, while the Navier-Stokes equations themselves will imply that w is
infinitely differentiable in time (using the projection on the divergence free fields, the reader
should convince himself that the pressure term is not a problem).

Multiplying (6.84) by (—A)™u and integrating over T? gives

(ug, (—A)"u) — (u - Vu, (=A)"u) = —v(=Au, (—A)"u) + (f, (—A)"u). (6.86)

Integrating by parts leads to

S [(=A)2ullf = ((—A)™ (u - V), (—A)2u) + v (—A) D23,
< (=A™ )| | (=)™ ) . (6.87)

The key inequality we will need for the nonlinear term is given by the following lemma.
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Lemma 6.8 For every m > 3/2 there exists a constant C' > 0 so that for any vector-valued
functions u, v such that ug =v9 =0, and V-u=V -v =0, and up = vp =0 for all k > M,
with some M > 0, we have

I(=2)"2P(u- Vo) < Cl[(=2)"2ul| g | (=A)" D 20| (6.88)
Here, P is the projection on divergence-free fields.

Postponing the proof of this lemma, we apply it in (6.87):

th”( APl + vl (=)D 2l F < [ (=A) 2 F Ll (=A)ullr - (6.89)
FON(=A)™2ul [l (= 2) ™D 2] .

Next, we use Young’s inequality in the right side together with the Poincare inequality in the
form

1(=A)"ullg < C|l(=A) "D Py . (6.90)
This leads to

mn( A Pulfy vl ()l < S Ay I+ Y a) Pl
m v m
+;H(—A) /QUH%JrZH(—A)( Py (6.91)
¢ m/2 £12 ¢ mj2, 14 , Y (m+1)/2, 112
< NA2 1 + TPl + D),
Therefore, we have
Al + D)l < a2+ Ayl (6.92)

Looking at this as the differential inequality for y(t) = ||(—A)™?ul|%,, we deduce that

C

g < (=221l + I (=2)2ullfy(t) < Cr + —[[(=A)"ulfy(), (6.93)

v

with a finite constant Cy as f € C°°(0,T;T?). Grownwall’s inequality implies now that y(t)
obeys an upper bound

o0 < v e[S [ I8 as] + ¢ [ [ [ Iy ] as

(6.94)
In other words, if we know that
T
/ (=AY 2u(s) |2, ds < +o0, (6.95)
0
then
sup ||(—A)m/2u(s)||?qu < +00. (6.96)

0<t<T
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This, in turn, implies that
T
| Iar s s < ¢, (6:97
0

which can be inserted into (6.92) to conclude that

T
/ (=)D 2y (s) ||} ds < +oo, (6.98)
0

allowing us to build an induction argument and continue forever, meaning that

sup ||(=A)"?u(s)||%ds < +oo, for any m € N. (6.99)

0<t<T

This will, in turn, imply that « € C*° by the Sobolev embedding theorem. However, this
argument uses the bound (6.88) which applies only for m > 3/2, and the “free” estimate for
the weak solution is

/0 Vu(s)||%ds :/0 ||(—A)1/2u(s)||§{ds < +00, (6.100)

which corresponds to m = 1, and for which we may not use this argument. Hence, to start
the induction we need the assumption that

T
/ 1 Au(s)|[Zds < +oo, (6.101)
0

which corresponds to taking m = 2 > 3/2, allowing us to proceed.

The proof of Lemma 6.8

Recall that
H(—A)m/QP(u -V)|lg = sup ((—A)m/z(u - Vo), w). (6.102)

weH,||lwl|p=1

Let us write

u-Vo(x) = Z(Zm)( Z (- uj)vl)e%ik"”, (6.103)

keZ3 jHl=k
so that

(—A)™2(u - Vo), w) = Z(Qm)(47r2|k]2)m/2< N uj)vl) cw_y (6.104)

kezZ3 jHi=k
= > @mi)(Ax k)" (1 ug) (v - wp).
Jj+l+k=0
Next, we will use the inequality
7+ 2™ < (5] + D)™ < Coall5]™ + [2]™), (6.105)
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which implies

(=2)"2(u-Vo),w)| <C Y K™ Ulugllodlwd] < C Y (3™ + U™l [or] [

J+Hl+k=0 j+Hl+k=0

<C Y ol lwl + €Y L™ gl ol o] = A+ B. (6.106)
J+l+k=0 j+I+k=0

For the first term, we may estimate

A=C S 1 el = 3 Tl S0 el (6.107)

jH+E=0 JEZ3 lez?

1/2 1/2
<3 sl (Do ) (3 fwnl?) = =) 2wl gl
JEZ3 lez? lezZ? JEZ3

For the last sum above we may use the estimate

>l < (1Pl )’ (Z mgm) (1P ul) " = -yl

JEZ3 jJEZ3 JEZ3
(6.108)
We used in the last step the assumption that m > 3/2 (in a dimension n we would have
needed to assume that m > n/2). For the second term in (6.106) we write

B=C Y |il"Ullodlwd =Y ol D 151" gl fw-iy) (6.109)

JHl+k=0 lez3 JEZ3

< Ol (=) 2ullllwla Y v,

lez3

and

Sl < (1) (3 ) <UD (6110

lez? 173
as m > 3/2. This shows that for any w € H we have
(=)™ (u- V), w)| < CI(=2)"2u | (= 2) "™ D20] g ||w]| (6.111)

and thus finishes the proof of Lemma 6.8. O

Local in time existence in higher Sobolev spaces

The arguments of the previous section imply also that the Navier-Stokes equations are locally
well-posed in the higher Sobolev spaces H™(T?3). We state it for simplicity for the case f = 0.

Theorem 6.9 Let ug € H™, with m > 2, and f = 0. There exists a constant C,, > 0 which
depends on v, m > 1 and ||ug||gm, so that if

T, <C,, (6.112)
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then the Navier-Stokes equations

w+u-Vu+Vp=vAu, t>0, zeT? (6.113)
V- -u=0,
u(0, ) = u(),

have a strong solution on the time interval [0,T,,] that satisfies
lu@)lzm < G5, (6.114)
forall0 <t <T,.

The proof is familiar: we start with (6.115) with f = 0:

v C
—— (=A™ 2ully + S [(—A) 2y} < ;H(—A)m/%%- (6.115)

2

Looking at this as the differential inequality for y(¢) = ||(—A)™?u||%, we deduce that

j < ng(t)- (6.116)

As a consequence, y(t) remains finite for a time that depends only on y(0). O

Infinite time blow-up implies a finite time blow-up

The problem of blow-up of solutions of a nonlinear partial differential equation usually consists
in two separate problems: (1) can solutions blow-up in a finite time, and (2) can they blow-up
in an infinite time, in the sense that the norm of the solutions tends to infinity as t — +o00?
The second notion is usually much weaker. For example, solutions of the heat equation with
a linear growth term

u=Au+u, t>0z¢eR" (6.117)
have the long time behavior
u(t, ) ~ Me—lx\Z/(‘lt) (6.118)
’ (4mt)n/? ’

and thus “blow-up in an infinite time” — all its LP-norms, p > 1 tend to infinity as t — +oc.
However, one does not normally think of these solutions as really “blowing-up” — they just
grow in time.

The situation is different for the Navier-Stokes equations: an infinite time blow-up implies
a finite-time blow-up. More precisely, let us assume that there exists a strong solution u(t, x)
of the Navier-Stokes equations

w+u-Vu+Vp=vAu, 0<t<T, zeT> (6.119)
V-u=0,
u(0, ) = u(),
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such that vy € H, and
lim ||u(t)||y = +oo. (6.120)

t——+o0

Assuming that such u exists, and given any 7" > 0, we will now construct an initial con-
dition vy € V so that the solution of (6.119) with v(0,2) = we(z), blows up before the
time T' > 0. That is, there will be a time T} € (0, T] such that

lim [|v(t)||v = +oo. (6.121)
t—T

The idea is to combine the blow-up assumption that there exists a sequence of times t; — +o00
such that .
Ju(t) v = 2, (6.122)

with the main result of Proposition 6.2: solutions of the Navier-Stokes are often not large.
Given a sequence t; as in (6.122), we may use the aforementioned Proposition to find a
time s; € [t; — T t;] so that

[u(s;)llv < C<1 + %) =" (6.123)

The constant C' depends only on |lug|/z, and v > 0. Thus, if we take u(s;) as the initial
condition for the Navier-Stokes equations, then the corresponding solution of the Cauchy
problem will have reached the V-norm that is larger than 2/ by the time 7. As ||u(s;)||v is
uniformly bounded in j, we may choose a subsequence ji — +o0o so that v)(z) = u(s;,,z)
converges weakly in V' and strongly in H to a function vy € V. Consider now the Cauchy
problem with the initial condition vy:

v +v-Vo+Vp=vAv, 0<t<T, €T3, (6.124)
V-v=0,
v(0,z) = vo(z).

This problem has a strong solution on some time interval [0, Tp], which depends only on ||vyl|v
and v. We will now show that (6.124) may not have a strong solution on the time inter-
val [0, 7. To this end, assume that such solution exists on [0, 7], denote

r=sup Ju(®)llv, (6.125)

0<t<T
and consider the functions vy (t) = u(t + s;, ), which are solutions of

0
% +Uk . V'Uk;‘{’VPk = VAUk‘a 0<t S T7 M ']1‘37 (6126)
V-vk = 0,

v (0, 7) = v ().
Writing w; = v; — v, and expanding

v;- Vv, —v-Vo=(v+w;) - Vv+w;) —v-Vo=w; - Vv+v-Vw; +w, - Vw;, (6.127)
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we see that w; satisfies (as in the proof of the uniqueness of the solutions of the Navier-Stokes
equations):

Ow:
%+wj~Vv+v-ij+wj~ij+Vp’: vAw;, 0<t<T, x¢€ T?, (6.128)
V . U)j = O,
wj(oa ZL‘) = ?);)(ZL') - Uo(ZE),

with p’ = p; — p. Multiplying by w; and integrating leads to

1d
5 gz lwilli + vl = —(w; - Vv, w;). (6.129)

We estimate the right side as

|(w; - Vv, wy)| < flw;| s |Vl 2 llwjl e < Cllwgll e llvllv [[w; | ae (6.130)

1/2 1/2 1/2 3/2 v C
< Cllwy g lws 12 ol lwslly = Cllolly w2 i3 < 5 w3 + ;Ilvll“vllel\%-

We used Young’s inequality in the last step, with p = 4/3, ¢ = 4. Using this in (6.129) gives

1d v C
S gl + Dl < S ol ol (6.131)

As v is a strong solution, there exists C' > 0, which depends on v and r in (6.125), so that
lw; Ol < [lw; (0)]] e, (6.132)

meaning that w;(t) — 0 strongly in H, for all 0 < ¢ <T'. Furthermore, as

v T

T
2 [ st < )+ [ (Ol (6.13)
0 0
and since ||w;(t)||z — 0, pointwise in ¢, while ||w;(t)||z < C, we conclude that
T
/ s ()|t — 0 as j — oo, (6.134)
0

In particular, possibly after extracting another subsequence, we know that ||w;(¢)|v — 0 for
a.e. t € [0,T]. Take any ¢ € [0,T] such that ||w;||y <1, then
[o;(®)llv < llw; Dllv + [lo(@)]lv <1+ (6.135)

The local in time existence theorem implies that there exists a time 77, which depends only
on v, so that
[v;(s)llv < 10(1 + ), (6.136)

for all s € [t,t 4+ T1]. The density of times ¢ so that (6.135) holds, means that (6.136) holds
for all 0 <t < T'. This, however, contradicts the assumption that

lv(s; = ti)llv = llu(sj)llv > 2'.

Thus, v(s,z) can not be a strong solution on the time interval [0, .
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The Beale-Kato-Majda regularity criterion

We now describe a sufficient condition for the solution to remain smooth. This time, we will
work in the whole space R? but the existence and regularity results we have proved for the
three-dimensional torus apply essentially verbatim to the whole space as well. As we have
seen in Theorem 6.9, if the H™-norms of a smooth solution w(t,z) remain finite on a time
interval [0, 7], then the solution may be extended past the time 7T'. In other words, a time T’
is the maximal time of existence of a smooth solution w(t,z) if and only if

ltl/rrfrrl |u()|| gm = +o0. (6.137)

The Beale-Kato-Majda criterion reformulates this condition in terms of the vorticity.

Theorem 6.10 Let ug € C(R?), so that there exists a classical solution v to the Navier-
Stokes equations with f = 0. If for any T > 0 we have

T
/ | (t)]| Lo dt < +o00, (6.138)
0

then the smooth solution u exists globally in time. If the maximal existence time of the smooth
solution 1s T' < 400, then necessarily we have

T

ltlTr%l i lw(t)|| Lo dt = +00. (6.139)

The starting point in the proof is the estimate for the evolution of the H™-norms. We take m
to be an even integer fro convenience. Let us recall the identity (6.87) with f = 0:
1d
2dt

Note that the term in the right side that has the highest order derivative, of the order (m+1),
vanishes

1= )™ 23y + vl (= 2) D2l = (- A)™ (- V), (~A)™ ). (6.140)

((u- V(=2)"2u), (=8)"u) =0,
hence the right side in (6.140) can be estimated by

3 m
Coll D™ully S S 1D s DI P, (6.141)

ij=1 k=1

with 1/p+ 1/q = 1/2, and with the notation D = (—A)'2. We recall a Gagliardo-Nirenberg
inequality for R%:
1D fllze < CID™FISN I (6.142)
with 0 < 7 <m, and
I g 1 m
p-ataT )

and a = j/m. We will use it for f = Du and 1 < k < m:

ID*"' Dl < | D™ Dul| . || Dull 5, (6.143)
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that is, the terms in (6.141) with 1 < k < m can be estimated as
1D ullze < el D™ullg || Dullc*,

with (you want to take a as small as possible)

k—1
a=—7:,
m—1
so that
L k-1l k=l l m-1 k-1 _a
p d m—1"2 d ~ 2m-1) 2
The paired terms || D™ =*u||, can be estimated similarly:
1D ul e = [ D™ Dl < | D™ul[12]| Dull ",
with B}
b= m;’
m—1
and

1 m—-%k m-%k1 m-1 m—k
e
q d m—1"2 d 2(m —1)

Luckily, we have a + b =1, and

1

n I a+b 1
p ¢ 2 2
so that these p and ¢ can be taken in (6.141). It follows that

1D | o | D™ o < C| D™ ]| 2| Dt
When k£ =m or k =1, we simply use p = 1/2 and g = oo, getting the estimate
D™ ul| 2 || D e
for those terms. Altogether we conclude that
1d
2dt

Summing over m, we conclude that for any s € N we have

D™ ullfy < ClD™ullf | Vull

e < Cg|[ V| oo [u]

HS.

)
dt

(6.144)

(6.145)

(6.146)

(6.147)

Therefore, if ug € C°(R?), then for any of the H*-norms to become infinite by a time 7' it is

necessary that
T
/ | Vu(t)| e dt = 400,
0

and, in general, we have

[l s < [luol

¢
Hs €xp {Cs / ||Vu(7')||Lood7'}.
0
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In a similar vein, multiplying the vorticity equation
wetu-Vw =vAw+w - Vu (6.150)

by w and integrating, we see that

d
S @@z < [ Vullzflo] 2, (6.151)
so that
t
lw(®) 122 < llwoll 2 eXp{/ [V u(s) o} (6.152)
0

The conclusion of Theorem 6.10 would follow from (6.148) if we would know that
“Vul| e < Clwl|ge. (6.153)

One may expect this to be true based on its validity for L*-norms: recall (3.26)

/|Vu|2dx:/ |w|?dz, (6.154)
R3 R3

because

|w]? = €ijrCimn (05ur) (Omtn) = (6jmOkn — n0km ) (0jun) (Omtin) = |Vul® — (Dur) (Fruy),
(6.155)

and

/n(ajuk)(akuj)dx =— /n uy (0k0;u;)dx = 0. (6.156)

Identity (6.153), however, is not quite true for the L*-norms — the relation between the
gradient of the velocity and the vorticity is in terms of a singular integral operator which
maps every LP — LP for 1 < p < +o0 but does not map L> to L*. However, it is “almost
true” as shown by the following lemma.

Lemma 6.11 Let u(x) be a smooth divergence free velocity field in L*NL>, and let w = V xu.
There exists a constant C' > 0 so that

IVl < C(1+log™ ||ull 2 +log™ [|w]lz2)(1 + [|wl[z=). (6.157)

Here, for z > 0, we set log" z = log z if logz > 0, and log" z = 0 otherwise. The L?-norm
of w(t) that appears in (6.157) can be estimated from (6.152) as

¢
log* lw(®)]lz2 < log" [Jwo]l +/ |Vu(s)l|eds. (6.158)
0
Similarly, the H?-norm of u(t) can be bounded as in (6.149):

t
log™® ||u(t)||gs < log™ ||uol| s + C/ IVu(s)| L-ds. (6.159)
0
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Assuming the result of Lemma 6.11, we deduce that ||Vu||s satisfies the inequality

[Vu(t)l= < Co(1 /WMHW®GHMNW (6.160)

with a constant Cy that depends on the initial data ug. Setting

3£wmmm&@mﬁ+wwm,

we have from (6.160):

aG

o S Co(1+ G(t))B(1),

so that
(Z(G()exp Co/ B(s ds )<005()exp Co/ﬁ ds

Integrating in time gives
G(t) exp / B(s ds <1- exp / B(s ds (6.161)

so that .
G(t) < exp {Co [ Bls)as)}

In other words, we have

/Ot [Va(s)| zeods < exp {Cgt +C /Ot Hw(s)HLoods)}. (6.162)

As a consequence, as long as

¢
/ |lw(s)||eds < 400, (6.163)
0

all H™-norms of the velocity remain finite, hence u(t) € C°°(R?). Therefore, the proof of
Theorem 6.10 boils down to Lemma 6.11.
The proof of the estimate on ||Vul|r~

We now prove Lemma 6.11 using the ideas from the theory of singular integral operators.
The velocity field is related to vorticity by the Biot-Savart law:

u(r) = — g K(z —y)w(y)dy = g K(y)w(z + y)dy, (6.164)
with '
K(x) 47r\x]3x X h, (6.165)
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for any h € R3. As the singularity in VK (z) is of the order 1/|z|*> which is not integrable in
three dimensions, we have to be careful about computing the gradient of u. Let us write

u(r + 2) —u(zr) = g K(y)lw(z+2z+y) —w(+y)dy. (6.166)

As K € L}, .(R3), if, say, w € C°(R?), then, passing to the limit z — 0, we get

loc

Qur(x) _ Ko ()00 (z + ) dy. (6.167)
8% R3

Because of the singularity in K we can not immediately integrate by parts. Let us write this
integral as

Oug(z) i
= lim Ko (y)Ojwm (z + y)dy =
b =i | Kun)dpen(r )
= —lim K (y)wim (z + y)&dy — lim 10; Kt (y)Jwm (@ + y)dy = Agj + By,
e—0 |y|:8 | | e—0 |y|2€
The first integral can be re-written as
Apj = —lim K (y)wm (x + y) L dy = — lim - L3[9 x w(@ + e Ldy
e=0 J|y|=¢ Y] =047 J 11— [yl Y|
g = [ e xale b eh e = - [ xwle)hd
= —lim — ——lez X w(xr + e2)|p—=e°de = —— 2z X w(x)|pzdz
e—0 471 z|=1 €3|Z‘3 k|Z| 4 |z|=1 k%
et [ (@) = S (26 = = getsnn@) (6169
= ——€kmn Zmwn (1) 2;dz = ——wp () 0m; = —=€rjnwn (). )
Il 7 3 R
Thus, we have
1
Aug| < gl
and the main focus is on the second term. We have
€krm
Kim(y) = 27y,
so that 3
€krm €kjm
0 Kpm(y) = ——— )y + —2
el = = ey Y Ty

We conclude that for any h € R? we have

. 36k7‘m €kim
B =1 [ B I e m h.d
( )k 51—13(% >z 4ﬂ_|y’5yﬂ/ + 47T|y|3 w (x + y) dy
i By- My xw@+yl | 1
:hm/ < + wx_|_y Xh )dy
=20 jylze dmlyl® 47T|y|3[ ( ) % hli
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We shall split B further as follows: take a smooth cut-off function p(r) so that p(r) = 0
for r > 2R, and p(r) = 1 for r < R, with R to be chosen later, and write

Bty =tiny [ (PRI ot ) < Hl oty
. 3(y - M)y x w(@ + y)k 1 _
i | (T + gy — ) % W) (0= pllyl)dy = Ci+ D

The Cauchy-Schwartz inequality implies that

<1

Dy < C|h|||w||L2(/ 12,
r T

12
) o]l 2 A, (6.169)

S R3/2

The key estimate is for Cj: we will show that for any 6 > 0 and any Hoélder regularity
exponent vy € (0,1) we have

R
Cy] < c{mnwnm + ||w]| pemax(1, log g) }|h|. (6.170)
Here, ||w||¢v is the Holder norm. The Sobolev inequality in dimension n

£ lle@ny < Ol f]

Hs+w(Rn)7 S >
implies that in three dimensions we have, for all 0 < v < 1/2:
[wller < Cllwllae,

so that
4| < c{m||w||m+||w||mmax(1 log 5)} < c{m||u||H3+||w||meax(1 log 5)}. (6.171)
= eSS = 85

Altogether, we have

C R
V| < c(nwnm + =l + {(WHuHH:s + ||w|| zremax(1, log 3) }) (6.172)
Thus, we set R = ||w||i/23 As far 0 is concerned, if ||u||gs < 1, we can take § = 1, while
if [Jul|gs > 1, we can take 6 = [Jul| ;3. In both cases, we have
IVullze < C(1+log" [|ull s +log™ [|wl[z2) (1 + wllz=), (6.173)

which is the claim of Lemma 6.11. It remains, therefore, only to prove the estimate (6.170).

A nearly L™ — L*> estimate for singular integral operators

We now prove estimate (6.170) for Cj, which we write as

3(y-h)ly x w(@ +y)k 1
4rlyl® 4rly|3

(' = lim (

e—0 \y|2€

wiw+y) x hli ) pllyl)dy
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= lim [ (300 Ml xete e+ fole+) < B oW j

= —hm <3 Ym mEk]ry]wr(l'+y)+5krmwr($+y) ) (|y|)’ |3
dy

_Ell—{% ( m€k]ryj+5krm>wr(x+y) (M)W

= " lim Proer (y)wr (x + y)p([yl)dy. (6.174)

We have denoted here

Lo, N
Projer = W(Symgkjryj + Ekrm)- (6.175)
The kernel Q(y) = P (y) (we fix for the moment the indices m, k and r) is homogenous of
degree (—3):
1
Q\y) = = (y), forall A >0 andy € R3 y#0. (6.176)

Thus, Q(y) is “barely not in L'”: if it were slightly less singular it would have been in L.
In addition, the average of Q(y) over the unit sphere (and thus over any sphere centered
at y = 0) vanishes:

Q(y)dy = / (nggkjrgj + 5krm>dy - 471—[5kj7"5mj + 5krm] - 477[5ka - gkrm] =0.
lyl=1 lyl=1

(6.177)
Consider now the term (again, with an index r fixed)
Qu(z) = lim ’ Qy)wr(z + y)p(lyl)dy. (6.178)
c yl>e
We split the integration in the definition of Qw as follows:
Qu(z) = lim Q(y)wr(z +y)p(lyl)dy + Qy)wr(z +y)p(lyl)dy = A+ B. (6.179)
=0 Je<lyl<o ly[>6
The second term above is (recall that p(|y|) = 0 for |y| > 2R):
B= [ Qe+ vy, (6.150)
5<|y|<2R
which can be estimated as
2R .n—1 2R
B| < cuwnm/ D i < O]l log 2 (6.181)
5

The first term in (6.179) is estimated using the Holder continuity of w: the mean-zero prop-
erty (6.177) means that we can write

A = lim Q(y)wr(x+y)p(ly[)dy = lim Q)[wr(z+y) —w(2)]p(|y[)dy. (6.182)

e—0 e<|y|<s e=0 e<|y|<é
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The Holder continuity of w implies that the integrand in the last expression above has an
upper bound

C C

QW) wr(z — y) — wr(@)]p(ly])] < » |nlylwll wler = Wllwllcm (6.183)

which is integrable in y at y = 0 for v > 0. Therefore, we have
a-f oz — ) — w(@)o(ly)dy, (6184

<|y|<5
and
0 ypn—1

|A] < CHme/ 7aly < Clw||evd7. (6.185)

Putting the bounds for A and B together gives (6.170).

7 Vortex lines and geometric conditions for blow-up

The vorticity growth equation

Here, we investigate how vorticity alignment in the regions of high vorticity can prevent blow-
up in the Navier-Stokes and Euler equations. First, we obtain an equation for the magnitude
of vorticity |w| that shows that it is plausible that the vorticity alignment in the regions of
high vorticity may prevent the growth of vorticity. Recall that the vorticity of the solutions
of the Navier-Stokes equations satisfies the evolution equation

wi+u-Vw—vAw =w- Vu (7.1)
Multiplying by 2w, we obtain
Oi(|w?) +u - V(Jw]?) — vAJw|* 4+ 2v|Vw]* = 2(w - Vu) - w. (7.2)
The right side can be written as
2(w - V) - w = 2w;(Qjur)wr, = 2(Sw - w) = 2a(z)|wl|?,

with

a(z) = (S(x)€(x) - £(x)), &(x) = @) (7.3)

and
S(z) = %(Vu + (V). (7.4)

When v = 0 we get a particularly simple form of the vortex stretching balance for the Euler
equations:

Olw| +u - V|w| = a(t,z)|w]|. (7.5)

74



Thus, the vorticity growth may only appear from a(z) large. Our next task is to express a(x)
in terms of the vorticity alignment. We start with the Biot-Savart law

1
u(z) = — ﬁ X w(z + y)dy. (7.6)
Let us recall that
— = K, (1) 050, d 7.7
ox, im ) K () djwm(z +y)dy (7.7)
= —lim Kon () (2 + ) 2-dy — 1im [0 K (y)|wm (2 + y)dy = Ag; + By
=0 Jyy)=e [yl ™ =0 5.
The term Aj; can be simplified as
A = — lim Kim (y)w (a:+y)yjdy—— ! 1 —=y x w(z +y)k ydy
’ e=0 Jiy|=e Y| =50 At yl=e [UI? Y|
lim Lol xw@t et = - [ [z xw(@)ed
= —lim — — Jerxw(z 4+ ey Le2dy = —— z X w(z)|pz:dz
e—0 47 |z]=1 53|Z|3 |Z| 4 lz|=1 w5
1 . 1
= —Eekmn /|z|1 Zmwn (T)2;dz = _€k3 Wi (2)6m; = _§€kjnwn(x)v (7.8)
and B can be written as
. 3€krm €kjim
By = lim [ Yily — — ]wmx—l—ydy
9= ), o a9 ™ Ty )eom e+ Y)

Multiplying (7.7) by €;;% and summing over j, k, leads now to an integral equation for the
vorticity:

wl(x) = el-jkﬁjuk = eijkAkj + GijkBkj = —geijkekjnwn (79)
. 3€krm €kmj

+lim €ijk [—y-yT + = (wm(z + y)dy.
=0 J1y15e T Larly|p™? 4r|y|3

The first term above can be re-written as
—Eijkajnwn = eijkenjkwn = 2&),‘.
In the second term, we use the identities
€ijk€krmYjYrWm = €kij€krm¥YjYrWm = [(Sir(sjm - 5im5jr]yjyrwm = yi(y ) w) - |y|2wi7

and
€ijk€hmjWm = €kij€hmjWm = 2W;

Using these transformations in (7.9), gives

iy - w(z +y)) — [y[wi(z +y)] + M] d

1 3
@ (x) = lim e

20 Jiy>e [47T|y|5

)



so that

w(z) = tim [ o+ y>|cyl—|y3 (7.10)

47T e—0 |y‘28

with the matrix o(y), ¥ = y/|y|, defined as

o(§) =3@®y) —1. (7.11)
Similarly, we may compute the symmetric part of Vu:

S(z) = %(w + (V).
We have

Skj = %(Akj + A + %(Bkj + Bji).
It is easy to see that the matrix Ay; is anti-symmetric, thus
A+ Aj, = 0.

For the symmetric part of the matrix B we compute

3€krm 3€ irm €kim €ikm
Byj + Bji, = lim [—y-ywj—ykyr— = — ]wmxﬂ/ dy
T a0 J s Wnly P Awlyl dmlyl®  drlyl3 ( )
3 dy
= — lim [ekrmg’yr +e€ 'rmi&kyr} Wi (T +Y) T3
47T e—0 |y‘25 J J ( )|y|3
We conclude that p
:—PV/M x+y)’3‘/3, (7.12)
with the matrix-valued function
. 1., A .
M w) = 5lGxw) @y +5@ ([ xw)]. (7.13)

Going back to (7.3), we get the following expression for the vorticity stretching coefficient a(z):

(@) = (S(@)é(a) - €@) = 1PV [ (M(Gwa+ )6 -€@)E (714

The integrand can be re-written as

M (g, w(z +y))(x) - £(x)) = %[( w(@z+y) @+ (G xw+y))E)- ()
= (U xw(x+y)- &) (G- &(x) = DG, &(x +y),§(2))lw(z +y)|,

thus

@) = (S(@)é(a) - €(@) = 1PV [ DGl +u) €le + )l S (719
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Here, we have defined, for three unit vectors ey, e; and es:
D(ey, ez, e3) = (€1 - e3)Det(eq, e, e3).

Geometrically, it follows that the regions where {(z + y) is aligned with £(z) contribute less
to a(x). This applies also to the antiparallel vortex pairing, which is a physically observed
phenomenon. That is, we expect that if the vorticity direction field is aligned or anti-aligned
in the regions of high vorticity, the blow-up might be prevented by the vorticity alignment,
though this requires a careful analysis which we will undertake next.

A priori bounds on the strain matrix

Let us first obtain some bounds on the strain matrix in terms of w that we will need later.
We have, from (7.12)-(7.13):

3 dy 3
Spi(z) = —P.V. [ it & €5rml ] ” —:—P.V./R () dy,
k(@) = o / €krmPjUr + €jrmUnlr |w (flr+y),y|3 o ejm (Y)W (-’L’+y()7116)

with the kernel 1
Rkjm(y) = W[Gkrmgjgr + Ejrmgkyr]‘

This kernel is of the singular integral type we have seen before in the Beale-Kato-Majda
criterion: it is homogeneous of degree (—n) (the dimension n = 3), in the sense that

Rigjm(Ay) = A2 Ry (), (7.17)

and its integral over any sphere centered at y = 0 vanishes:

1
5 1€kjm + Ejk:m] =0. (718)

1
Rijm(y)dy = - 3[

3 [Gkrm(sjr + Ejrm(skr] =

ly|=1

Let us show that (7.17) and (7.18) imply that the Fourier transform Ry, (€) is uniformly
bounded: A
| Rijm (§)] < C. (7.19)

Indeed, let us write
1

ly3

As Ryjm(y) is homogeneous of degree (—n) (in dimension n = 3), its Fourier transform is
homogeneous of degree zero. Then we have:

Rim(y) = ——0(3). /| oy

drdy

) 1/6
Ryjm(§) = lim / e 2T (ED) g 2drdy—hm/ / cos(2rr(€ - 9)) — 1| ®(9)
s2 T S2?

€,60—0
drdy drdy

J 1/5
+i lim / sin(27r (€ - 1))@ (y)
S2

£,0—0

1/6
lim mr(&-v))P(y
+ / cos(2mr(€ - §)(5)

=0 Jq

7



We used the mean-zero property of ®(7) in the second equality above. For A3, we may write

drdj

1/5
A3(§) =i lim . CID(Q)/ sin(27r(€ - g))

€,0—0

o R R &9/ in rdry
=1 lim <I>(y)sgn(§~y)</ )dy-

020 /g2 2ml€-jle r

Recall that there exists a constant Cy > 0 so that for any a,b > 0 we have

‘ /b sin rdr
“ r

hence |A3(¢)| < C. For A; 4+ As, we have

S C’07

Ai(§) + A8 = lli% . o(y) [/El/s[cos(Qwr(f ) — 1]%] dy
= lﬂ% o ®(9) [/;Z;?/E[COS(T) ]dr}dy = /82 O (y) [/Ol(cosr —1)— / cos rdr

) 2rl&gl/e gy ) ) ! d?" cosrdr
g o[ S e [

—hm/ y)log(27|€ - g|/e)dy

- [ o] /0 osr =%+ [Ty [ ag) o€ i1 (7.21)

We used the mean-zero property of ®(y) in the last step. In particular, it allowed us to
replace & by f under the logarithm sign. Now, the first integral in the last line in (7.21)
does not depend on £ and is, therefore, uniformly bounded. The second is also bounded,
by an application of the Cauchy-Schwartz inequality on S?. We conclude that the uniform
bound (7.19) holds. Tt follows immediately that the strain matrix satisfies an L*-bound

15122 < Cllwl|z2, (7.22)

a bound we have already seen before.

The regularized system

We will follow the paper by P. Constatin and C Fefferman for the analysis of the vorticity
alignment for the Navier-Stokes equations. A similar issue for the Euler equations has been
studied in their joint paper with A. Majda. We will start with a regularized Navier-Stokes
system, obtained by smoothing the advecting velocity:

u+ (ps*xu)-Vu+Vp=vAu, t>0, z€R" (7.23)
V-u=0,
u(0, ) = ug(x).
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The convolution is performed in space only:

us(t, @) = b5 # ult, x) = / o5(x — y)u(t, y)dy,

and the kernel ¢s has the form
1 /x
o) = 559(5)

with a smooth compactly supported function ¢(z) > 0 with [|¢]|;: = 1. Note that us is also
divergence-free: V - us = 0. Let us explain why the regularized system (7.23) has a strong
solution, which is smooth if ug € C°(R?). Of course, the easy bounds on u(t, z) will blow-up
as 0 — 0. We argue as in the estimate for the evolution of the H™-norms in the proof of
the Beale-Kato-Majda criterion. First, multiplying (7.23) by u and integrating by parts we
deduce that

t
lu(t, 2)[2dz + v / / Vu(s, o) Pdads = [ [ug(x)[2de, (7.24)
0

R3 R3

hence
Ju(®)[|rz < [luollz2- (7.25)

It follows from the definition of us that
[us()]lor < Cr(0), (7.26)

with the constants Ci(9) that may blow-up as 6 — 0. Next, multiplying (7.23) by (—A)™u
and integrating by parts we obtain

1d

5 7l (A Pullyy + vl (=A) " Rl = (=8)"2 (s - Vu), (=A)" ). (7.27)

As before, the leading order term in the right side vanishes:
((us - V(=A)"u), (=A)"?u) = 0,

because V - us = 0. Hence, using (7.26), the right side in (7.27) can be estimated by

3 m
Conll D™ull 3 3 1 DFus oo | DU P ]| 2 < C(6) ]

ij=1 k=1

- (7.28)

Summing over m, we conclude that for any s € N we have
d
ol = G @)l (7.29)

Therefore, if uy € C°(R?), then u(t) remains in all H™(R?) for all ¢ > 0. Of course, the
Sobolev norms of u(t) may blow-up as § — 0.
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Vorticity alignment prevents blow-up

We will now show that if the direction of the vorticity of the solutions of the regularized
system (7.23) is sufficiently aligned then solutions of the Navier-Stokes system itself remain
regular. Let us introduce some notation: given a vector e we denote by P the projection
orthogonal to e,

Prv=v—(v-e)e.

We will denote by wu(t, x) the solution of the regularized system (7.23), let w(t, x) = V xu(t, x)
be its vorticity and &(¢,x2) = w(t,x)/|w(t, z)|, while v(t,x) will be the solution of the true
Navier-Stokes equations

v+v-Vo+Vp=vAv, t>0, z€R" (7.30)
V-v=0,
v(0, z) = up(z).

Theorem 7.1 Assume that there exists dy, 2 > 0 and p > 0 so that for all 6 € (0,0q) the
solution u(t,z) of the reqularized system (7.23) satisfies

P (et +y)| < ’—f}‘ (7.31)

forallz,y € R® and 0 < ¢ < T, such that |w(t,z)| > Q and |w(t,x+y) > Q. Then the Navier-
Stokes equations (7.30) have a strong, and hence C*®-solution on the time interval 0 <t < T.

The strategy will be to get a priori bounds on u(¢,z) that do not depend on § and then pass
to the limit 6 — 0. The passage ot the limit is very similar to what we have seen before, so
we focus on the a priori bounds that follow from assumption (7.30).

The a priori bounds for the regularized system

We first get a priori bounds for the regularized system that require no assumptions on the
direction of the vorticity and, in particular, are independent of (7.31). Let us set wg = V X g
and

Q= /R3 |wo(z)|dz + % /]Rs |ug () |*dz.

We have then the following bounds, uniform in § > 0.

Lemma 7.2 The following two bounds hold:

t
/ lw(t, z)|dz + V/ / lw(s, z)|VE(s, x)|Pdeds < Q, (7.32)
R3 0 J{z:|w(s,z)|>0}
for all 0 <t <T, and for any 2 > 0 we have
g Q
/ / |VE(s, z)Pdrds < —=. (7.33)
0 {z:|w(s,z)| >N} 29,
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Proof. Let us derive the equation for w(¢, x): this derivation follows that for the true Navier-
Stokes equations but the vorticity equation in the presence of the regularization is not identical
to that of the Navier-Stokes equations. The advection term in the regularized Navier-Stokes
equations can be written as

us-Vu=u-Vu+ (us —u) - Vu=u-Vu —vs - Vu, (7.34)
with
Vs = U — Us.
Recall that

(w X u); = €ijpwitk = €ijkE jmn (OmUn )k = (8inOkm — OimOkn) (Omiy ) U

We used above the identity
€jikEjmn = 5zm5kn - 5zn5kzm (736)

and anti-symmetry of €;;,. Thus, as we have previously seen, the advection term can be
written as

_ Jul?
u-VU—wxu—i—V(T). (7.37)
Recall also the formula
Vx(axb)=—-a-Vb+b-Va+a(V-b)—>bV-a), (7.38)
which now gives
VX (u-Vu)=V X (wxu)=-w-Vu+u-Vw. (7.39)
We also had an observation that
w-Vu=V(tz)w, V= % (7.40)
('31,']-

The matrix V' can be split into its symmetric and anti-symmetric parts:
1 1
V=S+P S:§W+VU,P:§W—VU, (7.41)

The anti-symmetric part has the form

1 1 1
RI’L] = 5[8Juz — azuj]hj = §8muk [5zk6]m - 6zm5]k]h] = églijelkm(é’muk)hj
1 1 1 1
= —§5lijslmk(0muk)hj == —§Elijwlhj = §5iljwlh]~ = E[w X h]l, (742)
for any h € R3. In other words, P satisfies
1
Ph=-w X h, (7.43)

2
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and thus has an explicit form

1 0 —Ws3 (9))
P=- Ws 0 —W1 . (744)
2
—Wwy Wi 0

As a consequence, we have Pw = 0, thus Vw = Sw, so that
V x(u-Vu)=u-Vw— Sw. (7.45)

This is, of course, identical to what we have obtained for the true Navier-Stokes equations.
For the term in (7.34), which involves vs; and comes from the regularization, we write

[V x (v5 - V)i = €410 [U5,mOmtir] = VsmOmleigndyun] + iji(505m) (Omur) (7.46)
=5 Vw; + €ijk<ajvé,m)(amuk)

Thus, we have
V X (us-Vu) =u-Vw—Sw—vs-Vw+ (Vu) ® (Vus) = us- Vw — Sw+ (Vu) © (Vug). (7.47)

Here, we have introduced the following notation: given two matrices a and b, the vector a ©® b
has the entries

(@ ®b)i = €ijrmbm;. (7.48)
Thus, the vorticity satisfies the evolution equation
wi + us - Vw — vAw = Sw — (Vu) © (Vug). (7.49)

Once again, we stress that the second term in the right side comes from the regularization.
Note that the vector £(¢,x) = w(t, x)/|w(t, z)| satisfies |€]? = 1, which implies

€6 =0, k& =0, forall 1 <k <3, (7.50)

leading to
(0&5) (i) + §A8; =0, (7.51)
Multiplying (7.49) by £(¢, x), and using (7.50)-(7.51), we get in the left side
€ (Wt us - Vw — vAw) = & (lw]& + Elwle + [w] (us - V)E + &(us - Vw]))
(& AW = v(§ - Adw| = 260,605 w] = |w]i + us - VIw| = vA|w] = v|w|(§ - AS)
= |wl; + us - V]w| — vAlw| + v|w||VE.
We deduce an evolution equation for |w(t, z)| in the region where w(t, x) # 0:

% + us - V|w| — vAlw| + v|w||VE]? = £ - (Sw — (Vu) © (Voy)). (7.52)

Let now f(z) be a C?-function of a scalar variable z which vanishes in a neighborhood of z = 0.
Multiplying (7.52) by f'(|w|) and integrating gives

G [rebde sy [ eVl o [ lelr(eDivepas (@5
- /RS (€ - (Sw — (Vu) ® (Vos))f (|w|)dz.
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Choose a function ¥ (y) > 0 such that 1(y) vanishes for |y| < ry and y > o, and such
that

OQO Y(y)dy = 1, (7.54)

and set
1) = [ = vt (7.55)

so that
76 = [ oy 6=l 20 (7.56)

In particular, we have 0 < f'(z) <1, f’(z) = 0 in a neighborhood of z = 0, and
2f'(z) = z, for 2 > Q. (7.57)

In other words, f(z) is an approximation to z. Then, integrating (7.53) in time gives
t
flltt.a))do+v [ [ fols, )IIVE(s, )P < [ Fllen(a) )i
R3 0 J{z:w(s,x)|>N} R3
t
-I—/ / [€- (Sw— (Vu) ® (Vus)] f'(|w])dxds (7.58)
o Jrs

t 1 1 1 1
g/ |w0(x)]dac+/ / (15050 + Slo(s.2) + 2 [Vl + 5|V ) dods.
R3 0 R3 2 2 2 2

As V- u =0, we have
/ |Vul*dz = / |w|?dz = 2/ TrS*dz.
RS R3 R3

The energy identity (7.24) means that

Flw(t, 2))ds + ,,/ / w(s,2)||VEGs, o) 2dr < Q. (7.59)
R3 0 J{z:w(s,z)|>N0}
with
Q- /R (@)l + /R o () 2dr. (7.60)

In particular, for any €2 > 0 we obtain

t
/ / [VE(s,z)|*dr < 9 (7.61)
0 J{zw(sz)|>0} 129,

We may also let 2y — 0 in (7.59), so that f(z) — z, and obtain the estimate in Lemma 7.2

/ Wit 2)|dz + y/ / w(s, 2)||VE(s, 2)2dz < Q. (7.62)
R3 0 J{z:w(s,x)|>0}

This finishes the proof of this Lemma.
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Enstrophy bounds when the vorticity direction is regular

Lemma 7.2 does not use assumption (7.31) on the vorticity direction. Now, we will use this
assumption to obtain enstrophy bounds on the solution of the regularized system. We will
show that the solution of the regularized system obeys the following a priori bounds. Here,
we use assumption (7.31): there exists dp, 2 > 0 and p > 0 so that for all 6 € (0,0y) the
solution u(t, x) of the regularized system (7.23) satisfies

P (€t +y)| < '%' (7.63)

for all z,5 € R® and 0 <t < T, such that |w(t,z)] > Q and |w(t,z +y) > Q.

Lemma 7.3 There exists a constant C' which depends on the initial data ug, and Q, v, T,
and the constant p in (7.63), so that

sup |lw(t, z)|*dz < C, (7.64)
0<t<T JR3
and
T
/ IVw(t,z)|*dr < C, (7.65)
o Jrs

for all § € (0,0).

With these a priori bounds in hand, one can find a subsequence ¢ | 0, such that the so-
lutions wu(t,z) of the regularized Navier-Stokes system converge to a solution v(¢,x) of the
true Navier-Stokes equations which obeys the same bounds (7.64) and (7.65). These bounds
imply that v is a strong solution and is therefore smooth if ug is smooth. Thus, our focus is
on proving Lemma 7.3.

Multiplying the vorticity equation

wi + us - Vw — vAw = Sw — (Vu) ® (Vus) (7.66)

by w and integrating gives

2dt/|°"| dx+1//|Vw| d:v—/(Sw w)dg;_/w.((wm(wé))m (7.67)

We will split the vorticity into the “small” and ”large” components: take a cut-off func-
tion x(z) such that x(z) = 1 for 0 < z < 1, x(2) = 0 for z > 2, and 0 < x(z) < 1 for
all z > 0. We set

w(t,z) = wV(t, z) +w?(t,z), (7.68)

with

w(t,z) = X(@)w(t,x), wA(t,z) = (1 — X<|w(tT’x)|>)w(t,x). (7.69)

Recall that the strain matrix can be written in terms of the vorticity as

dy .
S(x ——PV/M x—i—y))ﬁ j =

v

o (7.70)
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with the matrix-valued function
M(g,w) = xw)@J+7® (§ X w)]. (7.71)

The decomposition (7.68) and (7.70) induce then the corresponding decomposition

S(t,x) = SW(t,z) + SD(t, x). (7.72)
We can then write )
(Sw-w)= > (SD . w®) =X +V+ 2, (7.73)
i\j k=1

where X comes from the triplets where at least one of w is ”small”:

X2y Y (590

i=1 (j.k)£(2.2)

the term Y has S ”small”, and both w "large”:

Y = (SWw® . w®),
and, finally, Z has S and both w "large”:

Z = (SPw® . ),

We also set

W =—w-((Vu) ® (Vuy)).
With this notation, (7.67) has the form

Zdt/yw12d3:+u/|w dx—/(X+Y+Z+W)d (7.74)

We will estimate the size of each term in the right side of (7.74) separately.
In order to estimate X, we recall that for any incompressible flow v we have

/|VU|2dx = / I(fPdx, ¢ =V xw.

As a consequence, the strain matrix
1 t
Sy = é(Vv + (Vo))

satisfies

avz avj 3 a’l}i 2 2 9
2 — <4 :4 :4 . .
I = 3 [ (32 + 25 o < > [ () aw=a [1vviar=a [ par a3

i,7=1
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Then, the term X can be estimated as follows: either w') or w® is "small” and can be
bounded pointwise by €2. This allows us to use the Cauchy-Schwartz inequality and (7.75):

| [ x(t.)is] < oRSlallwlin < COYol (7.76)
We have used the bound (7.22)

15122 < Cllwllza- (7.77)

in the second inequality above.
Next, we note that Y is bounded from above by

Y (t,2)] < [SV(t,2)lw(t.a)?, (7.78)
so that ”
/ Y (t.2)lde < (1502 ( / fw(tz) dz) " (7.79)
The Gagliardo-Nirenberg inequality in R™:

.1
lullze < ClIVullZa]lull 2", P

N —

implies that in R? we have
1/2 3/4 1/4
(/ |w(a:)|4dx> < C’(/ |Vw(x)|2dx> (/ |w(x)|2dx> : (7.80)
Using this in (7.78) gives
[ 1Yt 0lds < ISVl < Clat Vol ]2
v C
< SIVellze + Ol o (7:81)

We have used Young’s inequality in the last step, as well as the bound (7.77) for ||SM|| 2.
The second term in the right side can be bounded with the help of the estimate (7.32) in
Lemma 7.2 as

w2, < QQ/ lw(t, z)|dr < 29Q. (7.82)
Thus, the term Y can be estimated as

Y, 2)dr < 2| Vo2 + S (©Q0) v 7.83

Yt 2)ldz < | Vwllz: + 5 (QQ) w7 (7.83)

Before looking at Z, which is the most difficult term, we bound W:

W =—-w-((Vu) ® (Vuy)).
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This term is only there because of the regularization and should disappear as § — 0. Note

that

lvsll 7> = llw — usllz> = llu — g5 * ull7> = /|1—¢5 )Pla(€)[*ds = /Il— (68)*|a(&)[*d¢

<o [ 6Pl Pd = OB Tults = C8 ol

The integral of W is

/W(t,x)dx = _/Wifijk(vu)km(vv5>mjdx = —/ajkwi%avé’f”daﬁ

Ow; Ou 0%*u
= /gijkv(sma—am—kdl'—{—/Sijkv(;,mwiﬁd{lf.
m jVULm

The last integral above can be written as

0%y, 0 Ouy, Ow;
/Eijk'l)57mw7;mdﬂ: = /wiv@m i (5”;9 oz, )dx /wiv(g,m%dx =0,

since v; is divergence-free. Therefore, we have a bound for W:

|/W(t,x)dx] < 1—”6/|vw<t,x)|2dx+9/|U5<t,x)|2|vu(t,x)|2dx
14
v C
<55 [ IVutt,2)do + sl IVl

The Gagliardo-Nirenberg inequality implies that

vz < ClIVosl17 lfosll "
For the gradient term above we can simply bound

IVvsllz> < ClIVullz: + Cl[Vus|lz: < ClIVullz: < Cllwlze,
and we may use the estimate (7.84) for |vs|| 2. Therefore, we have
losl|Zs < C8Y2||w]|Ze.

We may also use the same Gagliardo-Nirenberg inequality for ||Vul|s, leading to

[Vullfs < CIVwllZ w]2
Altogether, this gives

1 Co/?
sl IVl < =

3/2 1/2 5/2 3/2
wwumen/nn/ = ||n/nv [
1%
< 16l Vellz: + nnm,
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thus
52
‘/W(t,x)d:c‘ < g/|w(t,x)|2dx+7||w|\;%. (7.93)

Finally, we estimate the most dangerous term Z(t,x),
Z = (S@u® . u?),

and this will be the only estimate that will involve the assumption that the direction £(¢, x)
of the vorticity is Lipschitz:
vl
Py (&t +y))| < s (7.94)

We write

Z(t,z) = (SPw® - w®) = |w® (1, 2)P(SP(t,2)¢P (1, 2) - €D (1, 2)) = Jw(t, 2)*a® (L, x),

(7.95)
with
3 N
a®(t,2) = 1PV [ Dl ). €+ )| T, (7.96)
where
D(ey, ez, e3) = (€1 - e3)Det(eq, e, €3).
Assumption (7.94) means that
N Y
D€+ )] < 2, (7.97)
so that
2] € ol 0P [P+l < o)l [l (799
Therefore, we have
c 1/2
[1ztalae < S ([t opas) (7.90)

with

I(t,x) /|wtx+y e

In order to compute the L?-norm of I, we proceed as in the proof of Nash inequality. Let us
compute the Fourier transform of the function ¥ (y) = 1/|y|*:

2miEy ] 0o /2 o | ‘
(f) :/6 - 4 :/ d?”/ d@cose/ d¢62ﬂz‘§|r51n9
Y| 0 A ;
o) 1 o
= 271'/ d?“/ duemilélre — 3/ M
0 -1 |£| 0 r
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Hence, the L:-norm of I(t,z) can be bounded as (for any R > 0)

w (@I

W@ﬁzZ/ﬁ@@ﬂ%sC e

w(E)Pde w(E)Pde
C —2_ > 1 C —=__>=A Bnr.
= /CKR GER /ﬁgR GE Rt On

Since
)] < lwllze,
the first term can be bounded as,
R
Arl < C [ ulfhde < Rl
The second term can be simply bounded by
C C
B2l < g [ AP = p el

It follows that for any R > 0 we have

C
11172 < CRJlwlZ: + S llwlze-

(e
w2,/

4/3 2/3
11|22 < Cllwl|32lw]2.

Choosing

we deduce that

Returning to (7.99), we see that
[ 12.5)de < Sl ol
The L*-norm of w is estimated using the same Gagliardo-Nirenberg inequality:

3/2 1/2
w2 < CIIVw|3L wl3s,

so that

3/2 5/6 23 20/6 8/3
L/wtxux<cmmuﬂwuﬂ|u/ nvmm n||/nnﬂ

Recalling also the a priori bound (7.32) in Lemma 7.2:

/’ww@ung
R3
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we see that Z is bounded as

/|th

Recollecting the starting point of our analysis (7.67)

th/|w| dl"+’//|VW| dr = /(Sw w)dw—/w-((w) © (Vus))dz, (7.106)

and summarizing the bounds (7.76), (7.83), (7.93), (7.105) that we have obtained for the
terms X, Y, W and Z, respectively, in the right side of the above identity, we get

w|[292. (7.105)

C
s [Pde v [ IVuPds < colulfs + ||w||L2 QY w3

IVl + SOl + IVl + S ol (7.107)
Thus, the enstrophy
— [ttt ),
satisfies a differential inequality
e < Cy(1+4 E*®)E + C,6*F°, (7.108)

dt
with a constant C that depends on v, p, ) and (). This is a nonlinear inequality and at the
first glance it may seem useless as the solution of an ODE

5 =C (14 22224+ C16%2°,  2(0) = 25 > 0, (7.109)

blows up in a finite time. Here, however, we are only concerned with the solution being finite
until time ¢ = 7', and, in addition, we have an extra piece of information: the function

k(t) = Ci(1 + E*/®)

has a bounded integral:
T

’ 4/3 1/3 2 2/3
/ k(t)dt§0T+/ lwOl*2dt < CT + CT (/ lw(t)3edt) " < O(1+T) = D.
0 0

(7.110)
Crucially, the constant D does not depend on §. Therefore, the solution of (7.109) with 6 =0
does remain finite until the time 7', and it is reasonable to expect that so does the solution
with § > 0 but small. To formalize this observation, let

B(t) = 2B(0) exp | /0 t k(s)ds ).

Then E(0) < E(0), and we may define 7 as the first time such that F(7) = E(r). Until that
time, the function F(t) satisfies

E _
Oii_t <k(t)E+C18°E°, 0<t<T. (7.111)
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Therefore, as long as E(t) < E(t), we have a bound for E(t):

E() / ds} + C° /Ot E(s)exp { /: K(s')ds' }s.

Thus, if J is sufficiently small, we have E(t) < E(t) for all 0 < ¢ < T. We conclude that there
exists dg > 0 so that for all 0 < § < &y the enstrophy is bounded:

sup /|w(t,az)\2da: < 4o00. (7.112)

o<t<T

The last step is to observe that (7.107) together with (7.112) implies that

T
1// /\Vw|2dat < +00. (7.113)
0

This completes the proof of Lemma 7.3, and thus that of Theorem 7.1. O

8 The Caffarelli-Kohn-Nirenberg theorem

In this section, we will describe the results of Caffarelli, Kohn and Nirenberg on the Hausdorff
dimension of the set where the solution of the three-dimensional Navier-Stokes equations

U +u-Vu—+Vp=Au+ f, (8.1)
V.-u=0,

can possibly be singular. We consider this problem in a smooth bounded domain ©Q C R3,
with the no-slip boundary condition

u(t,z) =0 on ON. (8.3)

The force f(t, z) is assumed to satisfy the incompressibility condition V- f = 0 — this condition
is not really necessary, as otherwise we would write f = V& + ¢, with V-¢g = 0, and absorb &
into the pressure term.

Weak solutions

Let us recall the notion of a Leray weak solution of the Navier-Stokes equations: u is a weak
solution if, first, it is a solution in the sense of distributions, that is, for any smooth compactly
supported vector-valued function (¢, x) we have

/ u(t,x) - P(t,x) — ug(x) - (0, x)] da:—// wsdxds—//uku] “ daxds
// (V- ¢dxds—/ / u - Ag)) dxds+// Y)df xds. (8.4)
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The second condition is that u satisfies the energy inequality. Note that if u is a smooth
solution of the Navier-Stokes equations, then for any smooth test function ¢ we have

- /Q ult, 2)2(t, 2)da + /O /Q Vs, 2)6(s, 2)deds = /Q () 26(0, 2)d (8.5)
+1/ /|u(s7x)|2(¢s(s,x)+A¢(s,x))dg;ds

// |usx|2 (Sx))u ngﬁsxdmds—i—// P(s, z)dxds.

Taking, formally, ¢ = 1, the second condition for v to be a Leray weak solution is that it
satisfies the energy inequality:

/|ut:z: 2d$+//|Vusa7|dxds< /|u0 |dx+// w)dzds.  (8.6)

Suitable weak solutions

Caffarelli, Kohn and Nuremberg consider a slightly stronger class of solutions, which they
call suitable weak solutions, defined on an open (time-space) set D € R x R3. We will,
obviously, require that u is a weak solution of the Navier-Stokes equations in the sense of
distributions: (8.4) holds for any function ¢ supported in D. We will assume that f € L9(D)
with some ¢ > 5/2 — this assumption is not very important, as the main result is interesting
even for f € C*(D). We will also assume that the pressure satisfies

e L4(D), (8.7)

and that there exist some constants Fy and F; so that or any fixed time ¢ we have

: lu(t, z)*dx < Ey, (8.8)

where D; = DN (R? x {t}), and

| 1wuts.a)pde < . 5.9)

In addition, we require that the generalized (or, localized) energy inequality holds: for any
function ¢ > 0 which is smooth and compactly supported in D, we have

/D|Vu(s,x)|2¢(s,x)dxds < %/D|u(s,x)|2(gbs(s,w) + Ag(s, x))dxds (8.10)
_|_/D (M _|_p(37 I))U . qu(S, x)dxds —+ /D(f . u)gb(s, x)da:ds

At the moment, it is not clear that a suitable weak solution exists — we will prove it below.
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The parabolic Hausdorff measure

In order to formulate the main results, we need to define an analog of the Hausdorff mea-
sure H! but suitable for the parabolic problems. For any set X C R x R3, 6 > 0 and k£ > 0
we define

Pf(X):inf{er: XCUQ”, Ti<5}. (8.11)
i=1 i
Here, (), is a parabolic cylinder: it has the form
Q= [t —r*t] x By(x),
where B, (z) is a ball of radius r centered at the point z. Then we set

PHX) = 1(%1735()(). (8.12)

The standard Hausdorff measure is defined in the same way but with @), replaced by an
arbitrary closed subset of R x R? of diameter at most r;, thus we have

H < CLP*.

The main results

We may now describe the main results of the Caffarelli-Kohn-Nirenberg paper. We say that
a point (t,z) is singular if u is not in L;°, in any neighborhood of (¢, x). Otherwise, we say
that (¢,x) is a singular point. We will denote by S the set of all singular points of u(t,z).
Their first result shows that the singularity set has zero Hausdorff measure H!.

Theorem 8.1 Assume that either Q@ = R3 or Q C R? is a smooth bounded domain, and let
D =(0,T) x Q. Suppose that for some q > 5/2 we have

feLl*D)nL{

loc

(D) V-f=0

and
ug € L*(Q), V-ug=0, ug-v|og=0.

If Q is bounded, we require, in addition, that uy € VV52 //45 (Q). Then the initial boundary value

problem has a suitable weak solution in D whose singular set S satisfies P*(S) = 0.

Their second result concerns absence of singularities outside of a ball of radius 1/+/%.
Theorem 8.2 Consider the Navier-Stokes equations in R3 with f = 0 and assume that the
witial data satisfies V - ug = 0, and

1
G = 5/ luo(7)|?|z|dr < +o0. (8.13)
R3

Then there exists a weak solution of the initial value problem which is regqular in the re-
gion {|z| > K1 /\/t}, with the constant K, which depends only on G and E, where

E = lup(7)|?|z|dr < +o0.
R3
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Assumption (8.13) means that u is small at infinity, and this smallness, so to speak, invades
the whole space as t grows. If we assume that v is “small near the origin”, in the sense, that

_f fwl®
L= dxr = L < +o0, (8.14)

then we have the following result.

Theorem 8.3 Consider the Navier-Stokes equations in R® with f = 0 and assume that the
initial data satisfies V -ug = 0, and (8.14) holds. There exists a universal constant Ly so that

if L < Ly, then u is regqular in the region {|z| < /(Lo — L)t}.

The first key estimate: localizing “small data regularity”

We will denote the cylinders labeled by the top as
QT<th) = {(Say) : |y_‘r| <, t_rQ <s< t}7

and those labeled by a point slightly below the top as
* 7 2 1 2
Qrt,x) ={(s,y): |ly—z| <r, t—gr <s <t—|—§7“ }.

It is well known that if the initial condition uy and the force f are small in an appropriate
norm, then the solution of the Navier-Stokes equations remains regular for a short time. The
main issue in proving the partial regularity theorems is to localize this result. The first step
in this direction is an estimate showing that if u, p and f are sufficiently small on the unit
cylinder @1 = @Q1(0,0), then w is regular in the smaller cylinder Q1,2 = Q1/2(0,0) — this is a
very common theme in the parabolic regularity theory.

Proposition 8.4 There exist absolute constants C; > 0 and €1 > 0 and a constant e5(q) > 0,
which depends only on q with the following property. Suppose that (u,p) is a suitable weak
solution of the Navier-Stokes system on Q1 with f € L%, with ¢ > 5/2. Assume also that

0 5/4
/(M“Hmmmmvﬁ/(/’IMM) gt < 1, (8.15)
Q1 1 |z|<1

and

/|NMﬁ§@. (8.16)

1
Then we have [u(t, )| < Cy for Lebesgue-almost every (t,x) € Q1/2. In particular, u is reqular
m Ql/?-

In order to see how we may scale this result to a parabolic cylinder of length r, let us investigate
the dimension of various terms in the Navier-Stokes equations

u+u-Vu+Vp=Au+ f. (8.17)

Let us assign dimension L to the spatial variable z. As all individual terms in (8.17) should
have the same dimension, looking at the terms u; and Au we conclude that time should have
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dimension L?. Comparing the terms u; and u-Vu we see that u should have the dimension L.
Then, f should have the same dimension as w;, which is L=3. Finally, the dimension of the
pressure term should be L2, Summarizing, we have

2] =L, [ = L% [ =L, [f]= L%, [p] = L2 (8.18)

Let us look at the dimension of each term in the estimate (8.15): the term involving |u|® has

the dimension
[z [t][u]® = L?,

the term involving |u||p| has the same dimension:

while the last term in the left side has the dimension
[#][] 15/ 4]p]5/4 = [2/AL-10/4 = [13/4,
We also should note that the dimension of the L%-norm of f (to the power ¢) is
[2]P[t]Lf]7 = L.
Accordingly, for a parabolic cylinder @, (¢, ) we set

1 1 t 5/4
M(r):ﬁ/Q (]u‘3+|u|\p[)da:dt+—r13/4/ (/| | plde) "d, (8.19)
r t—r y—z|<r

and

F,(r) =737 [ | f|%dyds. (8.20)
QT‘

Therefore, Proposition 8.4 has the following corollary.

Corollary 8.5 Suppose hat (u,p) is a suitable weak solution of the Navier-Stokes system on
a cylinder Q, with f € L, with ¢ > 5/2. Assume also that

M(r) <ey, (8.21)

and
Fy(r) < es. (8.22)

Then we have |u(t,z)] < Ci/r for Lebesgue-almost every (t,x) € Q,j2. In particular, u is
reqular in Qy ;.
The second key estimate: the blow-up rate

One can deduce from Corollary 8.5 a heuristic estimate on the possible blow-up rate of the
solution. Assume that (to, zo) is a singular point. Then, (8.21) has to fail for all @, (¢, x) such
that (to,20) € Qr/2(t, ). Therefore, we must have

M(r)= M(r;t,x) > &
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for a family of parabolic cylinders shrinking to the point (to,z¢). Let us assume that

u(t,x) ~ 1™,

near xg, with
r=(|x — xo|? + |t — to|) /2.

7‘ 1 2.3 3—3m

hence, a natural guess is m = 1, which translates into
C
|VU‘ Z R as (t,.i(}) — (tﬁaxO)- (823)
r

The next key estimate verifies that this is qualitatively correct.

Proposition 8.6 There is an absolute constant e3 > 0 with the following property. If u is a
suitable weak solution of the Navier-Stokes equations near (t,z), and if

1
lim sup —/ \VulPdyds < e3, (8.24)
0 T JQx(ta)

then (t,x) is a regqular point.

Let us explain how Theorem 8.1 would follow. Take any (¢, x) in the singular set, then,
by Proposition 8.6 we have

1
lim sup —/ |Vul2dyds > e;. (8.25)
r0 T JQx(te)

Take a neighborhood V' of the singular set S and § > 0. For each (¢,z) € S we may choose a
parabolic cylinder Q}(t,z) with r» < ¢ and such that

1
—/Q ( )\Vuﬁdyds > 3, (8.26)
w(tx

r

and Q:(t,z) C V. We will make use of the following covering lemma.

Lemma 8.7 Let J be a collection of parabolic cylinders Q(t,x) contained in a bounded
set V.. Then there exists an at most countable sub-collection J' = {Q; = Q; (ti,x;)} of
non-overlapping cylinders such that for any Q* € J there exists Q} so that

Q* C Q;m (tiv xl)

The proof is very similar to that of the classic Vitali lemma and we leave it to the reader as
an exercise. Using this lemma, we obtain a disjoint collection of cylinders @7, (¢;, z;) such that

Sc U Q. (ti, 1),
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and . )
d or<— | |VuPdzdt < —/ |Vu|*dzdt.
. €3 Jq;, & Jv
We deduce that

1
PHS) < — / |Vu|*dzdt. (8.27)
€3 Jv

In particular, we deduce that the (three-dimensional) Lebesgue measure of S is zero. Then,
as V is an arbitrary neighborhood of S, and the function |Vul|? is integrable, we can make the
right side of (8.27) arbitrarily small. It follows that P'(S) = 0, proving Theorem 8.1. Thus,
the crux of the matter is the proof of Propositions 8.4 and 8.6.

Serrin’s interior regularity result

Before we proceed with the further discussion of the proofs of the theorems of Caffarelli, Kohn
and Nirenberg, let us explain why we say a solution is regular if it is just bounded, and do
not require further differentiability. The reason is a result of Serrin on the interior regularity
of the weak solutions of the Navier-Stokes equations

u +u-Vu+Vp=Au+ f, (8.28)
V-u=0.

We will assume for simplicity that f = 0 — the reader should consider the generalization to
the case f # 0 as an exercise, or consult Serrin’s original paper. Let us borrow the following
very simple observation from Serrin’s paper: if ¢)(x) is a harmonic function, then any function
of the form

u(t,x) = a(t)Vi(x)

is a weak solution of the Navier-Stokes equations, as long as the function a(t) is integrable.
Therefore, boundedness of wu(t,z) can not, in general, imply any information on the time
derivatives of u. On the other hand, this example does not rule out the hope that relatively
weak assumptions on v would guarantee its spatial regularity.

Here is one version of Serrin’s result, which says that bounded solutions of the force-less
Navier-Stokes equations are essentially as good as the solutions of the heat equation.

Theorem 8.8 Let u be a Leray weak solution of the Navier-Stokes equations in an open

region R = (t1,t3) X Q of space-time, with f =0, and such that

to
/ / |lw(t, z)|*dzdt < +oo,  sup / lu(t, z)Pdz < +oo, (8.29)
t1 Q } Q

tEt1,t2

where w = V X u is the vorticity. Assume, in addition, that w € L>(R). Then, u is of the C*>
class in the space variables on every compact subset of R.

The full statement of the Serrin theorem says that if u € L®* (R), with

[2)
o= ([
t1
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with (in three dimensions)
3

2 1 8.30
Sto <L (8.30)
then u is C™ in the spatial variables. If, in addition, we know that u, € L?*? with p > 1, then
the spatial derivatives of u are absolutely continuous in time. We will not need these results
for our purposes, so we will leave them out for now. Let us make one comment, however: if
we take s’ = 0o, then condition (8.30) is satisfied, as long as s > 3. That is, if we would have
known a priori that

/ lu(t, z)]*dx < const,
R3

then we could conclude that u is a smooth solution. Of course, we have this information only
for the L2-norm of the Leray weak solutions, and not for the L3-norm.
For the proof of Theorem 8.8, let us recall the vorticity equation in three dimensions:

wit+u-Vw— Aw =w - Vu. (8.31)

Written in the components, this equation is

awk 8uk &uk
ot Awy =y Ox; 1 ox;’ (8.32)
or P P
Wk
E — ACUk = a—xj(wjuk — Uy wk). (833)

Let Q; be a compact subset of 0, and #; < 51 < sy < 5, s0 that S = (s1,52) x ; is a proper
subset of R, and define, for s; <t < s9:

Gelt 7) = a% / [ Gl sz = )y o) un(s,1) = 5. (5, )y

S

_ / / = _ai’m_y) i (s, y)un(s,y) = wi(s, y)wn(s, y)ldyds.
s1 4

J

Here, G(t, z) is the standard heat kernel. The functions

(1, ) = / / Gt — 5,2 — §)lwy(s, w)un(s,y) — uy(s,y)wn(s,y)|dyds

satisfy
ﬁmk-
.~ Amig = (Wit =t 0 X0 (Dxa, (2)- (8.34)
Thus, for (t,z) € S, the function @ is the solution of
0w . 0
a_tk — Ay = %(wjuk — Uj W). (8.35)
J

It follows that the difference
B(t,z) = w(t,x) — @(t, x)
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satisfies the standard heat equation
B, — AB =0,

on the set S.
We will now show that w € L*(S), that is, if w is uniformly bounded on R, then the
vorticity is uniformly bounded on any compact subset of R.

Exercise 8.9 Use the convolution with the heat kernel to show that if ¢(t,x) satisfies

9y
—Ap=—
in the whole space R™, then
[l < Cllgllza,

as long as
1 1
min(t- <
q T
The norms are take in space-time.

As u is a Leray weak solution, we know that w € L*(R). As u € L*>°(R), it follows that
the functions
9ik(5,y) = wils, y)un(s,y) — u (s, y)wi(s, y)

are also in L?(R). The result of the above exercise says that then @ € L™ with

But then g € L5 as well, and, as 1/6 < 1/3, it follows that @ € L>®(R). We also know
that B € L>=(S) by the regularity estimates for the heat equation, as B € L?(R) — it is the
difference of two functions in L?*(R). Moreover, we know that B is Holder continuous.

Now that we know that w € L*(R), we recall that the velocity and the vorticity are
related by the stream vector v, defined as the solution of

—AYp=w, V=0,
and
u=—V x .

Therefore, if w € L°(R), then ¢ is C** in the spatial variable, hence u is Holder in x, and,
in particular, in L*°. Then the functions my; are C** in x, thus w is Holder in z. Then, the
functions gx; are Holder in z, so w, is Holder in z, continuing this argument we deduce that
both w and u are C'*°.
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Existence of suitable weak solutions

We now prove the existence of suitable weak solutions, in the sense of Caffarelli, Kohn and
Nirenberg. We will restrict ourselves to the whole space: @ = R3. Let us first define the
appropriate function spaces. As usual, we will denote by V the space of smooth divergence-
free vector fields u, by H the closure of V in L?(R?), by V the closure of V in H'(R?), and
by V' the dual space of V. The Sobolev spaces Wé(Rg) with ¢ > 1 and 0 < [ < 1 consists of
functions with [ derivatives in L4, and with the norm
lullwy = llullze + [[(=2)"2ul| 1.
We will make the standard assumptions:

Q=R3 uy€ H, f € L*0,T; H'(R?)). (8.36)

Theorem 8.10 Assume that @ = R3, ug and f satisfy (8.36). Then there exists a suitable
weak solution

u€ L*0,T; V)N L®0,T; H),

of the Navier-Stokes equations with the force f and the initial condition ug, in the sense
that u(t) — o weakly in H as t — 0. The pressure satisfies p € L*?((0,T) x R%). In
addition, if ¢ € C([0,T] x R3), ¢ > 0 and is compactly supported, then

1/ lu(t, z)|2(t, z)dx + /t /Rs \Vu(s, z)[2p(s, x)dxds < %/RB |uo(2)[?¢(0, z)dx:

/ g lu(s, z)[*(¢s(s, ) + Ad(s, x))dzds (8.37)

2
// |usx| (sx))u ngsxdxds—i—// o(s, x)dxds.
R3 R3

The proof is done via a "retarded mollification”. The (standard) idea is to take Ws(u) to be
a mollifier of u such that WUs(u) is divergence-free and depends only on the values of u(s, x)
with s <t — 4. The mollified system

u + ¥s(u) - Vu+Vp=Au+ f (8.38)

is then linear on each time interval of the firm (md, (m + 1)J). We will get uniform in § a
priori bounds on u, and then pass to the limit § — 0.

Let us recall some basic facts about the linear Stokes equation, whose proof is very similar
to what we have done on the torus previously.

w+Vp=Au+f, V-u=0. (8.39)
Lemma 8.11 Suppose that f € L*(0,T;V"), u € L*(0,T;V), p is a distribution and (8.39)

holds. Then u; € L*(0,T; V"),
i/ |u|2dx—2/(u u)dzx
dt Q B Q ' 7

in the sense of distributions on (0,T), and u € C([0,T], H), possibly after a modification on
a set of measure zero.
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Lemma 8.12 Suppose that f € L*(0,T;V"), ug € H, and w € C*=([0,T); Q) are prescribed,
and V - w = 0. Then there exists a unique function v € L*(0,T;V) N C([0,T); H), and a

distribution p so that
u+w-Vu+Vp=Au+f, V-u=0, (8.40)

in the sense of distributions, and u(0) = uy.

Some pressure bounds and interpolation on the velocity

Note that if u solves (8.40) in the whole space, then the pressure satisfies the Poisson equation

Z 0% (wiu (8.41)

1,7=1
The singular integral operator corresponding to the Fourier multiplier

§i€j
€17
is bounded LP(R") — LP(R™) for all 1 < p < oo, thus, in particular, we have the bound

T
/ ]p|5/3dxds<C’/ / lw|>3|ul3dxds (8.42)

1/2
<C / / ]w]w/?’dxds //|u\10/3dxds) : (8.43)
R3 o Jms

We will now use a Gagliardo-Nirenberg inequality

/RS lu|ldr < C(/RS |VU|2daZ>a</R3 |u|2dx>q/2a, (8.44)

with 2 < ¢ < 6 and a = 3(¢ — 2)/4. Note that when ¢ = 2, a = 0, this is a tautology, and
when ¢ = 6, a = 3, this is the familiar Gagliardo-Nirenberg inequality

3
/Rg uldz < 0(/R Vudz) (8.45)

Taking ¢ = 10/3, and a = 1 gives

2/3
|u|'3dx < C’</ |Vu|2dx> </ |u|2dx> (8.46)
RS R3 R3
Integrating in time and using the a priori assumptions (8.8) and (8.9) leads to

T
/0 /R 't < OB, () B3 (u). (8.47)

Another useful estimate, obtained, once again, by taking ¢ = 10/3 and a = 1, is

5/8 T 3/8
/ / w - Vu|5/4dxdt< //|Vu| dxdt (/ / |w|10/3d:z:dt) (8.48)
R3 R3 0 R3

< CE,(u)*8Ey (w)*® Ey(w)Y4, (8.49)
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which can be restated as
|w - V|| psa < CEy(u)Y?Ey(w)* 10 Ey(w)Y/?. (8.50)

We will also use the following bound, which follows from (8.45) with ¢ = 5/2 and a = 3/8:
5/2 7/8 2 3/8
lu*?dz < CE, ( |Vul d:L‘) . (8.51)
R3 R3

As a consequence, we have

T 2 T 3/4
/ ([ up2ie) ar < By w) / ( / V)t (8.52)
0 R3 0 R3
T
< CEO(u)7/4T1/4</

3/4
yvuy2da:dt> < OTVAE B, (u)/1,
0 R3

This can be restated as
[wll 5 0.72572) < CT1/20E5/20E1 (u)%/?0. (8.53)

These bounds allow us to take a solution (in the sense of distributions) v € C([0,T]; H) N
L?(0,T;V) of the Stokes advection equation

u+w-u—Au+Vp=7f, (8.54)

with w € C°°, multiply by a test function ¢ and obtain
T
[ etz [ (VutoPo o = [ Ju@Pe0.sde (.55
R3 0o Jrs R3

T T T
+/O g lul*(¢¢ + Ag)dadt +/0 /RS(|u|2w + 2pu) - Vodxdt + 2/0 /Rg(u - f)dxdt.

Exercise 8.13 Justify the integration by parts above by mollifying (in time and space) each
term in the Stokes equation, multiplying by ¢, integrating by parts and then removing the
mollification using the a priori bounds obtained above.

The retarded mollifier
We take a C*° function ¢ (¢, z) > 0 such that

/w(t,x)dxdt =1,
and
suppy) C {(t,7): |z]* <t, 1 <t <2}
We also extend u(t, z) by zero to t < 0, and set

1

Us(u)(t,z) = 5 .

w(g, %)ﬂ(x —y,t — s)dyds. (8.56)
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The mollified u is divergence-free:

V- Us(u) =0,
and it inherits the a priori bounds on w:
sup / |Ws(u)(t, z)dr < CEy(u), (8.57)
0<t<t JR3

and

/OT /RS (W (u)|?(t, 2)dxdt < CE\(u). (8.58)

The approximants

We will use the approximants

0
% +\I/5(UN) -Vuy + Vpy = AUN-i—f, (859)

V- unN = 0,
un(0,2) = uo(z),
with 6 = T'/N. We may apply inductively the existence result for the Stokes equation with a

prescribed advection, on the time intervals of the form (md, (m+1)d), 0 < m < N —1. Then
we have

t

t
|uN(t,x)|2dx—|—2/ |VuN(s,x)|2dxds—/ |u0(x)|2dx+2/ / (F - ux)dzds. (8.60)
R3 0 R3 R3 0 R3

In particular, we have

¢ ¢
/ lun (t, 7)|*dx —|—/ |Vuy (s, z)Pdzds < / [uo(w)|*dx +/ IfI3ds. (8.61)
R3 0 JR3 R3 0

We conclude that uy is uniformly bounded in L*(0,7;V) N L*>(0,T; H), the usual Leray
bound. In addition, we know that py is bounded in L%/3([0, T] x R?). It follows that, after an
extraction of a sub-sequence, we have that py — p, weakly in L>3([0,T] x R?), and uy — us,
weak-star in L>°(0,T; H), and weakly in L?(0,T;V).

Exercise 8.14 Show that if uy is bounded in L>(0,7;V)NL>(0,T; H), and ag_;v is bounded
in L2(0,T; H~?), then uy has a convergent subsequence in L*([0, 7] x R3),

Exercise 8.15 Show that if uy — u. strongly in LY and uy is bounded in L™, 1 < q < r,
then uy — u, strongly in L® for all q,s < r.

We may use this with ¢ = 2 and r = 10/3 to conclude that uy — u, strongly in L*([0, 7] x R?)

for all 2 < s < 10/3. Then one may easily check that (u.,p.) is the sought suitable weak
solution of the Navier-Stokes equations.
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The proof of Proposition 8.4

We now turn to the proof of the two main auxiliary results, and begin with Proposition 8.4.
We recall its statement:

Proposition 8.16 There exist two absolute constants C1 > 0 and 1 > 0 and another con-
stant £5(q) > 0, which depends only on q with the following property. Suppose that (u,p) is
a suitable weak solution of the Navier-Stokes system on Q1(0,0) with f € L9, with ¢ > 5/2.
Assume also that

5 0 5/4
/(\uy +|u\|p\)dxdt—|—/ (/ plde) " dr < <, (8.62)
1 -1 |z|<1

and

o | fl'dzdt < es. (8.63)
1

Then we have |u(t,x)| < Cy for Lebesgue-almost every (t,x) € Q12(0,0). In particular, u is
reqular in Q1 2.

Outline of the proof

Let us take an arbitrary point (s, zg) € Q1/2(0,0), where we want to show that |u(s, z¢)| < C.
As Q12(s,z9) C Q1(0,0), we have an integral estimate

s

5/4
/ (|ul® + |u||p|)dzdt +/ (/ ]p|dx) dt < ey. (8.64)
Q1/2(s,70) s—1/4 |x—xz0|<1/2

We will consider a sequence of shrinking parabolic cylinders Qr = Q. (s, o), “centered” at
the point (s, 79) with r, = 27%. Our goal will be to show that for all k > 2 we have

]l[ | u(s, z)|2dz < Coel/?, (8.65)
r—x0|<Tk

where st f denotes the average of a function f over the set S. Then, if (s,xzq) is a Lebesgue
point for w, it follows that

[u(s, 20)|* < Coe’”, (8.66)

hence (8.66) holds for Lebesgue almost every point in (1/2(0,0), which is exactly the claim
of Proposition 8.16.
In order to prove (8.65) we will show that for all £ > 2 we have a more general estimate

1
sup ][ u(t, z)|*dz + — \Vu(t, z)|*dedt < Coc2. (8.67)
lz—zo|<rg

sfr,% <t<s rk Qr

Note that (8.65) follows immediately from (8.67). Thus, the conclusion of Proposition 8.4
follows from (8.67).
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The induction base. We will prove (8.67) by induction, starting with & = 2. For k = 2,
we may use the localized energy inequality: for every smooth test function ¢(t,z) > 0, that
vanishes near |z| = 1 and ¢t = —1, we have, for —1 < s <0, with B; = B;(0,0):

s

|u(s z)|2¢(s, x)dx + 2/8 |Vu(t, z)|*p(t, v)dzdt < / lu(t, z)|*(¢y + A¢)dwdt
By

By

/ / (Jul* + 2p)u - Vo(t, z)dtdx + 2/ / o(t, x)dxdt. (8.68)
~1JB, B

Taking ¢ such that 0 < ¢ <1, ¢ =1 on Q1/2(0,0) and ¢ is supported in @Q;(0,0), we deduce
that

/ |u(s,93)|2d:v—|—/ |Vu(t,a:)|2dxdt < C’/ (]u|2+|u|3+|u||p\+]u||f|)dxdt. (8.69)
|lz—20|<1/4 Q2 Q1(0,0)

Now, we may use Young’s inequality on the term |u||f], together with the L%bound on f,
with ¢ > 5/2, the Holder inequality, as well as our assumption (8.64), to conclude that the

left side of (8.69) is smaller than Cs?/ ® provided that e, and e, are both sufficiently small.
Thus, (8.67) holds for k = 2.

The induction step. The induction step in the proof of (8.67) will be split into two
sub-steps. First, we will show that if (8.67) holds for all 2 < k <n — 1, and n > 3, then we
have

1 \ 3/5 /
— ul’dxdt + —— ullp — ppldxdt < 2/ , 8.70
where

Pn(t) :]l[ ; p(t, x)dx. (8.71)

Next, we will show that if (8.70) holds for all 3 < k < n, then (8.67) holds for k = n. That
is, we have the following two lemmas.

Lemma 8.17 Assume that 1 and 9 are sufficiently small, and n > 3, and (8.67) holds for
all2 <k <n—1, then (8.70) holds.

Lemma 8.18 Assume that (8.70) holds for all 3 < k < n, and 1 and £y are sufficiently
small, then (8.67) holds for k =n.

The proof of these lemmas is the heart of the argument.

The proof of Lemma 8.17

We set . X
Av)= swp [ el 6= [ juPdedt
s=ri<t<s T J By(xo) " JQu(sw0)
and .
5(r) = - / Vult, z)Pdwdt.
T JQr(s,z0)
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Recalling that the dimension of u is 1/L, and the dimension of ¢ is L?, while the dimension
of pis 1/L?, we see that, A(r), G(r), and §(r) are all dimensionless. The induction hypothesis
1s

Alrp) +0(r) <CePr2, 2<k<n-—1. (8.72)

In addition, we know that
G(rl) + K(Tl) S 081, (873)

which is part of (8.64).
Bound on the first term in (8.70). The two terms in the left side of (8.70) will be
estimated separately. We will extensively use the Gagliardo-Nirenberg inequality in a ball

/BT lulide < 0(/3 |vuy2dx)a(/& |u\2)"/2“ + 7%(/3 |u]2das>q/2, (8.74)

with 2 < ¢ < 6, and a = 3(¢ — 2)/4 — this is the only choice of @ which makes (8.74)
dimensionally correct. Taking ¢ = 3 and a = 3/4 gives a bound on the L3-norm that appears
in the left side of (8.70):

; L. \3/4 3/2
/B lul”dr < C’(/B |Vul dx) (/B || 3/2 / |ul? da: . (8.75)

Integrating in time and using Hoélder’s inequality leads to

s 3/4 3/2
/ lu|*dwdt < C’/ / |Vu|2dx / |u|2dx> dt + 3/2/ / |ul? d.r dt
4 1/4 3/2
< C’ / |Vl d:zcdt / / |u|? dx dt + 3—/2/ / |u|2dx dt
r s—r2 B,

< c(mm) MR A £ Cr A = CrR A0 + A (8.76)

Dividing by |Q,| gives

1 C
ufPdzdt < uPdedt < ——A(r_1)*4[8(rn—1)** + A(r,_1)*"]
|Q7‘n—1| Qr,_1 Tn—1 Qr,_1 Tn—1
C
< 3 (A(rn-1) + 6(rn-1))*? < Ce, (8.77)
n—1
which, in turn, means that
1 3 ¢’ 3 "
lul’dzdt < |ul*dzdt < C"e;. (8.78)
Qr.l Ja,, Qr.il Jo,,
Hence, if ¢ is so small that
01/81/3 < 57
then
1 3 L o3
dxdt < —e{'". 8.79
|an| Qn |u| T — 261 ( )

106



This is the estimate we need on the first term in the left side of (8.70). Note that (8.78) can
be also restated as

G(rn) < Cepr?. (8.80)

Bound on the second term in (8.70). In order to get a bound on the second term in
the left side of (8.70), we need to show that, under the assumption

Alry) +0(r) < Cetry, 2<k<n-—1, (8.81)
we have
7“3/5 6§/3
- |ul[p — Po|dadt <~ (8.82)
[Qul Ja, 2

provided that e, is sufficiently small. The main issue is bounding the pressure. Recall that p
satisfies the Poisson equation (note that this is the first time in the proof of the current lemma
that we use the Navier-Stokes equations)

62

—Ap = ——(wu;). 8.83
P 0z;0x; () (8.83)
For any cut-off function ¢ we can write

oaplt) =~ [ Aoy =~ [ (ph0+ 290 Vo 6Ap)dy

AT Jgs |z — 9 i
Using (8.83) and integrating by parts, we may write the above as

¢p = p1 + p2 + ps,

where
3 0? 1
P47 Jes Oyoy; [|93 - yl]¢uiujdy’
L — 9. 2
P=r [ T i gy
m= e Lot o [ g,

We will take a function ¢ so that ¢(y) =1 for |y — 2| < 3/16 and ¢(y) = 0 if |y — x| > 1/4.
Let us split p; as

P1 = P11 + P12,
with

3 0? 1

P11 = — [ ]@%U‘dya
4m ly—xo|<2rn 3%3% |I - yl ’
3 0? 1

P12 = — [ ]gbuiu-dy.
dm ly—xo|>2rn 8%6% |:L‘ - yl ’
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We can write (dropping the subscript n for the moment)

lp — bl < |p1i1 — Pl + |p12 — Prz| + [ps — P3| + |pa — Dal-

To estimate py1, recall that the operators
ng(?ﬂ) = < zk;’ ‘> *¢

are Calderon-Zygmund operators, hence they are uniformly bounded in L?, 1 < g < oco. It
follows that (we denote r =, and B, = B,, (%))

2/3
P11l por2 s,y < C(/ |U|3dx> ;
B

2r

and
2/3

1 1
< —— dxﬁ—(/ 3/2dx> ,
P11 ’Brl ‘/';r ’p| |Br|2/3 B |p‘

|P11|3/2d$§/ |P|3/2d$'
B,

hence

B;
We conclude that

1/3 2/3
/ \u||p11 — puildr < C(/ \U|3dx> (/ |u|3dx> ) (8.84)
B"‘ BT B27‘

The terms |p; — p;| for p1a, p2 and ps are estimated using the following bounds on the
gradients Vp; for v — x| < 7 (recall that ¢ =1 in the ball Bs/16(x0) so that V¢ = 0 in that
ball):

Jul? |ul?
|Vpia(z) < C sdy < C ———dy,
2r<|y—mo|<1/4 ly — x| 2r<|y—zo|<1/4 ly — o
V| <C [ Jupdy
B1/4(z0)
Vi@ <C [ pplay
B1/4(z0)
This leads to
_ 312/3 5, )3
[ullpis — o] < Crl sup [Vpra(@) |22 ([ |ufdz)
B rE€B, B,
3 5, \3 Jul®
<Cr < |ul d:v) — 4y, (8.85)
B, 2r<|y—zo|<1/4 ’y - 'IO‘
and
1/3
/ [ullp2 — p2| < Cr[sup [Vpa(x 2/3 / |U|3d1’ (8.86)
By €D

1/3 1/3 2/3
<or( [ par)” [ qupay <ot [ upa) ([ ura)™
B, By 4(z0) By By a(zo)
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For p3, we write

WMymﬂ<&(/hM®<A 1») (5.87)

1/4(0)

5
3/5 / Juf? dy /|UI dy / ()Ipl>
By 4(zo
/5
< Cr3A(r)Y/? / ul3dy / pl).
([ )(B )

Integrating the above estimates over the time interval s — 72 < t < s, and collecting all the
terms we get

1/4(Zo

/ |ullp — prldxdt < Wi+ Wa + Wy + Wy (8.88)
Qr
The term

1/3 2/3
— (J( / |u|3dxdt> ( / |u|3dxdt> = Or2G(r)BGEr)Y? (8.89)
Qr

2r

comes from (8.84) and using Holder’s inequality. Using (8.80), W} can be bounded as
W1 S 0817"27’2 = 0817’2. (890)

The second term arises from (8.85) and also using Holder’s inequality (note that 13/3 =
3+ 2(2/3)),

1/3 t 2
W, = Or13/3</ \u|3dxdt> sup / Mdy. (8.91)
Qr 2

—_ 3
s—r2<t<s J 2r<|y—xo|<1/4 |y IO’

Note that for r = r,, = 27", the last factor in (8.91) can be estimated with the help of the
induction hypothesis (8.81) as

t,y)[? ! t,y)[?
2rp <|y—z0|<1/4 |y - 5170’ 2*k<\y7:p0\<2_(k_1) ‘?/ - xO’

k=3
S |Wﬂ@<ZQAm1<&wZ—K =
=3 2=k <|y—zo|<2= (k=1

Using this inequality, together with (8.80) in (8.91) gives
£2/3
Wy < Cri3B32G(r)) 2 < CrtGr) V32 < Crbe, (8.92)

T'n

The third term
1/3 2/3
W3 = CT3(/ |u|3dxdt> (/ |u|3dxdt> (8.93)
- Q1/4
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comes from (8.86) and, of course, using Holder’s inequality once again, and can be bounded
with the help of (8.80) as

Wy < Cri(r2G(r,))) 2 G(1/4)*% < Orli3e,. (8.94)

Finally, the last term in (8.88) comes from (8.87):

0

W, = Ot A /Q IUISd:vdt>1/ ( / » ( /B |p|d:)3>5/ 4dt)4/5. (8.95)
. - 1/4

It can be bounded as (assuming that ¢; < 1):
Wy < CriA(rn)l/E’(riG(rn))l/‘:’szll/E’ <Cord (7“25?/3)1/5(7“251)1/55111/5 < Cr¥/ogy, (8.96)

Altogether, we conclude that

/ u||p — Pr, |dxdt < Cr2*/¢,. (8.97)
Qn
We conclude that
7“2/5 52/3
o [ullp = pr, |dwdt < Cer < ——, (8.98)
n Q’VL

provided that e; is small enough. This bounds the second term in (8.70) and finishes the
proof of Lemma 8.17.

Proof of Lemma 8.18

We now assume that

1 3/5 "
— lu|*dwdt + £~ \qu Dnldxdt < 7’7, (8.99)
Q| Jq, \Q | Jag
for all 3 < k < n, and show that then
1
sup ][ lu(t, z)|? do+— | |Vult, 2)[Pdadt < Coel?. (8.100)
s—r2<t<sJ |z—zo|<rp, Qn

We will shift the origin so that (s,zq) = (0,0), to simplify the notation. The idea is to use
the generalized energy inequality

s

\u(s 7)[2é(s, x)dr + 2/8 |Vu(t, z)|*p(t, v)dzdt < / lu(t, z)|*(¢r + A¢)dadt
By

By

/ / (Ju* + 2p)u - Vo(t, z)dtdx + 2/ / o(t, x)dxdt, (8.101)
~1JB, B

with a suitable test function ¢,,. We will set
Cbn(tv ZE) = X(if)%(t, ZL‘),
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with the backward heat kernel

B 1 |?
wn@,$)—-(E§:7§ﬁieXp{:_'1?E?:?5}’

and a smooth function x(x) > 0 so that x(z) = 1 on Q2 = (1,4(0,0) and x = 0 outside
of Q1/3(0,0). Then we have

O
(;i + A¢p, =0, on Q,,
and
O¢n,
BT + A¢,| < C, everywhere,
and the following bounds hold:
1 C C
Cra = < ¢p < e Vou| < — a0 oo Qn, n > 2 (8.102)
and . o o
5 << =, |V < 4 on Qr—1\ Qr, n > 2. (8.103)
Cry Tk T
We may now insert this ¢, into (8.101), and use the lower bound for ¢, on @, to get

1
sup  — lu(t, z)| dx—i——/ |Vu|2dxdt<0/ || |8¢n + A¢y,|dzdt

—r2<t<0 Ty Jz|<rn

Jul? |V¢n\dtdx+0‘/ (u- Ve dtdw‘ +0/ | £I[ul|p|dzdt
Q1
=C(L+ L+ I3+ 1y). (8.104)

To estimate I; we simply use Holder’s inequality:

L) <C [ |ufdedt < (J(/ |u|3dxdt> <ol (8.105)
Q1

1

The second term is estimated as
I < CZ / uldadt < CZ —af/?’r;i; < ce¥®, (8.106)

The last term in (8.104) is also easy:

"1 "1 1/3 2/3
<oy / IullfldxdtsO;r—z( /Q ) /Q )T mao)

n
2/3 5\1/3 10/3—5/ 1/q 2/9 2-5/ 1/q 2/9
<OZ 51 ) /Hf” 1(Q)Tk 1< Ceyl Zrk 1< 0y,
k=1

as ¢ > 5/2. Therefore, if €, is sufficiently small, we have
L] < C*°, (8.108)
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Finally, we deal with I3. Here, we will use the condition that u is a divergence-free flow.
Let us take smooth functions 0 < x; < 1 such that x;, = 1 on Q7 /s, and x; = 0 outside
of @y, , and

C
Vxe| < —.
T

Then, as x1¢, = ¢,, we can write I3 as a telescoping sum:

1

n—1
! k=1 @1
Since u is divergence-free, and xj — X1 vanishes outside of @)y, we can write for k£ > 3:

/ pu - V(= Xes1)6n) = / P V(X — Xs1)bn) = / (P — P V(e — Xe1)dn):
Q1 QK Qr

For k = 1,2 we simply have

<c [ |pllul <cCe?,

‘/1pu -V ((Xk = Xb+1)0n) o

while for the last term in (8.109) we have

/ () = / (0= P V)

Putting these together, we have
1 1 -
<o +0Y) F/Q p—Bellul < 0+ T—46§/3r,§ 5 < B (8.110)
k=3 K JCk k=3 'k

This finishes the proof of Lemma 8.18, and thus that of Proposition 8.4.

9 The weak solutions of the Euler equations

The goal of this section is to give a naive and simplistic glimpse of the recent results on the
Onsager conjecture and the weak solutions of the Fuler and Navier-Stokes equations that do
not preserve the energy. This material is mostly based on a recent review by V. Vicol and

T. Buckmaster, but also includes some material from the pioneering papers by C. De Lellis
and L. Székelyhidi.

9.1 The statistical description of turbulence

The starting point of our discussion are the Navier-Stokes equations

uy +u” - Vu’ + Vp =vAu” + f,
V-u" =0, (9.1)
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with a small viscosity v > 0. Our favorite fundamental energy balance says that, as long as
the solution u”(t, z) remains smooth, we have

%%/W’(t,x)]zda: = —1// |Vu” (t, z)|*dx + /(f -u”)dx. (9.2)

On the other hand, if we consider the Euler equations rather than the Navier-Stokes equations,
with the same forcing

ve+v-Vo+Vp=Ff,
V-v=0, (9.3)

and assume that v(t, z) is also smooth, then the corresponding energy balance is simply

LA [t o)2de / (f - v)da. (9.4)
2dt Jr, T,

Our interest will be in two issues: first, should we think of the solutions to Euler equations as
the solutions to the Navier-Stokes equations in the limit of a zero viscosity, and, second, how
do the weak solutions to the Euler equations behave when the forcing f is, in some sense,
small. In other words, can a small force f create a large (but oscillatory) solution to the Euler
equations. These issues are quite closely related.

The answer to the first question depends, essentially, on what happens to the energy
dissipation term in the right side of (9.2). Naively, one may expect that this term vanishes
as v — 0, so that for v > 0 small it is also small. This, of course, assumes that v remains
uniformly smooth as v — 0. As we will see, this is not the case even in much simpler linear
problems. In order to be more specific, we will assume, without any rigorous justification,
that u” satisfies the following hypotheses that reflect the physical observations. First, u” (¢, x)
is a space-time stationary random process — its law is the same for all t € R and = € R3, and
for any a collection of space-time points (t1, 1), .., (tx, zy) and any shifts s € R and y € R?,
the joint law of

u(ty+s,21+y),...,u"(txy + s, 28 +y)

does not depend on the "off-sets” s € R and y € R3 but only on the relative times and
positions t1,...,ty and z1,...,zy. Second, we assume that the field u”(¢, z) is statistically
isotropic: for any collection of points z1,...,xy, any t € R, and any orthogonal matrix R,
the joint law of

u’(t, Rx),...,u"(t, Rxy)

is the same as that of u”(t,x),...,u”(t,zyn). For the final assumption, let us define the
increments
o’ (t,x,z) =u’(t,x + z) — u”(t, x).

We assume self-similarity of the increments: there is a range of scales ¢, known as the in-
ertial range, and a constant p > 0, so that the law of du”(t,x, \2) is the same as that
of Mou”(t,z, %) for all unit vectors Z with |Z| = 1, and A > 0 so that both ¢ and A\ are in
the inertial range.

113



A basic hypothesis of the theory of turbulence, together with the above space-time homo-
geneity, isotropy and self-similarity properties, is that the average energy dissipation rate

e = (v|Vu(t,z)]*) - e>0asv — 0, (9.5)

does not vanish in the limit v — 0. Here, (-) denotes the statistical averaging. This, in a
sense, defines, what it means for u” to be turbulent. This should, naturally, in the limit v — 0,
lead to the solutions to the Euler equations for which we have an inequality in (9.4) rather
than an equality:

%%/W(zﬁ,x}\zdx < /(f -v)dx, (9.6)

and which are not smooth. This brings about two fundamental questions: first, how should we
expect the energy dissipation rate to behave for v small, and, second, for what kind of rough
solutions to the Euler equations should we not expect energy conservation? The former is
addressed by the Kolmogorov theory of turbulence, and the latter by the Onsager conjecture,
though the two are closely related.

Let us define the mean energy per unit volume carried by wave numbers smaller than
as (|P<,u”|?). Here, P<, denotes the projection on the wave numbers smaller than « in the
Fourier space. The energy spectrum of u” is then defined as

d V|2
B(s) = o (P’ P). (9.7)
The main hypothesis of the statistical turbulence theory is that in the inertial range the
energy F(r) depends only on the limiting average energy density ¢ in (9.5) and the wave
number s but not on f or the viscosity v. The dimensions of these objects are

d length?  length?®
E :[—IP’H”2]:1 th _ ,
[B(k)] = | 7 {P<cu’ )| = length—"5- = =~
length? 1 length?

_ _ 9.8
€] time time? time® ’ (9:8)
W] = —
o= length

Therefore, the dimensional analysis implies that the ratio

f(:b) (9.9)
is non-dimensional, and thus should be a constant, if (and only if)
3=2—b, 2=3a, (9.10)
so that a = 2/3, b = —5/3. We deduce that in a turbulent flow we should have
E(r) = Cre?*r5/3, (9.11)

in the inertial range, with some constant Cx > 0, that should be determined from the physical
considerations.
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The self-similarity exponent p can also be determined from purely dimensional consider-
ations. Let us define the p-th order absolute structure function as

Spl0) = (Ju* (b w + 2) —u(L2)P), |2 =1, £> 0.
In the inertial range we should have
Sp(l) = Caimt™, (9.12)

with a dimensional constant Cg,,. The physical hypothesis is again that S,(¢) depends only
on ¢ and /. Note that the corresponding dimensions are

_ length”

15,(0)] = B length

El=—T—=
[ ] time?

[(] = length.

time? ’

We conclude that there exists a non-dimensional constant D, so that
S,(0) = Dy(ets.

Comparing to (9.12) we conclude that the self-similarity exponent p = 1/3.
The inertial range extends from the macroscopic scale of the forcing down to a small
scale (x that should depend only on € and the viscosity v. Once again, looking at the

dimensions
B length? B length?

5 (V] =

we conclude that the Kolmogorov dissipation length is

e

Y

time time

CKV3/4

A=

(9.13)

with a constant cgx that comes from physical considerations. The constants cx and Cx are
not independent — they can be related using the hypothesis that the energy is concentrated
in the inertial scale Ay < ¢ < L, together with (9.11) and the relation between ¢ and E(k).

9.2 The easy direction of Onsager’s conjecture

Let us now turn to a more mathematical analysis. As usual, we work on the torus T3. We
say that v(t, ) is a weak solution to the Euler equations
v+v-Vo+Vp=0,t>0, €T
V.v=0, (9.14)
v(0,z) = vo(x),

if v € C[0,T; L*(R3)], for any ¢ > 0 the vector field v(t,) is divergence-free in the sense of
distributions, and for any divergence-free test function ¢(t,z) we have

/OOO /11‘3 v(t,z) - [0ip(t, x) +v(t,x) - Vo(t, x)|dxdt +/ vo(x)p(0, z)dx = 0. (9.15)

’]1‘3
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A smooth solution to Euler’s equations conserves energy:

lo(t, z)Pdr = lvo(2) |2 da. (9.16)
T3 T3

For the weak solutions, Onsager’s conjecture, directly related to the Kolmogorov self-similarity
exponent p = 1/3, says that (i) a weak solution to the Euler equations that belongs to the
Holder space Cf, with o > 1/3 conserves energy, and (ii) for any o < 1/3 there exists a weak
solution to the Euler equations in the Holder space Cf', that does not conserve energy.

The first part of this conjecture is much easier to prove. Let us assume that v(t, z) is C¢
in the z-variable, with a > 1/3. Let ¢ > 0 be a smooth test function in C°(R?) such
that ||¢]|z1 = 1 and set ¢y = £ 3¢(x/{), a standard mollifier. Given a function f we will use
the notation

Jo=dex f. (9.17)

The mollified vector field v, = v x ¢ satisfies

e + (vg - Vug) + ([v- Vol — g - Vg) + Vpp =0, t >0, o € T?,
V- Vy = 0. (918)

We can write, using the divergence-free property of v:
[V - V] = ¢+ [Uk0kV;] = Po * [0k (Viv;)] = Ok[e * (Viv;)] = Ok[(vkv;)e]- (9.19)

Then, multiplying (9.18) by v, and integrating by parts gives, as vy is also divergence-free:

1 1 t
5 /11‘3 lvg(t, x)|*dx — 5 /TS 0e(0, 2)|?dx = —/0 /T3 (Ve [VEOKVf e — Ve j[VekOk Vs )dads
t t
= —/ /3 (v&j@k[(vkvj)g] — U&j [vgyk(“)kvm)dxds = / /3[(Uk?}j)g — vg’kv&j]@kvg’jdxds. (920)
0 JT 0o JT

We have the following lemma.

Lemma 9.1 Let ¢ > 0 be in C°(R?) and such that ||¢]|pr = 1, and set ¢y(z) = (~4p(x/1).
Then, for any a € (0,1) we have

1f * deller < O fllca, (9.21)

and

1(fg) * ¢ = (f x 6e)(g % o) lloo < CL|| fllcallgllce, (9.22)
with a constant C' that depends on ¢.

With this lemma in hand, and assuming that v € C*(R?®), we may estimate the integral in
the right side of (9.20) as

) / [(vkvs)e — Ve gve ]Okvedz| < Cll(vvy)e — vervellcol|vellor
’I[‘3

< CC|o||Zat T v]|ca = CEHo||2a — 0, (9.23)
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if & > 1/3. Therefore, passing to the limit £ — 0 in (9.20), we obtain

/ ot )2z = / (0, 2)dz, (9.24)
T3 T3
thus the energy is conserved.

Let us now prove Lemma 9.1. To prove the first bound in this lemma, we write

Oulf * 60)(x —1m/””x+“k — 0 ZY) ) ay

h—0
= lim / et R = I = 0= 4) — (g
h%/¢”Mfﬁ)¢”Uu—m—ﬂmm,

so that

0 x 00))] < i [ 1PEHRCD 0O oy iy

(z+ heg) — (2 _
< < o 1||f||Ca }le/ |¢ k) ¢( )‘ |z|adz S ol 1||f||0a‘ (925)
—0 h

For the second bound, we note that

(fg) * de(x) — (f * d0)(x)(g * de)( /f Y)be(x — y)de(x — 2)dydz

/ F)de(w — y)g(2)de(x — 2)dydz (9.26)
— [0~ (e~ )~ fo — (o~ ))dyd:
/ SO (@ — ) — f(x — 0)]g(x — £2)dyd=
— [l - t2) - 1o~ gl - £2) - glo)ldyd
so that
(£9) % dul) — (F % 80)( ><g*¢e>< ) (9.27)

/ SO — )~ f(o— ty)llgla — €2) - gla)ldydz
< fllcelgllor [ 6oz — yi* |21 dydz = €| flce lglen

finishing the proof of Lemma 9.1.
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9.3 The wild continuous weak solutions of the Euler equations

In this section, we prove existence of a Holder continuous solution of the Euler equations, with
a sufficiently small Hodler exponent g > 0. The Euler equations written in the divergence
form are

v +V-(v@v)+Vp=0,1t>0, T3
V-v=0, (9.28)

that does not conserve the energy. Here, the torus is normalized as T = [0, 1], with the
periodic boundary conditions. We use here and below the notation

[CL X b]zj = aibj (929)
for the standard tensor product of two vectors and
1
[CL Rt b]zj = aibj — E(CL . b)éij, (930)

for a traceless tensor product of a pair of vectors a and b in R®. Only the divergence of the
traceless tensor products will appear below in various equations that also have the pressure
terms, and the trace part can be always added to the gradient of the pressure.

Theorem 9.2 There exists 3 > 0 and a weak solution v € C([0,T]; C#(T?)) to the Euler
equations such that

/Ts (1, )2z > 2/@ [0(0, ) 2dz. (9.31)

The proof proceeds by an induction. We will construct a sequence vy, ¢ = 0,1,2,... of
solutions to the forced Euler equations
g+ V- (v,®@0)) +Vp,=V- Ry, t>0, z €T
V.v, =0, (9.32)
with a Reynolds stress R, that goes uniformly to zero as ¢ — +o0, and v, converges uniformly
to a weak solution to the Euler equations satisfying the "reverse” energy inequality (9.31).
At each induction step, we do not design v,4; directly but rather use v, to construct the
increment wyy1 = Vg41 — Vg, in such a way that v, satisfies
atvq+1 +V- (Uqul ® Uqul) + qu+1 =V. Rq+l> t> 07 YIS ng
V- vg41 =0, (9.33)

with a smaller Reynolds stress R,y1. Given wg1, the Reynolds stress ;41 is determined as
the trace-less symmetric matrix satisfying

% Rq+1 = Fose + By + ENasha (934)

with the "error” terms in the right side depending on v, and wg;:

Eose =V - (wq+1 & wq—i-l) -V R;+ V(pq+1 - pq)v (9.35)
Etr = atwq+1 + Uq . qu+1, (936)
ENash = Wg+1 - V’Uq. (937)
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These terms are known as the oscillation error, the transport error and the Nash error,
respectively. Given the iterate v,, the goal will be to choose w,41 so that R, the symmetric
trace-less solution to (9.34) with a given right side, is small, and, in addition, the series

> w, (9.38)

converges. In order to make sure that the reverse energy inequality (9.31) holds, we will
choose the first iterate vy so that vy(0,2) = 0, and vy(1,z) does not vanish. This means
that vg(t, z) satisfies (9.31) trivially. The induction construction will ensure that actually
all v,(t, x) stay sufficiently close to vo(t, x) for all 0 <t < 1, so that in the limit ¢ — +o0 the
inequality (9.31) will still hold.

The correction wyy1 will consist of two parts:

Wer1 = wly +wl. (9.39)

Here, w((ﬁ)l is the principal part of the perturbation, chosen so that the low frequency terms in

the trace-less product w41 @4 wey1 essentially cancel those in R, so that these contributions
to the oscillation error cancel each other. Roughly speaking, it is of the form

wh ~ Zag (9.40)

Here, W are "building blocks” oscillating at a high frequency A,41, and the coefficients a¢(R,)
are chosen so that the aforementioned cancellation of the lower frequencies takes place. As
an additional minor complication, wéi)l will need to be corrected to decrease the transport
error. The correction w((]i)l is chosen to ensure that w,y; is divergence-free.

In order to see yet another way the threshold 1/3 for the Hodler regularity comes up, let

us assume that the frequencies are chosen so that
Ag = A, (9.41)

with some A € N. Then, in order for the series in (9.38) to converge to a C” function v, we
should have, at least,

[wgllco < A7 (9.42)
The Reynolds stress should then satisfy, roughly
1Rgllco < A, (9.43)

because it is related quadratically to wg41. The contribution of the Nash error to the Reynolds
stress R,11 is one derivative smoother that Fy,s,, and oscillates at frequency A,41. In the
uniform norm, it should be of the order

as Cllwgsilleollvaller o
”Ré\iHhH 0 < ! \ ! q ZA A ’ <C)\qf1 1)‘1 g
q+1 q+1 m<q
= CA 0y NI INZO=D < o 2N (9.44)

In other words, for the bound (9.43) to be "iteratable” we need to have § < 1/3, another
indication for why Onsager’s conjecture holds. In reality, we will take the frequencies growing
much faster than in (9.41), and we will also take 5 to be very small.
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9.4 The iterative estimate

We now turn to an implementation of the above scheme. We will take the frequencies

A = a*, (9.45)
with a € N sufficiently large, to be specified later, so that

Ag1 = )\2. (9.46)
We also set

5= A", (9.47)

with § > 0 sufficiently small, also to be specified later. We will assume the following inductive
bounds on v, and R:

[vgllco <1 —6,/2, (9.48)
lvgllcs, < CréyAq, (9.49)
[Ryllco < erdgia, (9.50)

with a pair of universal constants Cz and cg, to be specified below. Let us explain the choices
here. As we have mentioned above, the basic premise is that the increment w,1 = v441 — v,
is of the size (5;421 in the uniform norm — see (9.52) below, and oscillates at frequency A,41.
Then the Reynolds stress R, should be of the size d,1; in the uniform norm, simply because it
is quadratic in w,1, which gives the induction assumption (9.50). The uniform bound (9.48)
is a convenient induction assumption since

Vg1 = Vg + Wet1,

so that if (9.48) holds at level ¢, and we have (9.52) below, then

1/2 1/2
logall < 1= 6y + 8,15 < 1- 8,05,

Finally, assumption (9.49) on the C'-norm of v, comes about because the frequencies \, grows
sufficiently fast, so that even though ||wg+1|lco < ||wg|lco, we still have ||wgi1]lcr > [|wylcr,
so that the main contribution to ||v,||c1 comes from ||w,||c1, which is of the size

[wgllcr ~ Ags1l|wgllco = )‘q+161/2-

Note that 5(}/2)\[1 — +00 as ¢ — +oo in (9.49), since 5 > 0 is small — because of the easy part
of Onsager’s conjecture, we do not expect v, to converge in a Holder space Cf, with o > 1/3,

let alone in C/,. The induction step is described in the following.

Proposition 9.3 There exists § > 0 sufficiently small and ay sufficiently large, so that for
any a > ag there exist v, and R,, ¢ > 0, that satisfy

g+ V- (v,®@v)) +Vp, =V Ry, t >0, v €T,
V.-, =0, (9.51)
and obey (9.48)-(9.50), and such that

2
o1 — vlleo < 6,43, (9.52)
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Let us explain how Proposition 9.3 implies the conclusion of Theorem 9.2. We take the
first iterate to be an oscillatory shear flow

m@@:%@m&g@ooy (9.53)

Then we have 1
leo(t, Yllen < 5 < 18", (9.54)

so that (9.48) is satisfied, for a large enough. We also have
loo(t Mlep, < X'> < Mody’?, (9.55)

as long as ;' < Ao, which is true as long as 8 < 1/2, and a is sufficiently large. Hence, (9.49)
also holds for ¢ = 0. To find Ry we note that, as vy is a shear flow, we have vy - Vuy = 0,
hence

1 0 0 — cos()\(l]/2x3)
Ry = e 0 0 : (9.56)
22 - COS()\(I]/2173) 0 0
so that . 5
. Vo
V-Ry= 5(8111()\0 *23),0,0) = o
It follows that
[ Rollco = a™? < cpby = cpa?’, (9.57)

oA~

provided that 8 < 1/8 and a is sufficiently large. Hence, condition (9.50) also holds at ¢ = 0.
A key consequence of (9.57) is that vy is a solution of the forced Euler equations with a
Reynolds stress that is already very small in the uniform norm, provided that we take a
sufficiently large. In addition, the L?-norm of vy vanishes at ¢ = 0 but is not zero at ¢t = 1.
We will now construct a rough weak solution to the unforced Euler equations that will be
close to vg(t,z) in the uniform norm for all 0 < ¢ < 1, and this will force it to violate the
energy inequality.

We start the iteration as in Proposition 9.3, with the initialization (vg, Rp), and obtain a
sequence (v,, R,). Let us take 8 > 0 as in the definition (9.47) of §,. Then, for any o <
the bounds (9.48), (9.49) and (9.52), together with an interpolation inequality between the
Holder norms, and the fact that the sequence 5;/ 2/\q in the right side of (9.49) is monotonically
increasing, imply that

[ogs1=vglloe < Callvgrn —valleg™llvar1 —vglles < cadyiy™ 051N 1 = cadgii Ny = cadgis -
(9.58)
Thus, the limit
v= lim v,
q——+00

exists in C([0, 1], C%(T?)) for any o < 3. Furthermore, (9.50) implies that

R, — 0in CO([0,1] x T%).

121



It follows that v(¢,z) is a weak solution to the Euler equations that lies in C([0, 1], C*(T?))
for any a < .
To finish the proof of Theorem 9.2, it remains to show that the reverse energy inequality

[o(L, )2 = 2[|v(0, )| 2 (9.59)

holds. The point is that, if a is sufficiently large, then, on one hand, v(¢,x) is close in the
uniform norm to vy(t, x) for all 0 < ¢ < 1, and on the other vy(0,z) = 0 while vy(1, x) has a
fixed non-zero L?-norm that is independent of \g. Indeed, we have using (9.52):

lo = volleo <D ogsr = vglles < D840 =Y AT =D a?¥
q=0 q=0 q=0 q=0
- 1
< —B(q+1) < 9.60
<2 ¢ = 10000’ (9.60)
q=0
if a is sufficiently large, so that v and vy are close. It follows that
1 1
20[v(0,)llz2 < 2[Jwo(0, 22 + 155 = 155 < o llzz = llvo(L, ) = v(1, )22 < [lu(d, )l e,

finishing the proof of Theorem 9.2.

9.5 Proof of Proposition 9.3

We now prove Proposition 9.3. We only need to prove the inductive step as we have already
constructed the pair (v, Ro). It will be more convenient to work with the mollified versions
of vy and R, defined as
v = (Vg %z D) *¢ o, (9.61)
Ry = (Rq*z ¢0) *¢ e
We dropped the subscript g above in v, and R, to simplify the notation. Here, ¢(x) and ¢y(t)
are standard scalar-valued mollifiers of compact support in x and ¢, respectively. As we are

not aiming to prove an optimal result, we choose the mollification scales in x and ¢ to be the

same, and take ¢ as an intermediate scale between A ' and )\;1:

—3/2
=", (9.62)

so that
A =A<< (9.63)

Note that, by the induction hypothesis (9.48), we have
[vellco < [lvglloo < 1= 6,7, (9.64)

and for any N > 1 we have, because of the way ¢ was chosen and the second induction
hypothesis (9.49):

oellen < CEN T ugllor < CENFINGSY2 < e, (9.65)
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while
[vg — vellco < llvgller < CADY? < ONV20Y? < 8113, (9.66)

as long as 8 > 0 is sufficiently small.
As in (9.18), we obtain

Oy + V- [Ug & Ug] +Vp, =V - (Rg + Rcomm), (9.67)
V- Uy = 0,

with
Rcomm = Uy ®t7’ Uy — [(U ®tr U) *g Qbé] *t Qo (968)

Recall that the traceless tensor product ®y, is defined in (9.30). In (9.67), with a slight abuse
of notation, the pressure p, includes both the convolution of p, with the mollifiers and what
should have been the trace part of Reomm. Note that, as in (9.27), we have, using (9.49)
and (9.30):

[Reommlleg, < Clllvlley, llvllog, < C3G2Ag = ONFEATINg = A772 < bypn, (9.69)

provided that f is sufficiently small and « is sufficiently large.

9.5.1 The Reynolds stress equation

Let us first address the equation for the Reynolds stress:
V-R=E(z), 2T (9.70)

with the condition that R(x) is a symmetric trace-free matrix. Here, E' is a mean-zero vector-
field on T3:

/ E(z)dz = 0. (9.71)

We claim that a trace-less symmetric solution to (9.70) is given by
1
R () = (A E,, + 0 AT E)) — 5(5,% + OO0 A HATY(V - B). (9.72)

The symmetry and mean-zero properties of R are obvious from (9.72). Its trace vanishes

because
n+1

TrR=2A"YV - E) 5

ANV -E)=0

in dimension n = 3. To check (9.70) we write

(V . R)m = akka = 0k(8kA_1Em =+ 8mA_1Ek) — %&f((skm + 6k6mA_1)A_1(V . E)

=En+0,A(V-E)— %amA—l(v - E) — %amA—l(v -E)=E,,. (9.73)

The next lemma says that R is similar to (—A)~'/2E when FE is oscillatory.
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Lemma 9.4 Assume that a(z) € C"™*(T3) and ® € C™*(T?) be smooth R*-valued functions,
let C' be such that
C™' < |V@(2)| < C for all x € T5.

Let w € Z?, a € (0,1) and m > 1, and R(x) be the solution to (9.70) with
Ble) = a(@)e ™) — [ a(y)e 0y (9.74)
T3

given by (9.72). There exists a constant K that depends on C, o and m but not on |w| such

that
lallo 1

‘w‘lfa ’w’mfa

|Rllc= < C( (lallcme + llallco| V@] me)). (9.75)
Proof. To be filled in.

The reason we allow a phase factor ®(¢,x) in Lemma 9.4 is that we will need to modify
the phase to decrease the transport error, as discussed in Section 9.5.3 below. Our strategy
will be to construct wy4 so that R, satisfies (9.70) with a right side that is as in Lemma 9.4:
mean-zero and oscillatory, ”essentially” at a single, sufficiently high frequency: in particular,

the terms
lallco  |lallem.a

|w|1—a’ |w|m—a

in the right side of (9.75) should be small.

9.5.2 The Beltrami flows
The building blocks we will use to construct the principal part of the perturbation wy,; as
in (9.40):
wily ~ 7 ag(R,)We (9.76)
3

are the Beltrami waves W;. They are defined as follows. Recall that the set Q* N'S? of
rational points is dense on the unit sphere S?. To see that, consider the inverse map of the
stereographic projection s(z,y) : R? — §?

2y 21 :1:2~|—y2—1>

sl@.y) = (x2+y2+17x2+y2+1’x2—|—y2+1

It is clear that s maps Q? to Q*NS?. Since Q? is dense in R? and s is a diffeomorphism of R?
onto S?\ (0,0,1), the density of Q*N'S? in S? follows.
Next, given £ € Q* N'S?, we take A € Q*N'S? so that

Ae-£=0, A=A (9.77)

The choice of A is not unique: for instance, we can take A¢ = (—&2,&;,0) for & = (&,&2,&3)
with & > 0 and extend it to £ with £ < 0 using the even symmetry in (9.77). We also define
the complex vector

1

B
NG

(Ae + i€ x Ae). (9.78)

Ql
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By construction, the vector B satisfies
|Be| =1, B¢-£=0, i€ X B =B, B_¢= D, (9.79)

with - denoting the standard real inner product, without the complex conjugation, and the
bar denoting the complex conjugation. The third identity above relies on the formula

[5 X (6 X Af)]k = Ekmjgmejrsgr(Af)s = [5rk5ms - 5k55mr]£m€r(A§)s
= &:(& - Ag) — €2 (A = — (A

It follows that for any \ € Z such that A\¢ € Z3, the function
We () = Bee?™ee (9.80)

satisfies ‘ '
[V X Wenlj = €jkm2miA Be €™ % = 2w ABy ;€™ (9.81)

and is therefore a periodic eigenfunction of the curl operator corresponding to the eigen-
value 27 A\:

V x W&/\ = 271')\W§7>\. (982)

We can now fix A\ € Z and take any finite set I' € Q3 N'S? such that —I' =T and \¢ € Z3 for
any £ € I'. Then for any collection of coefficients as € C such that a_¢ = a¢, the vector field

W(z) =) acBee™ " (9.83)
ger

is a real-valued divergence free vector field on T? such that
V x W(x) =2n AW (x). (9.84)
Note that for any vector W we have
(W x [V x W)); = €ijuWkmnOmWn = (0imOjn — 0inOjm)W;0, Wy, = W,0,W; — W,;0;W;,

which gives the vector identity

W2
Wx[VxW]:V(|2|)—W-VW. (9.85)
It follows from (9.84) and (9.85) that
(WP
W~VW—V( 5 ) (9.86)

In other words, any W of the form constructed above is a solution of the Euler equations,
with zero pressure.

Observe also that given any & € Q® N'S? the vectors &, A(§) and & x A(£) form an
orthonormal basis, so that

EQE+ A ® A + (€ x Ag) ® (€ x A¢) = 1d, (9.87)
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which implies
Be® B¢ = 5(Ac i€ x AQ) ® (Ac — i€ x A¢) (9.88)
= (e ® Ac+ (€ X A ® (€ X Ag)) + 2[(€ x Ag) ® Ag — Ag ® (€ x Ae)]
= S04 —£08) + S[(E x A) ® Ac — Ac® (€ x Ag)].

It follows that for W of the form (9.83) we have

/T?,(W @W)de = /T agage?™ (B @ Bo)d = ) aca¢(Be ® B)

§¢'el ger
1
=5 lacfld—¢®¢), (9.89)
cer
because
D lagl((€ x Ag) © A — A @ (€ x Ag) =0, (9.90)

el

as the individual terms inside the sum are odd in ¢ and the set I is symmetric: —I' =T".
We will use the Beltrami flows as building blocks in the decomposition (9.40) for the
principal part of the perturbation wg1:

wih ~ > " ag(Ry)We, - (9.91)
13

The goal will be to cancel out the average of the R, term in the oscillation error (9.35)
Eose =V - (Wg1 @ Wyt1) — V- Ry + V(D1 — py), (9.92)

so that F,s. has the form (9.74) in Lemma 9.4. To this end, we need to know that the family
of the Beltrami flows is rich enough so that the cancellation is achievable for a large class of
given matrices R,;. Keeping in mind expression (9.89), we will now prove the following. We
denote by B, (Id) the closed ball of 3 x 3 symmetric matrices centered at Id, of radius r.

Lemma 9.5 There exist two disjoint finite subsets Ao, A1 C Q* N'S? such that if £ € A;
then —¢ € A;, and ro > 0, so that for each matriz M € B, (Id) and j = 0,1, we have a
decomposition
1 .
M =33 (0 (M)71d— £ 6). (9.93)
£eh;
Moreover, for each & € Aj and j = 0,1, the coefficients 7§j)(R) are C*®-functions on B,,(Id).

Proof. To be filled in.
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9.5.3 The principal part of the perturbation

We would like to take the principal part of the perturbation as a sum of the Beltrami waves.
At the same time, we need to make sure that we have a small transport error in (9.36)

By = Owg1 + vg - Vg, (9.94)

To this end, we will replace the phase £ - x in the definition of the Beltrami wave by a
phase ®(t, z) that is transported by the vector field v,. We divide the interval 0 < ¢ <1 into

intervals of length ¢, and for j = 0,..., [(7!], we define ®;(¢,z) as the T*-periodic solution to
atq)j + v - V(I)j = 0, (995)
®;(jl, ) = .

We have the following standard estimates for ®;: first, differentiating (9.95) in x, and using
Gronwall’s inequality and the inductive assumption (9.49) gives

V. (t) —Id||co < Clljvel|cr < ClNOY? = CATV2612 <« 1, for all (j — 1) <t < (j+ 1)L.
J a~q q q

(9.96)
Differentiating (9.95) once again gives
IV®;(1)lley, < A2, for all (j —1)0 <t < (j + 1)L, (9.97)
and, more generally,
IV®;(t)||on < CLTAGSLY? < €7, forall (j — 1) <t < (5 + 1)L (9.98)

Each ®,(¢,z) will play a role only on the time interval [(j — 2)¢, (j + 2)¢]. For this, we will
make use of time-cutoffs: take a non-negative bump function x(¢) supported in [—1,1] so
that x(¢) =1 on [—1/2,1/2] and such that the shifts

Xi(t) = x(7't — j)
satisfy

Y ) =1for0<t <1 (9.99)

Note that each time ¢ at most two of x;(¢) are non-zero.

Let us recall the sets Ag and A; from Lemma 9.5. For a general j we will set A; = A

if j is even and A; = A; if 7 is odd. We do the same for the functions ’yéj ) appearing in that

lemma. With this notation, we define for the principal part of the perturbation w((ﬁ)l(t, x) as

wil (t2) =D we(t,2), (9.100)

J EEA;

with each individual wave w)(t,z) in the form of a modulated Beltrami wave
wie) () = agerse(t)Wen,y, (3 (8,2)) = a1 (t,2) Be exp{2midga - 5(t,2)}. (9.101)
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Note that
(Or + vy - V) (exp{2mid 1€ - <I>j(t, x)}) =0, (9.102)

so that
(O + vy - V)wie) = (0 + vy - Vlager el (1.2) Belexp(2mid & - @, 0)}),  (9.103)

and the potentially dangerous term of the size A\;41 coming from the differentiation of the
exponent vanishes. This is why we use the phases ®;(t, z) rather than simply x. The ampli-
tudes a,11,;¢(t, ) are chosen as

Qg et ) = e 0,50 (e (Mi(t, x)). (9.104)
with the matrix
My(t,x) = 1d — ¢z /0,1 Re(t, ). (9.105)

As the functions Wéj) are defined only in the ball B, (Id), we need to check that the ma-
trices My(t,x) are in that ball for all 0 < ¢ < 1 and z € T?®. Recalling the inductive
assumption (9.50), we see that

0;1/25(;4:1”3(“00 < 0;51/25;103611“ < c}%/Q <o, (9.106)

with 7o as in Lemma 9.5, provided we take

cp <12 (9.107)

It follows that the matrix M,(t,x) is, indeed, in the domain of definition of the functions yéj )
for all j, all t € [0,1] and z € T?. As at most two of the functions x; do not vanish for any
given ¢ € [0, 1], and they satisfy 0 < x;(¢) < 1, we have a uniform estimate

1/2

5
%1, (9.108)

1/4 1/2
1wl (t,2) || oo < Koci*o12

IN

provided that we choose cg sufficiently small, depending only on a universal constant Ky
that itself depends only on the uniform norm of the functions fyéj)(]\/[ ) on B, (Id) and on
the number of elements in the finite sets Ag and A;. The above estimate accounts for the
contribution of wéi)l to the error bound (9.52).

9.5.4 The incompressibility correction

Let us write the individual terms w)(t, z) that appear in (9.100) as

weey(t, x) = agy1,je(t, ) exp {2miAg1€ - ¢;(t, )} Be exp {2miAg 11§ - x} (9.109)
= atﬁ'ld}ﬁ(tv I) exp {27Ti)‘Q+1§ : ¢j (tv I)}W&)\qﬂ (ZE) - th—l,j»f (ta CU)‘/Vﬁ)\qul (ZL’),

with
¢i(t,x) = D;(t,x) —x, byp1je(t,r) = agr1,5¢(t, v) exp {2mirg 1€ - ¢,(t, 2)}. (9.110)
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Recalling (9.96), we can think of ¢;(¢,z) as small, so the largest contribution to Vw)(t, x)
should come from the Beltrami wave W¢ » ., (z). However, the latter is incompressible so one
can think of w) as incompressible to the leading order. To be more precise, let us use (9.84)
to write

B 1
n 27T)\q+1

bgr15e(t, ) We ., (7) [V X (bg1,5(t ©)Weng 12 () = (Vbgrnje(t, ) X Wen (2) ]

While the first term above is incompressible, the second is not. Accordingly, to compensate
for the second term, we define

c 1
’LU&; (t, x) = 27r)\q+1 (Vqurl,j,é (t, ilf)) X WE,)\q.H ((E)
1 . .
=35 (Vaq+1,j,g + 2miAg110g41,5,6(VP;(t, ) — Id)§> X Beexp{2midg 1€ - ®;(t,7)}
a+1
_ (Vagrije
= < +iag11,56(VP;(t, x) = Td)E ) x We ., (P5(t, 2)). (9.111)
27T>\q+1

The full incompressibility correction is then
wii(t2) =3 > wig(t ), (9.112)
jEen;

and the full perturbation is

c 1
woa(t,2) = wilhy (6 2) +wih (6.2) = 553 0 3V X et ) Wea, ()], (9-113)
a J E€EA;

so that
V. -weq =0, (9.114)

and wg41(t, ) is mean-zero. We may also estimate the incompressible correction, starting
with the right side of (9.111), and once again using the fact that y;(¢) satisfy 0 < x;(t) <1,
and only two of x;(¢) do not vanish for any ¢ € [0, 1] as

[||Vaq+1,j,s|!co

X + lagrijelleo[VR; — IdHco], (9.115)
q+1

HwéﬁlHCo < K sup sup
J EEA;

with a universal constant /. At the moment, we do not have a good bound on ||Vag41,;¢|co
as that would require a bound on ||VRy|co, since R, enters the definition (9.104)-(9.105)
of a 1 j¢. However, a standard mollification estimate, together with (9.104)-(9.105) and the
induction assumption (9.50), show that the first term above can be bounded as

1/2 1/2
[Vagi1,¢llco 12 1 11 I1Rellco T et
Agr1 R e S W Tk ( )

because
g1 = AP0 > 1.
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Here we see that it is important that aqyq ;¢ oscillate on scales much larger than )\q’jl. The
second term in the right side of (9.115) can be estimated with the help of (9.96) as

1/2
lagirjelleol|V®; — 1d]joo < KaYAN, Y2612 < 1% (9.117)

provided that a is sufficiently large and ( is sufficiently small. It follows that

512

c 1

lwilloo < 2. (9.118)
10

Together with (9.108), this finishes the proof of the error bound (9.52):

3
[wgt1llco < 153421' (9.119)

However, we still need to verify that the induction bounds (9.48)-(9.50) hold for v, and Ry 1.

9.5.5 The induction estimates on the velocity

We first prove the inductive estimates (9.48)-(9.49) on the velocity v,41, as they follow directly
from the construction of the perturbation wy;. It is convenient to define vy not as vy +wg41
but as

Vg1 = Vg + Wgt1. (9.120)

The uniform bound in (9.48) for ¢+ 1 follows simply from this estimate at level ¢ and (9.119),
together with (9.66):

lvg — velleo < 8,43, (9.121)

which gives

1 3
lograllen < Nogllon + llog = vellen + wgralleo < 1= 632 + =83 + 2612 <1 - 0143, (9.122)
since we have 0,11 < 40, if we choose a sufficiently large, for a given fixed small 8 > 0.
To get the gradient bound (9.49) at the level ¢ + 1 we first recall that for the spatial
derivatives we have (9.96), (9.97) and (9.116):

V@, (t) — Id]|co < CA;M26,/2, (9.123)

IV®;(6)]lcx, < CAG"2, (9.124)
51/2

IVagi1elleo < 0%1. (9.125)

Once again, as at most two of x;(¢) do not vanish for any ¢ > 0, it follows from (9.101)-(9.105)
that the principal part of the perturbation satisfies

IVwillco < K supsup ([[Vageelleo + llagesellcsdn Vel ). (9.126)
J €N
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with a constant K that depends only on the number of the elements of the sets Ay and A;.
The first term above we estimate by (9.125), and the second by (9.123), which gives

512
IVl oo < 0%1 + O A1 < O8N 1. (9.127)

For the spatial derivative of wéﬂl, we note that

Qa, 1,5.£1102
IVaih oo < Ksupsup (L0250 g, en o0, — 1o
J 7 J q

Hlageleol VO ler + Agaa lwfallon). (9.128)
The first term above, once again, can be bounded using the basic mollification estimate as

1/2 1/2 \3/2 1/2
lagrigelles KoL [HReHco N ||Ré||200} < iy < Og41 A1

9.129
Mt g Logn® 02,0 At 100 (9.129)
The second term in the right side of (9.128) is estimated using (9.116) and (9.123) as
Rk 52 )
IVagirsellco| VR; = Idleo < —F202A71/ = K§,/36,/°A, < 2= (9.130)

The third and the fourth terms in right side of (9.128) satisfy
logr1gelcolV@iller + Agrillwgllos < KOZTADY + dradyfiy < 2003 (9.131)

Putting together the above estimates, we see that
IVagslleo < CrAgs1d,)y, (9.132)

with a universal constant Cg. In particular, we have not used the estimate (9.49) at level ¢
in deriving (9.131), hence there is no danger that Cr may change from step ¢ to step ¢ + 1.
For the time derivative we have (9.95), which, together with (9.96) shows that

10:@;(t)[|co < C, (9.133)
while
|01 elloo < COLA(ET + 7 = O[30 (9.134)
as in the estimate (9.129) for the gradient of a,;1¢ ;. These two bounds give
|0 llco < CoyAET, (9.135)

in the same way as (9.125) and (9.126) lead to (9.127). For the time derivative of wéﬂl, we
note that

(H@tVaqH,j,cho

;) + [|Orag+1,5¢llco [ VR; — Id][co
q+1

0, oo < K sup sup
J jeAj

Flag15elleo 107D llco + Agsallwfhles ) (9.136)

The first term above is estimated exactly as in (9.129), the second as in (9.130), the third
and the fourth as in (9.131), which gives us

|0awgilles < Ca/ECT (9.137)
finishing the proof of (9.49) at level g + 1.
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9.5.6 The new Reynolds stress

We finally come to the key estimate in the proof of Proposition 9.3: the proof of the inductive
estimate (9.50) at level ¢ + 1 that shows that the Reynolds stress decreases at each inductive
step and tends to zero in the uniform norm as ¢ — +oo. The analysis is based on Lemma 9.4
that we state again here.

Lemma 9.6 Assume that a(z) € C™(T?) and ® € C™(T3) be smooth R*-valued functions,
and let C' be such that
C™' < |V@(2)| < C for all x € T5.

Letw € Z3, a € (0,1) and m > 1, and R(x) be the solution to

V-R=FEx), TrR(x)=0, R(x)is a symmetric matriz, (9.138)
with
E(x) = a(z)e™®® — /3 a(y)e™ *Wdy, (9.139)
given by )
Rim () = (A" By + 0y A~ Ey) — %(5,% b OO AYA(Y - B). (9.140)

There exists a constant K that depends on C, o and m but not on |w| such that

IRl < C({90% + s lallona + lallol| V@) (9.141)
In particular, if E(x) is of the form
B(z) = a(@)Wig(@,(x)), Wig(x) = Bee?™ e, (9.142)
with
laller < CE, [Vl < CE, (9.143)

then R(z) satisfies

C (e C ¢t C 3/4(m+1)—m+1 C
[Rlleo < Aprd (H Am—a) Ao <1+ At ) Al—a““q“ > = Moo (9.144)

g+1 g+1 g+1 g+1 g+1

as long as we take m > 8.
To get an equation for R,;; we recall that v, satisfies (9.67):

Oy +V - [Ug X Ug] +Vp, =V- (Rg —+ Rcomm), (9145)
V- Vy = 0,

with
Rcomm = Uy Qpr Vg — [(U R U) *z ¢€] *t Pe- (9146)
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Hence, vg41 = v¢ + wy4q satisfies

at’l}qul + V- (Uq+1 ® 'Uq+1) = aﬂ)g + V- (UZ ® U@) + atqurl + V- (’qu ® wq+1>
+V . (Ug X wq+1) -+ V . (wq+1 & Ug) = V . (Rg -+ mem) — Vpg + 8twq+1 + Vy - qu+1
+wq+1 . VU( + V- (wq+1 X ’U)q+1>, (9147)

so that the Reynolds stress R, and pressure p,; satisfy, after absorbing p, into pgi1
V'Rq—l—l = qu+1+V-(Rg—i-Rcomm)—i—@tqu —i—vg-quH—i—qu-va+V~(wq+1®wq+1). (9].48)

We write

W1 = w(zjr)1 + wf]?la

and represent the right side of (9.148) as
V- Rq+1 Etr + Eosc + ENash + Ecorr + A Rcomm + \E RCZ?I‘T + qu—i—la (9149)

with the transport error

By = 00 + ve - Vu'l), — (9wl)), (9.150)
the oscillation error
Eose =V - ( (51_21 X wq+1 + R ) (9151)
and the Nash error
Enash = wi(li)l : VUZ, (9152)
coming from the principal part of the perturbation, and the corrector error
Ecorr - atw((li)l + vg - vwéc <atwq+1> (9153)
and the tensor
RE), = wiy @ widy + w0 @ wi + il @ wl, (9.154)

coming from the incompressibility correction to the perturbation. Note that in the definition
of R, we have replaced the tensor products ® by the trace-free tensor products ®y,., with
the difference going into the pressure p,.;. The notation (-) refers to the spatial average, as
before:

() =] [fly)dy
T3
As wg4q is a curl, its spatial average vanishes, hence
(D) + (9l )) =0, (9.155)

so that the addition of these two terms to (9.150) and (9.153) does not change anything. Then
we can write
Rq—i—l = Ry + Bnash + Reomm + Reorr + R((:z)rr + Rosca (9156)
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with Reomm and RY).. defined in (9.146) and (9.154), respectively, and Ry, Ryash, Reomm
and Ry given by (9.140) with the corresponding E' in the right side.
The term R, in (9.156) should be a trace-less symmetric solution to

A Rosc = Eosc + Vposm (9157)

with Ey. given by (9.151) and some pressure ps. that we will absorb into p,+;. We can
re-write E,q. as

Boe =V - () @ wl) + R) =V - (Z Y we @we + Rg>. (9.158)
5" €N EE

Note that w() and w) have disjoint support in time if { € A; and £ € Ay with |5 — 5| > 1.
In addition, if |j — j'| = 1, then A; and A are disjoint sets so that £ + &’ # 0 — this is why
we took Ag and A; as two different sets. Hence, the only terms in the sum in (9.158) that
satisfy & + & = 0 are those with j = j'. Thus, we have

Eose =V (ZZU} ® wy 5)+Re>+v <Z Z w(5)®w§/). (9.159)

J EeA; 73" EEN;EEN ;1 E+EH#0

We claim that the divergence of the first sum in (9.159) actually vanishes — and that is the
reason we have chosen the coefficients a,41 j¢ in the way we did. Indeed, recall that

Qg1 m) = el 05X (0 (Ma(t, ), (9.160)

with the coefficients ’yéj ) defined so that

1 .
Mi(t,0) = 5 D (0 (My(t, 2))*(1d = £ ®€), (9.161)
gen;
for each j, where
My(t,z) = 1d — ¢ 6, 1 Ro(t, @), (9.162)
which implies
e *g11d = Ry(t, ) Z e 20,1 (7 (M (1, 2)))*(1d — £ ® €), (9.163)
£€A

again for each j. Multiplying (9.163) by x3(¢) and summing over j, using (9.99), we arrive at

c20gi11d — Ry(t,x) = ZZ e *0qa1 (3 (M (8, 2)))?(1d — € © €)

J EeN;

B % DD lagre(t ) P(ld — €@ €). (9-164)

J fEAJ‘
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On the other hand, as in (9.89), we have, since a1, _¢ = @g41,5¢, that

D we @we =Y lagi;el*Be ® B (9.165)
£€Aj £€AJ‘
1 . .
=3 D agerjel*(Ae +1i€ x Ag) ® (Ag — i€ x Ag)
£€A]’

= % D lagrigelP(Ae @ Ag + (€ x A ® (€ x Ag)) + %[(S X Ag) @ A¢ — Ag ® (€ x Ag)]

feA]‘
1
=3 D lagerjel’d - €@ €).
£€A]‘
Since the set A; is symmetric: A; = —A;, the second term in the third line above vanishes

after summation over £ € A;, and for the first term in that line we used (9.87):

£®€+A5®A§+(£XAg)@(ﬁXAg):Id. (9166)
We deduce from (9.164) and (9.165) that
V(2w ®wig + Re) =0, (9.167)
€eh

as we have claimed. Recall also that for a scalar-valued function g(z) and a matrix-valued
function F'(z) we have

so that

Hence, E,. has the form

Eue=V-(>X Y wgou) (9.168)

jv.j/ &GAj 75/€Aj/7£+£/7é0

1
~ 3 > > bg+1,j.6ba+1,5.6V - Wenir @ Wern oy + Wenon @ Wern 1)
j»j/ £€Aj7§/€/\j/,f+§/7éo

+ Z Z (W§/»>\q+1 ® W£7>\q+1)v(bQ+l,j75bq+l7j7§’)>
53" €N EN ;1 ,E+EF0

with by ¢ as in (9.109) and (9.110). In addition, as in the derivation of the Euler equation

W, 2
V- (Wer @ Wes) = V(%»

we also have fill this in

V- (Wg,)\ & ng,\ + ng\ X ngj)\) = V(W&A . ngj)\). (9.169)
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Therefore, (9.168) becomes

1
Eosc = 5 Z Z bq+1,j,£bq+17j7§/V<W§7>\q+1 ’ Wf"Aqul)
j7j/ fEAJ7§lEAJ/,§+£/§éO

+ Z Z (W§/7>\q+1 ® WEJ\qH)v(bq-&-l,jvﬁbq-l—lyjé’)
jaj/ gEAj7£/€Aj/,£+f/7éO

1
=3 > > \% [bqﬂ,y‘,&bqﬂ,ms'(Ws,AqH : Wﬁ',ml)] (9.170)
753" §€Aj,§/€1\j/,§+€/#0
1
+ Z Z |:Wf/’)‘q+1 ® va/\q-H - §(W€7Aq+1 ’ W£/7Aq+1)ld] V(bQ+17j7£bq+17j7£/)
jmj/ §6A17EIEAJ/7£+§/¢O
= vposc + Eosc (9171)

The first term in the right side can be incorporated into pressure, so that we can define R,
as the solution to

V- Rose = Eoge, (9.172)

given by (9.140) with F = E,,.. Summarizing, and recalling (9.156), we have the following
expression for Rqyq:

Rq—i—l = Ry + Ryash + Reomm + Reorr + Rgf))w + Rosca (9173)

With Repmm and R, defined in (9.146) and (9.154), respectively, and the individual contri-
butions Ry, Ryash, Reomm, Reorr and Rese given by (9.140) with the corresponding F in the
right side.

9.5.7 The inductive estimates on the new Reynolds stress

Now we estimate each individual term in the right side of (9.173).

The transport error

Reca].l tha' lhe ll"anSpOI"t error iS gi\/en by (9150)
tr twq+1 /Ug C wq+1 < twq+1>. (9 ) )

The last term in the right side does not contribute to (9.140) and only serve to ensure
that (E;,.) = 0. In addition, we have

OHWer(Q7) +vg - VIWer () =0, (9.175)

because ®; is advected by v,: it satisfies (9.95). It follows that

Ep =Y Y (Qgi1e(t, ) +vg - Vagire(t,2)Weager (5(t, ) (9.176)
J EeN;
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As we have seen many times, the standard mollification estimates on the derivatives of R, in
terms of || Ry||co, imply the bounds
la lom < COM2ET™, |0 v,V Nlom < CO2ET™1 (9.177)
g+l Ag+1€llCm = L0 g tdq+1,6,5 T Vg - Vagi1gjllom = L0gqq .

Thus, we are in the situation as in (9.142)-(9.144), with C = C"§'/2¢=" in (9.144), which gives

o CRO,
|Rirllco < 1 Rirllce < CO/ATINGT = COANTRT < =162, (9.178)

provided that o and S are sufficiently small.

The oscillation error

The estimate for the oscillation error is similar. First, we note that
[V (bg1,5.60g+1,56)| < [V (agi1,jeaq+1,56)| + )\q+15q+1(|v¢j —Id[ + [V, — I01|)
< C8g1l™" + CAgi18gs1 A6, (9.179)
A very similar argument, using (9.98) yields
IV (by1,jebgrrje)lom < Copur ™™ 4 CAgy184110A 0, 20, (9.180)

Hence, we can use (9.144) (strictly speaking, we are using its analog for the case when the
right side of (9.138) has the form of a tensor product of two right sides as in (9.142) but the
same argument applies) with

C = CO'[0gs1 0" + Agr10g41007),

which gives

cro
| Rosellco < [|Rerllon < Clog1l™" + Agar6g410000 2N < Pio‘?O* LAY (9.181)

provided that o and S are sufficiently small.

The Nash error
The Nash error comes from (9.152):

Enasn = wily - Ve =3 Y g eWen,. (®) - Vo, (9.182)

j gen

so it is again of the form (9.142) and we can appeal to (9.144). The estimate

||aq+1,j,§va||Cn S C(S;_/fl)\ 51/26_ (9183)
then leads to 5
IR xasnlloo < [ Rvashllce < COANSY2NH < cioqu- (9.184)
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The corrector error

The corrector error has two components:

Reorr + R, . (9.185)
Here, RY). is given by (9.154):
Rg(c)lr = 221 Qpr W 5421 + wéi)l Qpr W ﬁl + wéjl Qe W ((szr)h (9.186)
and R is given by (9.140) with £ = E,,,,, which is defined in (9.153)
Beorr = 0wy + 00 - V'l — (0019)). (9.187)
The first term is estimated using the estimates (9.108)
1/2
gyt @)oo < =57, (9.188)

and (9.115)-(9.117) which say that

Va i 0
|0, leo < K sup sup [M + lagselleol V05 ~ Tdlleo]  (9.189)

J EEA; >‘q+1

512 512
< KL KoL AN2s < gL (9.190)

4 q+1 g/\q—i-l

This allows us to estimate RO, simply as
IR oo = gy @ wiy + wfy @ wily + wily @ wifl oo
1y—1 CROq+2

S Cogl A < 00 (9.191)

As for R, note that, once again, because We ., (®;) solves the transport equation (9.175),
we have

corr Z Z ( at + vg - < Sl + ianrl,j,g(V(I)j - Id)g))Wg,)\qul ((I)](t, Z‘)) (9192)

A
j geh; g+l

We know that

1/2 n 1/2 —n
Aq+1|y(at+w V)Vagiijellon < KOVAN L2 = KA, (9.193)
and
1(8: + ve - V)[ags1e(V; — Id)[lon < KO3 [0 NOY? + 017706V < K513 NOY2 07",
(9.194)
Appealing to (9.144) one more time, we obtain
J,
|Reorellco < COMEANTE < CRquo”, (9.195)
if a and g are sufficiently small. This was the last estimate we needed to prove that
0,
| Reor llco < 22, (9.196)

and we are done. This completes the proof of Proposition 9.3 and hence that of Theorem 9.2
as well.
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