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ABSTRACT. In this paper, we construct an infinite family of quantum modular forms from combinatorial rank “moment” generating functions for strongly unimodal sequences. The first member of this family is Kontsevich’s “strange” function studied by Zagier. These results rely upon the theory of mock Jacobi forms. As a corollary, we exploit the quantum and mock modular properties of these combinatorial functions in order to obtain asymptotic expansions.

1. Introduction and Statement of Results

A sequence of integers \( \{a_i\}_{i=1}^n \) is called a strongly unimodal sequence of size \( n \) if there exists an integer \( k \) such that
\[
0 < a_1 < a_2 < \cdots < a_k > a_{k+1} > \cdots > a_s > 0
\]
and \( a_1 + \cdots + a_s = n \). A number of familiar sequences are strongly unimodal, for example, the sequence of binomial coefficients \( \{\binom{n-i-1}{i}\}_{i=1}^{n+1} \) with \( n \) even. Attached to strongly unimodal sequences is a notion of rank, analogous to the well known notion of the rank of an integer partition. For more on partition ranks, see for example original works by Atkin and Swinnerton-Dyer [8], Dyson [16], and Ramanujan [24], and the more recent joint work of the first author and Ono [12] related to mock modular forms. The rank of a strongly unimodal sequence is equal to \( s - 2k + 1 \), the number of terms after the maximal term minus the number of terms that precede it. For example, there are six strongly unimodal sequences of size 5: \( \{5\} \), \( \{1, 4\} \), \( \{4, 1\} \), \( \{1, 3, 1\} \), \( \{2, 3\} \), \( \{3, 2\} \). Their respective ranks are 0, \(-1\), 0, \(-1\), 1, 1. By letting \( w \) (resp. \( w^{-1} \)) keep track of the terms after (resp. before) a maximal term, we have that \( u(m, n) \), the number of size \( n \) and rank \( m \) sequences, satisfies
\[
U(w; q) := \sum_{n=1}^{\infty} \sum_{m=-\infty}^{\infty} u(m, n)(-w)^m q^n = \sum_{n=0}^{\infty} (wq; q)_n (w^{-1}q; q)_n q^{n+1},
\]
where for \( n \in \mathbb{N}_0 \), \( (w; q)_n := \prod_{j=0}^{n-1} (1 - wq^j) \).

Recently, Bryson, Ono, Pittman, and the third author [13] studied this function in the special case \( w = 1 \), namely
\[
U(1; q) = \sum_{n=1}^{\infty} \sum_{m=-\infty}^{\infty} (-1)^m u(m, n) q^n = \sum_{n=1}^{\infty} (u_e(n) - u_o(n)) q^n,
\]

1Note. The function \( U(w; q) \), given in (1.2), is equal to the function \( U(-w; q) \) as defined in [13].
where \( u_e(n) \) (resp. \( u_o(n) \)) denotes the number of unimodal sequences of size \( n \) with even (resp. odd) rank. They showed that for every root of unity \( \zeta \),

\[
U(1; \zeta) = F(\zeta^{-1}),
\]

where Kontsevich’s “strange” function is defined by

\[
F(q) := \sum_{n=0}^{\infty} (q; q)_n.
\]

Prior, Zagier [28] proved that this function satisfies the “identity”

\[
(1.3) \quad F(q) = -\frac{1}{2} \sum_{n=1}^{\infty} n \left( \frac{12}{n} \right) q^{\frac{n^2-1}{24}},
\]

where \((\cdot)\) is the Kronecker symbol. Neither side of the identity (1.3) makes sense simultaneously. Indeed, the right hand side of (1.3) converges in the unit disk \(|q| < 1\), but nowhere on the unit circle. The identity (1.3) means that at roots of unity \( \zeta \), \( F(\zeta) \) (which is clearly a finite sum) agrees with the limit as \( q \) approaches \( \zeta \) radially within the unit disk of the function on the right hand side of (1.3). Moreover, Zagier proved that for \( x \in \mathbb{Q} \setminus \{0\}\)

\[
(1.4) \quad \phi(x) + (-ix)^{-\frac{3}{2}} \phi\left(-\frac{1}{x}\right) = \frac{\sqrt{3i}}{2\pi} \int_{h}^{i\infty} (w + x)^{-\frac{3}{2}} \eta(w) dw,
\]

where \( \phi(x) := e^{-\frac{\pi ix}{12}} F(e^{-2\pi i x}) \) and \( \eta(w) := e^{\frac{\pi i w}{12}} \prod_{n=1}^{\infty} (1 - e^{2\pi i n w}) \) is the Dedekind eta-function. Note that the constant \( \sqrt{3i}/2\pi \) in (1.4) is given explicitly in [13]. There, the authors also gave a new proof of (1.4), using the fact that \( U(1; q) \) is a (weak) mixed mock modular form for \( |q| < 1 \). Here, we slightly modify the definition of “mixed mock modular form” given in [15] to mean functions that lie in the tensor product of the general spaces of mock modular forms and weakly holomorphic modular forms (up to possible rational multiples of \( q \) powers). In particular, we do not require (as in [15]) these functions to be holomorphic at the cusps. Weak mixed mock modular forms in this sense occur in a variety of areas including combinatorics [3], algebraic geometry [26], Lie theory [20], Joyce invariants [22], and quantum black holes [15, 21].

The similarity between (1.4) and the usual modular transformation formula of a modular form in part motivated Zagier [29] to introduce the notion of a quantum modular form. A \textit{weight} \( k \in \frac{1}{2}\mathbb{Z} \) \textit{quantum modular form} is a complex-valued function \( f \) on \( \mathbb{Q} \), such that for all \( \gamma = \begin{pmatrix} a & b \\ c & d \end{pmatrix} \in \text{SL}_2(\mathbb{Z}) \), the function \( h_\gamma : \mathbb{Q} \setminus \gamma^{-1}(\infty) \to \mathbb{C} \) defined by

\[
(1.5) \quad h_\gamma(x) := f(x) - \varepsilon(\gamma)(cx + d)^{-k} f\left(\frac{ax + b}{cx + d}\right)
\]

satisfies a “suitable” property of continuity or analyticity. The \( \varepsilon(\gamma) \) in (1.5) are suitable complex numbers, such as those in the theory of half-integral weight modular forms when \( k \in \frac{1}{2}\mathbb{Z} \setminus \mathbb{Z} \).

This paper gives an infinite family of quantum modular forms from the “moments” of the unimodal rank statistic. In general, such moment functions are of both number theoretic and combinatorial interest. For example, in their celebrated work [7], Atkin and Garvan discovered a partial differential equation relating the bivariate generating functions for the partition statistics rank and crank, leading to exact linear relations between rank and crank.
moments. In [4], Andrews provided a beautiful combinatorial interpretation of partition rank moments in terms of “k-marked Durfee symbols”. Andrews also discovered a relationship between partition rank moments and the “smallest parts” partition statistic in [5], which has led to further work by Garvan [19], for example. In addition to intrinsic combinatorial interest, moment functions have been shown to satisfy modular properties. For example, works including [2, 10, 11] exhibit relationships to weak Maass forms and mock theta functions.

To state our results, we define for $r \in \mathbb{N}_0$ the following “weighted” moment functions, where throughout $q = e^{2\pi i \tau}$

$$\phi_r(\tau) := (\pi i)^{2r+1} \sum_{n=1}^{\infty} \sum_{m \in \mathbb{Z}} (-1)^m u(m, n) Q_r(m^2, n - \frac{1}{24}) q^{n-\frac{1}{24}},$$

and $Q_r(X, Y) \in \mathbb{Q}[X, Y]$ is the polynomial

$$Q_r(X, Y) := \sum_{0 \leq \mu \leq r} \sum_{0 \leq \ell \leq \tau - \mu} c_r(\mu, \ell) X^\ell Y^\mu \in \mathbb{Q}[X, Y],$$

with rational coefficients $c_r(\mu, \ell)$ defined in (1.9). For example, the first few polynomials (normalized, with $Y \to Y - \frac{1}{24}$) are given by

$$Q_0 \left( X, Y - \frac{1}{24} \right) = -2,$$
$$Q_1 \left( X, Y - \frac{1}{24} \right) = -4(X + 2Y),$$
$$Q_2 \left( X, Y - \frac{1}{24} \right) = -\frac{4}{105} \left( 10X + 35X^2 + 6Y + 180XY + 108Y^2 \right),$$
$$Q_3 \left( X, Y - \frac{1}{24} \right) = -\frac{4}{3465} \left( 7X + 140X^2 + 154X^3 + 2Y + 420XY + 1260X^2Y + 120Y^2 + 2520XY^2 + 720Y^3 \right).$$

Note that in particular the first member of the family $\phi_r(\tau)$ is (up to a constant) the “strange” function studied by Zagier and Kontsevich discussed above. That is, $\phi_0(\tau) = -2\pi i q^{-\frac{1}{24}} U(1, q) = -2\pi i \phi(\tau)$. It is not difficult to see that the functions $\phi_r(\tau)$ may also be written in terms of the “twisted” unimodal moment functions $u_r$, defined for integers $r \geq 0$ by

$$u_r(q) := \sum_{n=1}^{\infty} \sum_{m \in \mathbb{Z}} (-1)^m u(m, n) m^r q^n.$$

By symmetry, we note that $u_{2r+1}(q) = 0$ for integers $r \geq 0$. In particular, using (1.6), we find that

$$\phi_r(\tau) = (\pi i)^{2r+1} \sum_{0 \leq \mu \leq r} \frac{c_r(\mu, \ell)}{(2\pi i)^\mu} \cdot \frac{\partial^\mu}{\partial \tau^\mu} \left( u_{2\ell}(q) q^{-\frac{1}{24}} \right),$$

(1.8)
where we define
\[
(1.9) \quad c_r(\mu, \ell) := \frac{-2^{2\ell+1} \mu \Gamma \left( \frac{1}{2} + 2r - \mu \right)}{\Gamma \left( \frac{1}{2} + 2r \right) \mu! (2\ell)! (2r - 2\mu - 2\ell + 1)!} \in \mathbb{Q}.
\]
The coefficients \(c_r(\mu, \ell)\) are indeed in \(\mathbb{Q}\), as it is well known for integers \(k \in \mathbb{N}_0\), that \(\Gamma \left( \frac{1}{2} + k \right) \in \sqrt{\pi} \cdot \mathbb{Q}\). The twisted moment functions also naturally extend the unimodal function \(U(1; q)\) discussed above; namely, \(u_0(q) = U(1; q) = -q^{\frac{1}{12}(2\pi i)^{-1}}\phi_0(\tau)\).

To state our first result, we define another polynomial
\[
(1.10) \quad P_r(X, Y) := \sum_{0 \leq N \leq r} \sum_{0 \leq M \leq 3r} b_r(N, M) X^{2N+1} Y^M,
\]
where the coefficients \(b_r(N, M)\) are given explicitly in (3.14). Our first theorem establishes that the unimodal moment functions \(\phi_r\) are quantum modular forms on \(\mathbb{Q} \setminus \{0\}\), and that their transformation law also extends to \(\mathbb{H}\). The function \(\mathcal{H}_r\) below is defined in (3.15).

**Theorem 1.1.** Let \(r \in \mathbb{N}_0\). If \(\tau \in \mathbb{H} \cup \mathbb{Q} \setminus \{0\}\), we have that
\[
(1.11) \quad \phi_r(\tau) - (-i\tau)^{-\frac{3}{2} - 2r} \phi_r \left( \frac{-1}{\tau} \right) = \int_{\mathbb{R}} P_r \left( w, (-i\tau)^{-1} \right) e^{\frac{\pi i w^2}{3}} \frac{\sinh \left( \frac{2\pi w}{3} \right)}{\cosh(\pi w)} dw + \mathcal{H}_r(\tau),
\]
where \(\mathcal{H}_r(\tau) = 0\) for \(\tau \in \mathbb{Q} \setminus \{0\}\). In particular, the functions \(\phi_r\) are quantum modular forms.

**Remarks.**
1) The transformation law given in (1.11) in the case \(\tau \in \mathbb{H}\) essentially establishes the mock modular properties of the unimodal rank moment functions \(\phi_r(\tau)\).

2) In the course of proving (1.11) in the case \(\tau \in \mathbb{Q} \setminus \{0\}\), we show that for each integer \(r \geq 0\), the function \(\phi_r\) is defined for \(\tau \in \mathbb{Q}\). Moreover, in Theorem 5.1 of §5, we pay special attention to the case \(r = 1\), and establish an explicit finite value for \(\phi_1 \left( \frac{h}{k} \right) (h, k \in \mathbb{Z})\) as the value of a polynomial in the root of unity \(e^{2\pi ih/k}\).

Our next theorem exploits the automorphic properties given in Theorem 1.1, and establishes the asymptotic behavior of the moment functions \(u_r\). While such properties are of independent interest, we also point out that these functions are related to the quantum moment functions \(\phi_r\) by (1.8). To describe their asymptotic behavior, we use the Bernoulli polynomials \(B_k(x)\) and Euler polynomials \(E_k(x)\), defined by the generating functions
\[
(1.12) \quad \frac{ze^{xz}}{e^z - 1} = \sum_{k=0}^{\infty} B_k(x) \frac{z^k}{k!},
\]
\[
(1.13) \quad \frac{2e^{xz}}{e^z + 1} = \sum_{k=0}^{\infty} E_k(x) \frac{z^k}{k!},
\]
respectively.

**Theorem 1.2.** For non-negative integers \(r\), as \(t \to 0^+\), we have that
\[
e^{\frac{\pi t}{12}} u_{2r} \left( e^{-2\pi t} \right) = \frac{3^{2r+1}}{(2r+1)} \sum_{k=0}^{\infty} \frac{(3\pi t)^k}{k!} \sum_{0 \leq n \leq r} \binom{2r+1}{2n} 3^{-2n} B_{2n} \left( \frac{1}{2} \right) E_{2r+1+2k-2n} \left( \frac{5}{6} \right),
\]
In particular, we have that
\[ e^{\frac{\pi t}{12}} u_{2r}(e^{-2\pi t}) \sim \frac{2 \cdot 6^{2r}}{2r + 1} \left( B_{2r+1} \left( \frac{2}{3} \right) + B_{2r+1} \left( \frac{5}{6} \right) \right). \]

The paper is organized as follows. In Section 2 we provide relevant background information on modular forms, Jacobi forms, and mock Jacobi forms, as well as Bernoulli and Euler polynomials. In Section 3 we prove Theorem 1.1, and in Section 4 we establish Theorem 1.2. In Section 5 we pay special consideration to the moment function \( \phi_1 \).
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2. Preliminaries
Here, we provide preliminary information on automorphic forms in §2.1, and Bernoulli and Euler polynomials in §2.2.

2.1. Automorphic forms. In this section, we recall some fundamental properties of certain modular and (mock) Jacobi forms. We start with the well known transformation law for the Dedekind \( \eta \)-function.

**Lemma 2.1.** For \( \gamma = \begin{pmatrix} a & b \\ c & d \end{pmatrix} \in \text{SL}_2(\mathbb{Z}) \), we have that
\[ \eta(\gamma \tau) = \chi(\gamma) (c\tau + d)^{\frac{1}{2}} \eta(\tau), \]
where \( \chi(\gamma) \) is a 24th root of unity, which can be given explicitly in terms of Dedekind sums [23]. In particular, we have that
\[ \eta\left( -\frac{1}{\tau} \right) = \sqrt{-i\tau} \eta(\tau). \]

Moreover, we require the usual Jacobi theta function, defined for \( z \in \mathbb{C} \) and \( \tau \in \mathbb{H} \), by
\[ \vartheta(z; \tau) := \sum_{\nu \in \frac{1}{2} + \mathbb{Z}} e^{\pi i \nu^2 + 2\pi i \nu (z + \frac{1}{2})}. \]

This function is well known to satisfy the following transformation law [23, (80.31) and (80.8)].

**Lemma 2.2.** For \( \lambda, \mu \in \mathbb{Z} \) and \( \gamma = \begin{pmatrix} a & b \\ c & d \end{pmatrix} \in \text{SL}_2(\mathbb{Z}) \), we have that
\[ \vartheta(z + \lambda \tau + \mu; \tau) = (-1)^{\lambda+\mu} q^{-\frac{\lambda^2}{2}} e^{-2\pi i \lambda z} \vartheta(z; \tau), \]
\[ \vartheta \left( \frac{z}{c\tau + d}; \gamma \tau \right) = \chi^3(\gamma) (c\tau + d)^{\frac{1}{2}} e^{\frac{\pi i \lambda^2}{2}} \vartheta(z; \tau). \]

In particular, we have that
\[ \vartheta \left( \frac{z}{\tau}; -\frac{1}{\tau} \right) = -i \sqrt{-i \tau} e^{\frac{\pi i z^2}{\tau}} \vartheta(z; \tau). \]
The Jacobi theta function also satisfies the well known triple product identity \( w = e^{2\pi i z} \)

\[
\vartheta(z; \tau) = -i q^{\frac{1}{2}} w^{-\frac{1}{2}} \prod_{n=1}^{\infty} (1 - q^n) (1 - wq^{n-1}) (1 - w^{-1}q^n).
\]

Additionally, we require the following classical Taylor expansion (see for example [27]):

\[
\vartheta(z; \tau) = -2\pi z \cdot \eta^3(\tau) \exp \left( -2 \sum_{k=1}^{\infty} G_{2k}(\tau) \frac{(2\pi iz)^{2k}}{(2k)!} \right).
\]

Here for even integers \( k \geq 2 \), the Eisenstein series are defined by

\[
G_k(\tau) := -\frac{B_k}{2k} + \sum_{n=1}^{\infty} \frac{\sigma_{k-1}(n)q^n}{n},
\]

where \( \sigma_l(n) := \sum_{d|n} d^l \) and \( B_k \) denotes the \( k \)th Bernoulli number.

We also make use of Zwegers’s functions \( A_{\ell}(z_1, z_2; \tau) \) [31], defined for \( \ell \in \mathbb{N}, \tau \in \mathbb{H}, z_2 \in \mathbb{C}, \) and \( z_1 \in \mathbb{C} \setminus (\mathbb{Z} \tau + \mathbb{Z}) \), by

\[
A_{\ell}(z_1, z_2; \tau) := e^{\ell \pi i z_1} \sum_{n \in \mathbb{Z}} \frac{(-1)^n q^{\frac{\ell n(n+1)}{2}} e^{2\pi i n z_2}}{1 - q^n e^{2\pi i z_1}}.
\]

These functions may be “completed” into non-holomorphic Jacobi forms by setting

\[
\hat{A}_{\ell}(z_1, z_2; \tau) := A_{\ell}(z_1, z_2; \tau) + R_{\ell}(z_1, z_2; \tau).
\]

The non-holomorphic completions of these higher level Appell functions are defined by

\[
R_{\ell}(z_1, z_2; \tau) := \frac{1}{2i} \sum_{k=0}^{\ell-1} e(kz_1) \vartheta \left( z_2 + k\tau + \frac{\ell - 1}{2}; \ell \tau \right) R \left( \ell z_1 - z_2 - k\tau - \frac{\ell - 1}{2}; \ell \tau \right),
\]

where \( e(x) := e^{2\pi i x} \) and where \( (\tau = u + iv) \)

\[
R(z; \tau) := \sum_{n \in \frac{i}{4} + \mathbb{Z}} \left( \text{sgn}(n) - E \left( \left( n + \frac{\text{Im}(z)}{v} \right) \sqrt{2v} \right) \right) (-1)^{n-\frac{1}{2}} q^{\frac{n^2}{2}} e^{-2\pi i z},
\]

with \( E(z) := 2 \int_0^z e^{-\pi t^2} dt \). Proposition 2.3 below shows that the so-called “error to modularity” of the function \( R(z; \tau) \) is the Mordell integral, defined for \( z \in \mathbb{C} \) and \( \tau \in \mathbb{H} \) by

\[
h(z; \tau) := \int_{\mathbb{R}} \frac{e^{\pi i w^2 - 2\pi z w}}{\cosh(\pi w)} dw.
\]

**Proposition 2.3** (Zwegers, [30]). For \( z \in \mathbb{C} \) and \( \tau \in \mathbb{H} \), we have that

\[
R(z + 1; \tau) = -R(z; \tau),
\]

\[
R \left( \frac{z}{\tau} - \frac{1}{\tau} \right) = \sqrt{-i\tau} e^{-\pi i z} \left( -R(z; \tau) + h(z; \tau) \right).
\]

Moreover, the completed higher level Appell functions \( A_{\ell}(z_1, z_2; \tau) \) transform as follows.
Proposition 2.4 (Zwegers, [31]). For $n_1, n_2, m_1, m_2 \in \mathbb{Z}$ and $\gamma = (\frac{a}{c}, \frac{b}{d}) \in \text{SL}_2(\mathbb{Z})$, we have

$$\hat{A}_\ell(z_1 + n_1 \tau + m_1, z_2 + n_2 \tau + m_2; \tau) = (-1)^{(n_1 + m_1)} e(z_1(\ell n_1 - n_2) - n_1 z_2) q^{\frac{n_2}{2} - n_1 n_2} \hat{A}_\ell(z_1, z_2; \tau),$$

$$\hat{A}_\ell \left( \frac{z_1}{c \tau + d}, \frac{z_2}{c \tau + d}; \gamma \tau \right) = (c \tau + d) e \left( \frac{c(-\ell z_1^2 + 2z_1 z_2)}{2(c \tau + d)} \right) \hat{A}_\ell(z_1, z_2; \tau).$$

We further require “dissection” properties of the Bernoulli polynomials. Namely, Proposition 2.4

Lemma 2.5. With notation as above, we have for $n \in \mathbb{N}$

$$\vartheta \left( z; \frac{\tau}{n} \right) = \sum_{\ell=0}^{n-1} q^{(\frac{-n+1}{2})^2} e^{2\pi i (\frac{-n+1}{2}) (z + \frac{1}{2})} \vartheta \left( n z + \left( \frac{\ell - \frac{n-1}{2}}{2} \right) \tau + \frac{n-1}{2}; n \tau \right),$$

$$R \left( z; \frac{\tau}{n} \right) = \sum_{\ell=0}^{n-1} q^{(\frac{-n+1}{2})^2} e^{-2\pi i (\frac{-n+1}{2}) (z + \frac{1}{2})} R \left( n z + \left( \frac{\ell - \frac{n-1}{2}}{2} \right) \tau + \frac{n-1}{2}; n \tau \right).$$

2.2. Bernoulli and Euler polynomials. In this section, we recall certain properties of the Bernoulli polynomials $B_k(x)$ and Euler polynomials $E_k(x)$, defined in (1.12) and (1.13), respectively, as well as their special values

$$B_k := B_k(0), \quad E_k := 2^k E_k \left( \frac{1}{2} \right).$$

One property we make use of is a “dissection” property of the Bernoulli polynomials. Namely, for $m \in 2\mathbb{N}_0 + 1$, it is well known that (see Chapter 23 of [1])

$$B_k(mx) = m^{k-1} \sum_{a=0}^{m-1} B_k \left( x + \frac{a}{m} \right).$$

Another “splitting” property that we use is the following:

$$2^k B_k \left( \frac{x + y}{2} \right) = \sum_{j=0}^{k} \binom{k}{j} B_j(x) E_{k-j}(y),$$

which follows easily from the definition of the Euler and Bernoulli polynomials, using the fact that

$$\frac{2z \cdot e^{(x+y)z}}{e^{2z} - 1} = \frac{ze^{xz}}{e^z - 1} \cdot \frac{2e^{yz}}{e^z + 1}.$$ 

Here and throughout, we let $\zeta_N := e^{2\pi i/N}$ for $N \in \mathbb{N}$. The next lemma expresses derivatives of secant in terms of Euler polynomials.

Lemma 2.6. With notation as above, we have that for $c \in \mathbb{N}_0$

$$\text{sec}^{2c+1} \left( \frac{\pi}{3} \right) = (-1)^c \sqrt{3} \cdot 6^{2c+1} E_{2c+1} \left( \frac{5}{6} \right).$$

Proof. This follows quickly from Theorem 2 of [14]. Namely, using the facts that $E_{2c-1} \left( \frac{1}{6} \right) = -E_{2c-1} \left( \frac{5}{6} \right)$, and $E_{2c-1} \left( \frac{1}{2} \right) = 0$, gives the claim. \qed
A fourth property that we use expresses the Euler numbers as integrals. Namely, it is known (see (18) on p.42 of [18] for example) that for \( k \in \mathbb{N}_0 \),
\[
\int_\mathbb{R} \frac{w^{2k}}{\cosh(\pi w)} \, dw = (2i)^{-2k} E_{2k}.
\]
Note that \( E_{2k-1} = 0 \) for \( k \in \mathbb{N} \).

3. Proof of Theorem 1.1

Here, we ultimately conclude Theorem 1.1 from Proposition 3.6, Proposition 3.7, and Proposition 3.8 below. In §3.1, we establish properties of mock Jacobi forms related to the unimodal rank generating function, and in §3.2, we construct mock modular forms from its Taylor coefficients. In §3.3, we establish quantum modularity and prove Theorem 1.1. Until otherwise indicated, throughout this section, we take \( \tau \in \mathbb{H} \).

3.1. Mock Jacobi forms and unimodal ranks. Here we establish properties of mock Jacobi forms associated to the unimodal rank generating function. We begin by writing \( U(w; q) \) in terms of the Appell functions \( A_1(u, v; \tau) \) defined in (2.4). Throughout, for \( w_1, w_2 \in \mathbb{C} \), we let
\[
U(w_1; w_2) := U(e(w_1); e(w_2)).
\]

Lemma 3.1. Let \( w = e(z) \). With notation as above, we have that
\[
U(z; \tau) = \frac{i}{2 \sin(\pi z)(q; q)_\infty} \left( w^{-1} A_3(z, -\tau; \tau) - A_1(z, -z; \tau) \right).
\]

Proof. Entry 3.4.7 of “Ramamujan’s lost notebook” (see p.67 of [6]) gives with \( a = -w, b = -w^{-1} \) that \( U(z; \tau) \) equals
\[
\begin{align*}
-1 & (1 - w)(1 - w^{-1}) \sum_{n=0}^{\infty} (wq; q)_n (w^{-1}q; q)_n + \frac{1}{(1 - w^{-1})(q; q)_\infty} \sum_{n \in \mathbb{Z}} (-1)^n q^{\frac{n(n+1)}{2}} w^{-n}.
\end{align*}
\]
We note that second sum on the right hand side of (3.1) is easily seen to be equal to
\[
\frac{1}{2i \sin(\pi z)(q; q)_\infty} A_1(z, -z; \tau).
\]
Using these facts, the result follows after applying the identity [8]
\[
-1 (1 - w^{-1})(1 - w) \sum_{n=0}^{\infty} (wq; q)_n (w^{-1}q; q)_n = \frac{i}{2 \sin(\pi z)(q; q)_\infty} A_3(z, -\tau; \tau).
\]

Next we define a normalization of the function \( U(z; \tau) \)
\[
Y^+(z; \tau) := -2i \sin(\pi z)q^{-\frac{1}{2}} \cdot U(z; \tau) = \eta^{-1}(\tau) \left( w^{-1} A_3(z, -\tau; \tau) - A_1(z, -z; \tau) \right),
\]
where the second equality follows from Lemma 3.1. Using Proposition 3.3, we now establish a transformation law for \( Y^+ \), which is a key step in showing quantum modularity of the functions \( \phi_r \). To state this, we define
\[
H(z; \tau) := \frac{i}{2} \frac{\vartheta(z; \tau)}{\eta(\tau)} h(2z; \tau) - g(z; \tau),
\]
where \( h(z; \tau) \) is given in (2.5), and
\[
g(z; \tau) := \frac{i}{\sqrt{3}} \int_{\mathbb{R}} e^{\frac{i\pi w^2}{3}} \frac{\sinh \left( \frac{2\pi w}{3} \right)}{\cosh \left( \frac{\pi w}{3} \right)} dw.
\]

**Proposition 3.2.** With notation as above, we have that
\[
-i e^{\frac{3\pi i z^2}{2\tau}} Y^+ \left( \frac{z}{\tau}; -\frac{1}{\tau} \right) \frac{1}{\sqrt{-i\tau}} - Y^+ (z; \tau) = H (z; \tau).
\]

To prove Proposition 3.2 we rather work with a second normalization of the function \( U(z; \tau) \), namely
\[
X^+ (z; \tau) := -2 i e^{-\frac{3\pi i z^2}{2\tau}} \sin (\pi z) (q; q)_\infty U(z; \tau) = (w^{-1} A_3 (z, -\tau; \tau) - A_1 (z, -z; \tau)) e^{-\frac{3\pi i z^2}{2\tau}}.
\]

Moreover we need the completed function
\[
(3.3) \quad \tilde{X} (z; \tau) := \left( w^{-1} \tilde{A}_3 (z, -\tau; \tau) - \tilde{A}_1 (z, -z; \tau) \right) e^{-\frac{3\pi i z^2}{2\tau}} = \left( \tilde{A}_3 (z, 0; \tau) - \tilde{A}_1 (z, -z; \tau) \right) e^{-\frac{3\pi i z^2}{2\tau}},
\]
where the second equality in (3.3) follows from the first transformation in Proposition 2.4. Using Proposition 2.4, it is not difficult to establish the following modularity result for \( \tilde{X} (z; \tau) \).

**Proposition 3.3.** With notation as above, for \( \gamma = (a \ b \ c \ d) \in \text{SL}_2 (\mathbb{Z}) \), we have that
\[
(3.4) \quad \tilde{X} \left( \frac{z}{c\tau + d}; \gamma \tau \right) = (c\tau + d) \tilde{X} (z; \tau).
\]

From Proposition 3.3, we can establish the following transformation property of \( X^+ (z; \tau) \).

**Proposition 3.4.** With notation as above, we have that
\[
X^+ \left( \frac{z}{\tau}; -\frac{1}{\tau} \right) \tau^{-1} - X^+ (z; \tau) = \left( \frac{i}{2} \vartheta (z; \tau) h (2z; \tau) + \frac{i}{2\sqrt{3}} \eta (\tau) \sum_{\pm} \pm h \left( z \pm \frac{1}{3}; \tau \frac{1}{3} \right) \right) e^{-\frac{3\pi i z^2}{2\tau}}.
\]

**Proof.** Using Proposition 3.3 we obtain that
\[
\left( X^+ \left( \frac{z}{\tau}; -\frac{1}{\tau} \right) \tau^{-1} - X^+ (z; \tau) \right) 2i = f_1 (z; \tau) + f_2 (z; \tau),
\]
with
\[
f_1 (z; \tau) := \vartheta \left( -\frac{1}{\tau}; -\frac{1}{\tau} \right) e^{-\frac{3\pi i z^2}{2\tau}} \tau^{-1} \sum_{\pm} \pm e^{\pm 2\pi i z} R \left( \frac{3z}{\tau} \pm \frac{1}{3}; \tau \frac{1}{3} \right) - \vartheta (\tau; 3\tau) e^{-\frac{3\pi i z^2}{2\tau}} \sum_{\pm} \pm e^{\pm 2\pi i z} R (3z \mp \tau; 3\tau),
\]
\[
f_2 (z; \tau) := \vartheta \left( \frac{z}{\tau}; -\frac{1}{\tau} \right) R \left( \frac{2z}{\tau}; -\frac{1}{\tau} \right) e^{-\frac{3\pi i z^2}{2\tau}} \tau^{-1} - \vartheta (z; \tau) R (2z; \tau) e^{-\frac{3\pi i z^2}{2\tau}}.
\]

We next simplify \( f_1 \) and \( f_2 \). Firstly, using Lemma 2.2 and Proposition 2.3, we obtain that
(3.4) \quad f_2 (z; \tau) = -\vartheta (z; \tau) h (2z; \tau) e^{-\frac{3\pi i z^2}{2\tau}}.
Next Lemma 2.2 and Proposition 2.3 yield that
\[
\vartheta \left( -\frac{1}{\tau}; -\frac{3}{\tau} \right) e^{-\frac{3\pi z^2}{2\tau}} \tau^{-1} \sum_{\pm} e^{\pm \frac{2\pi i z}{\tau}} R \left( \frac{3z}{\tau} \pm \frac{1}{3}; \frac{-3}{\tau} \right) = -\frac{1}{3} e^{-\frac{3\pi z^2}{2\tau}} \vartheta \left( -\frac{1}{3}; \frac{\tau}{3} \right) \sum_{\pm} \left( -R \left( z \pm \frac{1}{3}; \frac{\tau}{3} \right) + h \left( z \pm \frac{1}{3}; \frac{\tau}{3} \right) \right).
\]

Now Lemma 2.5, the fact that \( \vartheta(0; \tau) = 0 \), and Proposition 2.3, give that
\[
\vartheta \left( -\frac{1}{3}; \frac{\tau}{3} \right) = 2i \sin \left( \frac{\pi}{3} \right) q^{-\frac{1}{6}} \vartheta \left( \frac{\tau}{3} \right),
\]
and hence
\[
\sum_{\pm} \vartheta \left( \frac{1}{3}; \frac{\tau}{3} \right) = 2i \sin \left( \frac{2\pi}{3} \right) q^{-\frac{1}{6}} \sum_{\pm} e^{\pm 2\pi i \vartheta} R \left( 3z \mp \tau; 3\tau \right),
\]
and hence
\[
\sum_{\pm} \vartheta \left( \frac{1}{3}; \frac{\tau}{3} \right) = 2i \sin \left( \frac{2\pi}{3} \right) q^{-\frac{1}{6}} \sum_{\pm} e^{\pm 2\pi i \vartheta} R \left( 3z \mp \tau; 3\tau \right),
\]
and hence
\[
\sum_{\pm} R \left( z \pm \frac{1}{3}; \frac{\tau}{3} \right) = 2i \sin \left( \frac{2\pi}{3} \right) q^{-\frac{1}{6}} \sum_{\pm} e^{\pm 2\pi i \vartheta} R \left( 3z \mp \tau; 3\tau \right),
\]
and hence
\[
(3.5) \quad f_1(z; \tau) = -\frac{i}{\sqrt{3}} q^{\frac{1}{3}} \vartheta \left( \frac{\tau}{3} \right) \sum_{\pm} \vartheta \left( z \pm \frac{1}{3}; \frac{\tau}{3} \right) e^{-\frac{3\pi z^2}{2\tau}}.
\]
Combining (3.4), (3.5), and the fact that \( \vartheta(\tau; 3\tau) = -iq^{-\frac{1}{6}} \eta(\tau) \) gives the claim. \( \square \)

**Proof of Proposition 3.2.** First note that
\[
\sum_{\pm} \vartheta \left( z \pm \frac{1}{3}; \frac{\tau}{3} \right) = 2i \sqrt{3} \cdot g(z; \tau).
\]
The result now follows immediately from Proposition 3.4 and Lemma 2.1, using the fact that
\[
Y^+ (z; \tau) = \frac{e^{\frac{3\pi z^2}{2\tau}}}{\eta(\tau)} X^+ (z; \tau).
\]
\( \square \)

### 3.2. Taylor coefficients and unimodal ranks.

Next, using the results from §3.1, we construct mock modular forms from the Taylor coefficients of the unimodal rank generating function. The functions \( H(z; \tau) \) and \( Y^+(z; \tau) \) are holomorphic in \( z \), and it is not difficult to see that they are both odd functions in \( z \), so we may write
\[
(3.6) \quad Y^+ (z; \tau) = \sum_{r=0}^{\infty} a_{2r}(\tau) z^{2r+1},
\]
\[
(3.7) \quad H (z; \tau) = \sum_{r=0}^{\infty} h_{2r}(\tau) z^{2r+1}.
\]
The next lemma describes the modularity properties of the Taylor coefficients \( a_{2r}(\tau) \) of \( Y^+(z; \tau) \).
Lemma 3.5. With notation as above, we have that
\[ a_{2r} \left( \frac{-1}{\tau} \right) (-i\tau)^{-\frac{3}{2} - 2r} = \sum_{0 \leq j \leq r} \frac{(3\pi)^{r-j}}{(r-j)!} (-1)^{j+1} (-i\tau)^{2j-r} (a_{2j}(\tau) + h_{2j}(\tau)). \]

Proof. Proposition 3.2 directly yields
\[ Y^+ \left( \frac{z}{\tau}; \frac{-1}{\tau} \right) = i e^{-\frac{3\pi i z^2}{2\tau}} \sqrt{-i\tau} \left( Y^+(z; \tau) + H(z; \tau) \right). \]

Inserting the Taylor expansions (3.6) and (3.7), and Taylor expanding the exponential function, gives that
\[ \sum_{r=0}^{\infty} a_{2r} \left( \frac{-1}{\tau} \right) \left( \frac{z}{\tau} \right)^{2r+1} = i \sqrt{-i\tau} \sum_{r=0}^{\infty} \sum_{\ell=0}^{r} \frac{(3\pi)^{r-j}}{(r-j)!} \sum_{j=0}^{\infty} (a_{2j}(\tau) + h_{2j}(\tau)) z^{2j+1} \]
\[ = i \sqrt{-i\tau} \sum_{r=0}^{\infty} z^{2r+1} \sum_{0 \leq j \leq r} \frac{(3\pi)^{r-j}}{(r-j)!} (-1)^{r+j} (-i\tau)^{j-r} (a_{2j}(\tau) + h_{2j}(\tau)). \]

Equating the coefficients of \( z^{2r+1} \) gives the claim. \( \square \)

To prove the transformation law for the functions \( \phi_r \), we define for \( r \in \mathbb{N}_0 \)
\[ b_{2r}(\tau) := \sum_{0 \leq \mu \leq r} \frac{(3\pi i)^{\mu} \Gamma \left( \frac{1}{2} + 2r - \mu \right)}{\Gamma \left( \frac{1}{2} + 2r \right) \mu!} a_{2r-2\mu}(\tau). \]

We will later show that \( \phi_r(\tau) = b_{2r}(\tau) \). The functions \( b_{2r}(\tau) \) transform as described in the following proposition, a fact which follows as in [17], using Lemma 3.5.

Proposition 3.6. With notation as above, for \( r \in \mathbb{N}_0 \), we have that
\[ b_{2r} \left( \frac{-1}{\tau} \right) (-i\tau)^{-\frac{3}{2} - 2r} - b_{2r}(\tau) = -(-i\tau)^{-\frac{3}{2} - 2r} \sum_{0 \leq \mu \leq r} \frac{(3\pi i)^{\mu} \Gamma \left( \frac{1}{2} + 2r - \mu \right)}{\Gamma \left( \frac{1}{2} + 2r \right) \mu!} \]
\[ \times \sum_{0 \leq j \leq r - \mu} \frac{(3\pi)^{r-\mu-j} (-1)^{j}}{(r-\mu-j)!} \frac{\partial^{\mu}}{\partial \tau^{\mu}} \left( (-i\tau)^{j+r-\mu+\frac{3}{2}} h_{2j}(\tau) \right). \]

Our next proposition shows that the “errors to modularity” \( h_{2r} \) are \( C^\infty \), a fact we use in the course of establishing the quantum modularity of the unimodal rank functions \( \phi_r \) in Theorem 1.1. In doing so, we split the Taylor expansion of \( H(z; \tau) \) into two pieces
\[ H(z; \tau) = H_1(z; \tau) + H_2(z; \tau), \]
with
\[ H_1(z; \tau) = \sum_{r=0}^{\infty} h_{1,2r}(\tau) z^{2r+1} := \frac{i}{2} \frac{\vartheta(z; \tau)}{\eta(\tau)} h(2z; \tau), \]
\[ H_2(z; \tau) = \sum_{r=0}^{\infty} h_{2,2r}(\tau) z^{2r+1} := -g(z; \tau). \]
Proposition 3.7. The functions $h_{2r}$ are $C^\infty$ on $\mathbb{R}$. To be more precise, $h_{1,2r}(\tau)$ vanishes to infinite order for $\tau \in \mathbb{Q}$, and we extend this function to equal 0 on all of $\mathbb{R}$. Moreover, for $\tau \in \mathbb{H} \cup \mathbb{Q}$, the function $h_{2,2r}$ satisfies

$$h_{2,2r}(\tau) = \frac{i}{\sqrt{3}} \frac{(2\pi)^{2r+1}}{(2r+1)!} \int_{\mathbb{R}} e^{\frac{\pi i w^2}{3}} w^{2r+1} \frac{\sinh \left( \frac{2\pi w}{3} \right)}{\sinh(\pi w)} \, dw.$$

Proof. Firstly, we have that

$$H_1(z; \tau) = \frac{i}{2\eta(\tau)} \sum_{r=0}^\infty \frac{\partial^r}{\partial z^r} \left[ \varphi(z; \tau) h(2z; \tau) \right]_{z=0} \frac{z^r}{r!}$$

$$= \frac{i}{2\eta(\tau)} \sum_{r=0}^\infty \frac{z^{2r+1}}{(2r+1)!} \sum_{\ell=0}^r \binom{2r+1}{2\ell+1} \frac{\partial^{2\ell+1}}{\partial z^{2\ell+1}} \left[ \varphi(z; \tau) \right]_{z=0} \frac{\partial^{2\ell-2\ell}}{\partial z^{2\ell-2\ell}} \left[ h(2z; \tau) \right]_{z=0}.$$

so that

$$h_{1,2r}(\tau) = \frac{i}{2\eta(\tau)} \sum_{\ell=0}^r \frac{1}{(2\ell+1)!(2r-2\ell)!} \frac{\partial^{2\ell+1}}{\partial z^{2\ell+1}} \left[ \varphi(z; \tau) \right]_{z=0} \frac{\partial^{2\ell-2\ell}}{\partial z^{2\ell-2\ell}} \left[ h(2z; \tau) \right]_{z=0}.$$

It is not hard to see that $h(2z; \tau)$ is $C^\infty$ as a function of $\tau$ near $z = 0$. Moreover by (2.3), we see that

$$\frac{i}{2\eta(\tau)} \frac{\partial^{2\ell+1}}{\partial z^{2\ell+1}} \left[ \varphi(z; \tau) \right]_{z=0}$$

gives a linear combination of Eisenstein series multiplied by $\eta^2(\tau)$. It is well known that the Eisenstein series satisfy

$$G_k \left( -\frac{1}{\tau} \right) = \tau^k G_k(\tau) \quad (k > 2 \text{ even}), \quad G_2 \left( -\frac{1}{\tau} \right) = \tau^2 G_2(\tau) + \frac{i\tau}{4\pi}.$$  

This implies that the function $h_{2r}(\tau)$ and its derivatives vanish exponentially for $\tau \in \mathbb{Q}$. The second claim follows directly by inserting the Taylor expansion of $e^{-2\pi i z}$. \hfill \Box

3.3. Quantum unimodal ranks. Building from the results in §3.1 and §3.2, here we prove Theorem 1.1.

Proof of Theorem 1.1. We first relate the Taylor coefficients of $Y^+(z; \tau)$ to the unimodal moments $u_{2r}$. Using the definition of $u_{2r}$, it is not difficult to verify that

$$U(z; \tau) = \sum_{r=0}^\infty u_{2r}(q)(2\pi iz)^{2r} \frac{(2\pi i z)^{2r}}{(2r)!}. \quad (3.10)$$

Using the Taylor expansion of $\sin(\pi z)$ we find that

$$Y^+(z; \tau) = -2i q^{-\frac{1}{2}} \sin(\pi z) U(z; \tau) = -(2\pi iz) \sum_{r=0}^\infty (2\pi iz)^{2r} \sum_{0 \leq \ell \leq r} u_{2\ell}(q) \frac{q^{-\frac{1}{2}}}{(2\ell)!} \frac{2^{2\ell-2r}}{(2\ell-2\ell+1)!} \frac{1}{(2\ell+1)!},$$

yielding

$$\frac{a_{2r}(\tau)}{(2\pi i)^{2r+1}} = -\sum_{0 \leq \ell \leq r} u_{2\ell}(q) \frac{q^{-\frac{1}{2}}}{(2\ell)!} \frac{2^{2\ell-2r}}{(2\ell-2\ell+1)!}. \quad (3.11)$$
Using (3.11), the definition of \( \phi_r(\tau) \) in (1.6), or its equivalent formulation given in (1.8), as well as the definition of \( b_2(\tau) \) in (3.8), it is not difficult to see that for each \( r \in \mathbb{N}_0 \), \( b_2(\tau) = \phi_r(\tau) \). Combining this with the fact that \( h_{2j}(\tau) = h_{1,2j}(\tau) + h_{2,2j}(\tau) \), Proposition 3.6 yields

\[
(3.12) \quad \phi_r \left( -\frac{1}{\tau} \right) (-i\tau)^{-\frac{3}{2} - 2r} - \phi_r(\tau)
= -(-i\tau)^{-\frac{3}{2} - 2r} \sum_{0 \leq \mu \leq r, 0 \leq j \leq r - \mu} \frac{(3\pi)^{r-j}(-1)^{j}i^\mu \Gamma \left( \frac{1}{2} + 2r - \mu \right)}{\Gamma \left( \frac{1}{2} + 2r \right) \mu!(r - \mu - j)!} \left( -i\tau \right)^{j+r-\mu+\frac{3}{2}} (h_{1,2j}(\tau) + h_{2,2j}(\tau)).
\]

By continuation, (3.12) and what follows hold on \( \mathbb{H} \cup \mathbb{Q} \setminus \{0\} \).

We first consider the first summand. We have by Proposition 3.7

\[
\begin{align*}
\frac{\partial^\mu}{\partial \tau^\mu} \left( (-i\tau)^{j+r-\mu+\frac{3}{2}} h_{2,2j}(\tau) \right) \\
= \frac{i}{\sqrt{3}} (2\pi)^{j+1} \int \sum_{\ell=0}^\mu \left( \mu \ell \right) \frac{\Gamma \left( j + r - \mu + \frac{5}{2} \right)}{(2j+1)! \Gamma \left( j + r - \mu + \frac{5}{2} - \ell \right)} \times (-i\tau)^{j+r+\frac{3}{2}-\mu-\ell} \int \frac{w^{\mu+2+2\ell+1} e^{\frac{\pi w^2}{3}} \sinh \left( \frac{2\pi w}{3} \right)}{\cosh(\pi w)} \mathrm{d}w.
\end{align*}
\]

We now define the numbers

\[
(3.13) \quad b_r(\mu, j, \ell) := \frac{i(-1)^j\mu^{j+\ell+2} \Gamma \left( \frac{1}{2} + 2r - \mu \right) \Gamma \left( j + r - \mu + \frac{5}{2} \right)}{(2j+1)! \mu!(r - j)! \Gamma \left( j + r - \mu + \frac{5}{2} - \ell \right)},
\]

and let

\[
(3.14) \quad b_r(N, M) := \sum_{0 \leq \mu \leq r} \sum_{0 \leq j \leq r - \mu} \sum_{0 \leq \ell \leq \mu} b_r(\mu, j, \ell).
\]

Moreover, we define

\[
(3.15) \quad H_r(\tau) := (-i\tau)^{-\frac{3}{2} - 2r} \sum_{0 \leq \mu \leq r, 0 \leq j \leq r - \mu} \frac{(3\pi)^{r-j}(-1)^{j}i^\mu \Gamma \left( \frac{1}{2} + 2r - \mu \right)}{\Gamma \left( \frac{1}{2} + 2r \right) \mu!(r - \mu - j)!} \left( -i\tau \right)^{j+r-\mu+\frac{3}{2}} (h_{1,2j}(\tau)).
\]

Note that \( H_r(\tau) = 0 \) for \( \tau \in \mathbb{Q} \setminus \{0\} \). We have thus shown for \( \tau \in \mathbb{H} \cup \mathbb{Q} \setminus \{0\} \),

\[
(3.16) \quad (-i\tau)^{-\frac{3}{2} - 2r} \phi_r \left( -\frac{1}{\tau} \right) - \phi_r(\tau) = -\int P_r(\tau, (-i\tau)^{-1}) \frac{\pi w^2}{3} \sinh \left( \frac{2\pi w}{3} \right) \mathrm{d}w - H_r(\tau),
\]

as claimed in (1.11).
Finally, under translation $\tau \to \tau + 1$, it is clear using the definition of $\phi_r(\tau)$ in (1.6) that $\phi_r(\tau + 1) = e^{-\frac{\pi i}{12}} \phi_r(\tau)$. With the proof of Proposition 3.8 below, using (1.8), Theorem 1.1 now follows.

We are left to show existence of the moment function and their derivatives.

**Proposition 3.8.** For $r,n \in \mathbb{N}_0$, the moment functions

$$\frac{\partial^n}{\partial \tau^n} \left[ q^{-\frac{1}{24}} u_{2r}(q) \right]$$

are defined for every root of unity $q = \zeta$ and lie in $\mathbb{Z}[\zeta]$.

**Proof.** For ease of notation, we let

$$D_\alpha := \frac{\partial}{\partial \alpha},$$

$$J_m(w; q) := (wq; q)_m (w^{-1}; q)_m.$$ 

To finish the proof it is enough to show that for $m$ sufficiently large, and every $n,r \in \mathbb{N}_0$, the function

(3.16) 

$$D_q^n (D_r^r [J_m(w; q)]_{w=1})$$

vanishes for $q = \zeta$.

It is not difficult to see that for $m \in \mathbb{N}$

$$\frac{D_w (J_m(w; q))}{J_m(w; q)} = - \sum_{k=1}^{m} \frac{wq^k}{1-wq^k} + \sum_{k=1}^{m} \frac{w^{-1}q^k}{1-w^{-1}q^k} =: R_m(w; q).$$

From this we easily obtain that

$$\frac{D_w^r [J_m(w; q)]_{w=1}}{(q; q)_m^2} = (q; q)_m^2 \sum_{\pi \vdash r} c(\pi) \prod_{1 \leq j \leq r} \left( D_w^{j-1} [R_m(w; q)]_{w=1} \right) \ell_j(\pi),$$

where we sum over all partitions $\pi$ of $r$. The exponents $\ell_j(\pi)$ are the parts of the partition $\pi$ of $r$, and the constants $c(\pi) = c_r(\pi)$ also depend on the partition $\pi$ of $r$. Now note that we may write

(3.17) 

$$\sum_{\pi \vdash r} c(\pi) \prod_{1 \leq j \leq r} \left( D_w^{j-1} [R_m(w; q)]_{w=1} \right) \ell_j(\pi) = \sum_{\pi \vdash r} \frac{P_{k,r}(q)}{\prod_{j=1}^{c} (1-q^{k_j})}\ell_j(\pi) =: R_{m,r}(q),$$

where $c = c_r \in \mathbb{N}$ depends only on $r$, and $P_{k,r} \in \mathbb{Z}[q]$. Next we apply the operator $D_q^n$ to $(q; q)_m^2$ multiplied by $R_{m,r}(q)$ in (3.17) above. Using the product rule, we have that (3.16) equals

$$\sum_{0 \leq j \leq n} \binom{n}{j} D_q^j ((q; q)_m^2) \sum_{0 \leq j \leq n} \binom{n}{j} D_q^{n-j} (R_{m,r}(q)).$$

It is not difficult to see that

$$\frac{D_q ((q; q)_m^2)}{(q; q)_m^2} = -2 \sum_{k=1}^{m} \frac{kq^k}{1-q^k} =: T_m(q),$$
and for \( l \in \mathbb{N} \), that
\[
D_q^{l-1}(T_m(q)) = \sum_{k=1}^{m} \frac{Q_{k,l}(q)}{(1 - q^k)^l},
\]
with \( Q_{k,l}(q) \in \mathbb{Z}[q] \). From this it is not hard to conclude that (3.16) has the shape
\[
(q; q)_m^2 \sum_{\kappa = (k_1, \ldots, k_d)} P_{k,r,n}(q) \prod_{j=1}^{d} (1 - q^{k_j})^{-n-1},
\]
where \( d = d_{r,n} \in \mathbb{N} \) depends only on \( r \) and \( n \), and \( P_{k,r,n} \in \mathbb{Z}[q] \). Now if \( \zeta = \zeta_m \) then \( (q; q)_M^2(M \in \mathbb{N}) \) vanishes at \( q = \zeta \) of order \( \geq 2\lfloor \frac{M}{2} \rfloor \). On the other hand each term
\[
\frac{P_{k,r,n}(q)}{\prod_{j=1}^{d} (1 - q^{k_j})^{-n-1}}
\]
vanishes at \( q = \zeta \) of order at most \( d(r + n) \), which is a constant independent of \( m \). Thus, the claim follows.

\[\square\]

4. Proof of Theorem 1.2

To prove Theorem 1.2, we recall (3.2). It is not difficult to see from Proposition 3.2 that
\[
Y^+(z; it) = -H(z; it) + \sum_{r \geq 0} \beta_r(t) z^r
\]
with
\[
\beta_r(t) \ll r e^{-\frac{N}{r}}
\]
for some \( N > 0 \). To find the asymptotic expansion of \( H(z; it) \), we split as in (3.9) and bound using (2.3)
\[
h_{1,2r}(it) \ll e^{-\frac{M}{r}}
\]
for some \( M > 0 \). Thus we are left to determine the asymptotic expansion of \( H_2(z; it) \). For this, we write
\[
H_2(z; it) = -\frac{i}{\sqrt{3}} \int_{\mathbb{R}} e^{-\frac{\pi w^2}{3} - 2\pi w z} \frac{\sinh \left( \frac{2\pi w}{3} \right)}{\cosh (\pi w)} d w
\]
(4.1)
\[
= -\frac{i}{\sqrt{3}} \sum_{r=0}^{\infty} \frac{(-2\pi z)^{2r+1}}{(2r+1)!} \sum_{k=0}^{\infty} \left( -\frac{\pi i}{3} \right)^k \int_{\mathbb{R}} w^{2r+2k+1} \frac{\sinh \left( \frac{2\pi w}{3} \right)}{\cosh (\pi w)} d w,
\]
where the identity in (4.1) refers to an asymptotic expansion. Thus, to determine the asymptotic expansion of \( H_2(z; it) \), we are left to evaluate explicitly for \( a \in \mathbb{N}_0 \)
\[
C_a := \int_{\mathbb{R}} w^{2a+1} \frac{\sinh \left( \frac{2\pi w}{3} \right)}{\cosh (\pi w)} d w = \frac{1}{2} \int_{\mathbb{R}} w^{2a+1} \frac{e^{2\pi w} - e^{-2\pi w}}{\cosh (\pi w)} d w = \sum_{r=1}^{\infty} \frac{(2\pi \frac{2r-1}{3})}{(2r-1)!} \int_{\mathbb{R}} w^{2a+2r} \frac{\sinh \left( \frac{2\pi w}{3} \right)}{\cosh (\pi w)} d w.
\]
From (2.8), we have that the integral above equals \( (2i)^{-2a-2r} E_{2a+2r} \), yielding
\[
C_a = (-2i)^{-2a-1} \sum_{r=1}^{\infty} \frac{\pi r^{2r-1}}{3^{r!}} E_{2a+2r} = (-2i)^{-2a-1} \sum_{r=0}^{\infty} \frac{\pi r^r}{3^{r!}} E_{2a+r+1}.
\]
The second equality above holds due to the fact that $E_j = 0$ for $j$ odd.

We are thus left to understand $\sum_{r=0}^{\infty} \frac{E_r}{r!} v^r = \text{sech}(v)$, where the second equality above is simply the definition of the Euler numbers. Then

$$f(v) := \sum_{r=0}^{\infty} \frac{E_r}{r!} v^r = \text{sech}(v),$$

Thus

$$f^{(b)}(v) = \sum_{r=0}^{\infty} \frac{E_{r+b}}{r!} v^r.$$  

Next we deduce from (1.12) that

$$\frac{i}{2} \sin(\pi z) = -\sum_{n=0}^{\infty} \frac{B_{2n}}{(2n)!} (2\pi iz)^{2n-1}.$$  

Combining the above, we have established that the asymptotic expansion of $U(z; it) e^{\frac{\pi t}{3}}$ as $t \to 0^+$ is given by

$$\frac{1}{\sqrt{3}} \sum_{r=0}^{\infty} (2\pi iz)^{2r} \sum_{0 \leq n \leq r} \frac{B_{2n}}{(2n)!} (-1)^n (2r - 2n + 1)! \sum_{k=0}^{\infty} \frac{(-\frac{\pi t}{3})^k}{k!} C_{r-n+k}.$$  

Thus, using (4.2), we have the asymptotic expansion as $t \to 0^+$

$$e^{\frac{\pi t}{3}} u_{2r} (e^{-2\pi t}) = \frac{(2r)!((-1)^r, 2^{-r-1})}{\sqrt{3}} \sum_{k=0}^{\infty} \frac{t^k}{k!} \left(-\frac{\pi}{3}\right)^k 2^{-2k} \times \sum_{0 \leq n \leq r} \frac{(-1)^n B_{2n}}{(2n)! (2r - 2n + 1)!} \frac{2^{2n}}{\sec(2r - 2n + 2k + 1)} \left(\frac{\pi}{3}\right).$$  

Using Lemma 2.6 together with (4.3), we have that

$$e^{\frac{\pi t}{3}} u_{2r} (e^{-2\pi t}) = \frac{3^{2r+1}}{2r + 1} \sum_{k=0}^{\infty} \frac{(3\pi t)^k}{k!} \sum_{0 \leq n \leq r} \binom{2r + 1}{2n} 3^{-n} B_n \left(\frac{1}{2}\right) E_{2r+2k+1-2n} \left(\frac{5}{6}\right),$$  

which concludes the proof of the first statement of Theorem 1.2.

Next we prove the claimed asymptotic for the main term. Since $B_{2n+1} \left(\frac{1}{2}\right) = 0$, we may rewrite the $k = 0$ summand of (4.4) as

$$\frac{3^{2r+1}}{2r + 1} \sum_{0 \leq n \leq 2r+1} \binom{2r + 1}{2n} 3^{-n} B_n \left(\frac{1}{2}\right) E_{2r+1-n} \left(\frac{5}{6}\right).$$  

Now we use (2.6), which yields that

$$B_n \left(\frac{1}{2}\right) = 3^{n-1} \sum_{a=0}^{2} B_n \left(\frac{1}{6} + \frac{a}{3}\right).$$
Thus, (4.5) equals

\[
\frac{3^{2r}}{2r+1} \sum_{a=0}^{2} \sum_{0 \leq n \leq 2r+1} \left( \frac{2r+1}{n} \right) B_n \left( \frac{1}{6} + \frac{a}{3} \right) E_{2r+1-n} \left( \frac{5}{6} \right).
\]

Using (2.7), (4.6) reduces to

\[
\frac{2 \cdot 6^{2r}}{2r+1} \sum_{a=0}^{2} B_{2r+1} \left( \frac{1}{2} + \frac{a}{6} \right).
\]

Noting again that \(B_{2r+1}(\frac{1}{2}) = 0\), we find that as claimed, as \(t \to 0^+\),

\[
e^{\pi it^{1/2}} u_{2r} \left( e^{-2\pi t} \right) \sim \frac{2 \cdot 6^{2r}}{2r+1} \left( B_{2r+1} \left( \frac{2}{3} \right) + B_{2r+1} \left( \frac{5}{6} \right) \right).
\]

5. An Example: the moment function \(\phi_1(\tau)\)

In this section, we give an exact value for the quantum moment function

\[
(5.1) \quad \phi_1(\tau) = 4\pi^3 i q^{-\frac{1}{3}} \sum_{n=1}^{\infty} \sum_{m \in \mathbb{Z}} (-1)^m u(m, n) \left( m^2 + 2n \right) q^n = 4\pi^3 i q^{-\frac{1}{3}} \left( u_2(q) - i\pi^{-1} \frac{\partial}{\partial \tau} u_0(q) \right).
\]

To describe this, we define for positive integers \(n\) the polynomials

\[
(5.2) \quad d_n(q) := n(q; q)_n^2 q^n - 2q^{n+2}(q; q)_n \sum_{j=1}^{n} j q^{j-1} \prod_{k=1 \atop k \neq j}^{n} \left( 1 - q^k \right) \in \mathbb{Z}[q],
\]

\[
(5.3) \quad b_n(q) := q^{n+1} \sum_{j=1}^{n} q^j \prod_{k=1 \atop k \neq j}^{n} \left( 1 - q^k \right)^2 \in \mathbb{Z}[q].
\]

**Theorem 5.1.** If \(h, k \in \mathbb{N}\), with \(\gcd(h, k) = 1\), we have that

\[
(5.1) \quad \phi_1 \left( \frac{h}{k} \right) = 8\pi^3 i \zeta_2^{-h} \left( \sum_{n=1}^{k} d_n \left( \zeta_k^h \right) - \sum_{n=1}^{2k-1} b_n \left( \zeta_k^h \right) \right).
\]

**Remark.** Theorem 5.1, together with (1.11) in the case \(\tau \in \mathbb{Q} \setminus \{0\}\) of Theorem 1.1, gives an exact value for the integral

\[
\int_{\mathbb{R}} P_1 \left( w, (-i\tau)^{-1} \right) e^{\frac{\pi w^2}{3} \sinh\left( \frac{2\pi w}{3} \right) \cosh(\pi w)} \, dw.
\]

To prove Theorem 5.1, we first establish Proposition 5.2 and Proposition 5.3 below. These propositions give alternate expressions for the functions defining \(\phi_1(\tau)\) (see (5.1)), which we subsequently evaluate for \(q = \zeta\), where \(\zeta\) is any root of unity.

**Proposition 5.2.** With notation as above, we have that

\[
\frac{\partial}{\partial \tau} u_0(q) = 2\pi i \sum_{n \geq 1} d_n(q).
\]
Moreover, if gcd\((h, k) = 1\) we have that

\[
\frac{\partial}{\partial \tau} [u_0(q)]_{q = \zeta^h_k} = 2\pi i \sum_{n=1}^{k} d_n (\zeta^h_k).
\]

**Proof.** The first statement follows by straightforward differentiation, using that \(u_0(q) = U(0; \tau),\) definition (1.2), and the fact that \(\frac{1}{2\pi i} \frac{\partial}{\partial \tau} = \frac{d}{dq}.\) To prove the second statement, we observe that \(d_n(q)\) is of the form \(d_n(q) = (q; q)_n \varepsilon_n(q)\), where \(\varepsilon_n(q) < \infty.\) The statement now follows, observing that for \(n \geq k + 1,\) the factor \((q; q)_{n-1}\) of \(d_n(q)\) vanishes when \(q = \zeta^h_k.\)

**Proposition 5.3.** With notation as above, we have that

\[
(2\pi i)^2 u_2(q) = \frac{\partial^2}{\partial z^2} [U(z; \tau)]_{z=0} = -2(2\pi i)^2 \sum_{n \geq 1} b_n(q).
\]

Moreover, if \(h, k \in \mathbb{N},\) with gcd\((h, k) = 1,\) we have that

\[
(2\pi i)^2 u_2(\zeta^h_k) = -2(2\pi i)^2 \sum_{n=1}^{2k-1} b_n (\zeta^h_k).
\]

**Proof of Proposition 5.3.** The first statement follows by straightforward differentiation, using definition (1.2), and the fact that \(\frac{1}{2\pi i} \frac{\partial}{\partial z} = w \frac{d}{dw} = w e^{2\pi iz}\) for \(w = e^{2\pi iz}.\) To prove the second statement, using the first statement, we see for \(n \geq 2k,\) the \(j\)th summand defining \(b_n(q)\) (for any \(j \geq 1\)) contains either the factor \((1-q^k)\) or \((1-q^{2k})\) (or both), both of which vanish when \(q = \zeta^h_k.\)

**Proof of Theorem 5.1.** Theorem 5.1 now follows from the definition of \(\phi_1(\tau)\) (see (5.1)), Proposition 5.2, and Proposition 5.3.
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