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Introduction

Differential Topology is the study of the topology of differentiable manifolds
and differentiable mappings between them. Algebraic Topology studies topo-
logical properties of more general spaces using a variety of algebraic and homo-
topy theoretic techniques. These subjects are of central importance through-
out much of mathematics, especially those areas with a geometric perspective
such as Differential Geometry, Geometric Analysis, Symplectic Geometry, and
Algebraic Geometry.

The goal of this book is to introduce the reader to various topics of Alge-
braic and Differential Topology that (s)he might find useful in their further
study and research in these many areas of mathematics. The main philosophy
of the presentation here is that there is no clear dividing line between these
important areas of topology. A modern study of Differential Topology relies
on the techniques of Algebraic Topology, and many important questions in
Algebraic Topology come from the study of differentiable manifolds. We will
present topics and methods of Differential and Algebraic Topology, going from
very basic discussions to more specific topics of recent research. Our objective
is that the reader will obtain a literacy in these topics, so that the interested
reader can then pursue these topics in more depth.

This book can be viewed as a hybrid of a text book and more advanced lec-
ture notes. In various basic areas of study, such as the basics of differentiable
manifolds, fiber bundles, characteristic classes, homotopy theory, cobordism
theory, and Morse theory, a rather full account with details is given. In discus-
sions about more advanced topics, including topics of recent research, results
and techniques are often sketched, but references and citations are carefully
given.

In this book we will assume the reader is familiar with the basics of al-
gebraic topology, such as the fundamental group, homology, and cohomology.
The text by Hatcher [67] is an excellent reference for these topics. Perhaps
the most basic theorem concerning the algebraic topology of manifolds is the
Poincaré Duality theorem. Because not every student having completed a first
course in algebraic topology will have seen the Poincaré Duality theorem, we
begin these notes with a brief discussion of this topic in chapter 1, where
we basically summarize the approach to this important theorem contained in
Section 3.3 of [67].

The topics covered in these notes include the following:

xiii
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• The basics of differentiable manifolds (tangent spaces, vector fields, tensor
fields, differential forms)

• Fiber bundles in general, Lie groups, principal bundles, vector bundles
and their classification via universal bundles, automorphisms of principal
bundles (gauge transformations) and their classifying spaces

• Characteristic classes of vector bundles and their calculation

• Embeddings, immersions, tubular neighborhoods, and normal bundles.
This includes a discussion of Smale-Hirsch theory and the resulting al-
gebraic topological approach to the study of immersions of manifolds.

• Basic homotopy theory including homotopy groups, Serre fibrations, ob-
struction theory, Eilenberg-MacLane spaces, and spectral sequences

• Transversality and Intersection theory using Poincaré duality

• Stable homotopy theory

• Cobordism theory including the Pontrjagin-Thom construction and calcu-
lations of various cobordism rings, a study of framed cobordism including
surgery theory techniques and a discussion of the Kervaire invariant includ-
ing the recent dramatic solution of the “Kervaire invariant one problem”,
and finally as a discussion of the topology of cobordism categories, their
relation to diffeomorphisms of manifolds, and a discussion of the recent
solution of the “Mumford conjecture” about the cohomology of moduli
spaces of Riemann surfaces, and its generalizations.

• Morse theory, including flow categories and their classifying spaces.

These notes emanated from a variety of graduate courses the author has
given over the years at Stanford University. The author is grateful to the
students in these courses for their inspiration and for their feedback. The
author is particularly grateful to his former PhD students Kevin Iga and Paul
Norbury, for their help with several aspects of this book.



1

Topological Manifolds and Poincaré
Duality

The subject of much of this book is the topology of manifolds. Manifolds of di-
mension n are topological spaces that have a well defined local topology (they
are locally homeomorphic to Rn), but globally, two n-dimensional manifolds
may have very different topologies.

 

0 0

FIGURE 1.1
These surfaces are all 2-dimensional manifolds, as they are all locally homeo-
morphic to R2. However their global topologies are quite different.

1



2Bundles, Homotopy, and ManifoldsAn introduction to graduate level algebraic and differential topology

Nonetheless we will find that the homological structure of manifolds is
quite striking. In particular they satisfy an important, unifying property, called
“Poincaré Duality”. The discussion and proof of this property is the subject
of this chapter. As the reader will see, this property will be used throughout
the book, and is used in a basic way in many areas of topology and geometry.
Our proof follows the exposition of Hatcher [67], We refer the reader to that
source for a fuller discussion of this important topic.

Throughout this book, unless otherwise stated what we will mean by a
“space” is a topological space of the homotopy type of a CW -complex.

Definition 1.1. An n-dimensional (topological) manifold is a second count-
able Hausdorff space Mn that is locally homeomorphic to Rn. That is, each
point x ∈ Mn has an open neighborhood Ux which is homeomorphic to Rn,
or equivalently, to the open ball Bn = {v ∈ Rn : |v| < 1}. A specific home-
omorphism φ : Ux → Rn is called a chart around x. An open cover of Mn

consisting of charts is called an atlas.

1.0.1 Orientations

We observe that the local Euclidean property of manifolds has a manifestation
homologically. Namely, suppose Mn is a connected, n-dimensional manifold,
and let x ∈ Mn. Let U be an open neighborhood of x that is homeomorphic
To Rn. Then we have the following calculation of the relative homology:

Hq(M
n,M − {x}) ∼= Hq(U,U − {x}) by excision

∼= Hq(Rn,Rn − {0}) by the local-Euclidean property

∼= H̃q−1(Rn − {0}) by the exact sequence of the homology

of a pair and the fact that Rn is contractible

∼=
{
Z if q = n

0 otherwise.

In particular, observe that the dimension n, is determined homologically.

Definition 1.2. Let Mn be an n-dimensional manifold. A local orientation
of Mn at x is a choice of generator of Hn(Mn,Mn − {x}) ∼= Z.

Notice that there are two choices of local orientations at any point x ∈
Mn, and a choice of orientation is equivalent to choosing an isomorphism

Φx : Hn(Mn,Mn − {x}) ∼=−→ Z.

Definition 1.3. A manifold Mn is orientable, if there is a continuous choice of
local orientations at each point x ∈Mn. A specific choice of such a continuous
choice of local orientations is called a (global) orientation of Mn.
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Of course this definition is not yet complete, because we have not yet
defined what is meant by a “continuous choice of local orientations”. To make
this precise, we use the theory of covering spaces.

For x ∈Mn, let Orx(Mn) be the set of local orientations of Mn at x. That
is, it is the set of generators of Hn(Mn,Mn−x). As observed above, this is a
set with two elements, as there are two possible choices of generators for the
infinite cyclic group. Said another, but equivalent way, Orx(Mn) is the set of

isomorphisms, σ : Hn(Mn,Mn − x)
∼=−→ Z.

Let Or(Mn) be the space of all local orientations on Mn. That is, as a set,

Or(Mn) =
⋃

x∈Mn

Orx(Mn). (1.1)

Proposition 1.1. There is a natural topology on Or(Mn) with respect to
which the map p : Or(Mn) → Mn defined by p(v) = x if and only if v ∈
Orx(Mn), is a two-fold covering space.

Before we prove this proposition, we note that we can, as a result, de-
fine what we mean by a “continuous choice of local orientations”. That
is, such a continuous choice would simply be a continuous cross section
σ : Mn → Or(Mn) of this covering space. This means that σ is a continuous
map with the property that p(σ(x)) = x for all x ∈ Mn. Notice that such
a continuous section x → σ(x) ∈ Orx(Mn) is precisely a continuous choice
of local orientation as x varies over all points of x ∈ Mn. The continuity is
reflected by the topology of Or(Mn) stated in Proposition 1.1.

We now prove Proposition 1.1.

Proof. Let U = {(Uα, φUα) : α ∈ Λ} be an open cover of Mn by charts. That
is, M =

⋃
α∈Λ Uα, and each φα : Uα → Rn is a homeomorphism. Notice that

for each pair α, β ∈ Λ, there is a continuous map

ψα,β : Uα ∩ Uβ → Homeo(φUα(Uα ∩ Uβ); φUβ (Uα ∩ Uβ))

where the target is the space of homeomorphisms between these two open
subspaces of Rn. This space of homeomorphisms is endowed with the compact-
open topology. Each such homeomorphism determines an isomorphism

Hn(φα(Uα∩Uβ);φα(Uα∩Uβ)−{φα(x)}) ∼=−→ Hn(φβ(Uα∩Uβ);φβ(Uα∩Uβ)−{φβ(x)}).

By excision, this in turn determines a self-isomorphism

Hn(Rn,Rn − {0}) ∼=−→ Hn(Rn,Rn − {0}).

Notice that since Hn(Rn,Rn−{0}) ∼= Z, The group of such self isomorphisms



4Bundles, Homotopy, and ManifoldsAn introduction to graduate level algebraic and differential topology

consists of the identity and minus the identity. That is, this isomorphism group
is Z/2.

Thus ψα,β determines a continuous locally constant (i.e constant on each
path component) map

Ψα,β : Uα ∩ Uβ → Z/2 = {±1}.
We then give an alternate definition,

Or(Mn) =
∐
α∈Λ

Uα ×Gen(Hn(Rn,Rn − {0}))/ ∼ (1.2)

where Gen(Hn(Rn,Rn − {0}) is the two-point set of generators of this ho-
mology group, and the equivalence relation ∼ is defined by the following: If
x ∈ Uα ∩ Uβ and γ ∈ Gen(Hn(Rn,Rn − {0})), then

(x, γ) ∼ (x,Ψα,β(x)(γ))

where (x, γ) ∈ Uα × Gen(Hn(Rn,Rn − {0})) and (x,Ψα,β(x)(γ)) ∈ Uβ ×
Gen(Hn(Rn,Rn − {0})).

Or(Mn), as defined by (1.2) and it is given the quotient topology.

Exercise. Finish the proof of Proposition 1.1. Specifically show that as sets,
the two definitions of Or(Mn) given in (1.1) and (1.2) are the same, and that
the map

p : Or(Mn)→Mn

(x, γ)→ x

is a two-fold covering map.

Notice that if Mn is orientable, which is to say, the orientation double
cover admits a section, σ : Mn → Or(Mn), then it has another orientation,
called the opposite orientaion, and written −σ, whose value on a point x ∈Mn

is the unique point in Orx(Mn) that is not equal to σ(x).

Corollary 1.2. A manifold Mn admits an orientation if and only if the
orientation double covering p : Or(Mn) → Mn is trivial. That is, it admits
an isomorphism of covering spaces, to the trivial double covering space, π :
M × Z/2→M defined by projecting onto the first coordinate.

Proof. Suppose Mn is orientable. Then the orientation double cover p :
Or(Mn) → Mn admits a continuous section σ : Mn → Or(Mn). We can
then define a trivialization Θ of the covering space

Mn × Z/2 Θ−−−−→ Or(Mn)

π

y yp
Mn −−−−→

=
Mn
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by Θ(x, 1) = σ(x), and Θ(x,−1) = −σ(x).
Conversely, assume that Or(Mn) is trivial. That is, Or(Mn) is isomorphic

to M ×Z/2 as covering spaces. Since π : Mn×Z/2→Mn clearly admits two
distinct sections, then so does p : Or(Mn)→Mn.

It will be quite helpful to have the following homological implications of
orientability.

Theorem 1.3. Let Mn be an n-manifold and A ⊂ Mn a compact subspace.
Then

1. If α : Mn → Or(Mn) is a section of the orientation double cover (i.e
an orientation of Mn), then there exists a unique homology class αA ∈
Hn(M,M −A) whose image in Hn(M,M − x) is α(x) for every x ∈ A.

2. Hi(M,M −A) = 0 for i > n.

Observation. A compact manifold is often called “closed”. Notice that if
Mn is a closed oriented manifold, we can let A = Mn and then the above
theorem implies that exists a unique “orientation class” or “fundamental class”
[Mn] = αM ∈ Hn(M) ∼= Z with the property that the restriction of [Mn] to
Hn(Mn,Mn − x) is the value of the orientation α(x).

Proof. We sketch the proof here. We refer the reader to Hatcher [67] Lemma
3.27.

The idea of the proof follows a theme that is often followed in studying
homological properties of manifolds. Namely, one proves the theorem first for
Rn, which will imply a local version of the theorem for every manifold, and
then use “patching arguments” such as the Mayer-Vietoris sequence, to prove
the theorem for general manifolds.

We break down the proof of this theorem into four steps.

Step 1. We first observe that if the theorem is true for A and B (both
compact), as well as A ∩B, then the theorem is true for A ∪B.

Consider the following Mayer-Vietoris sequence:

0→ Hn(M,M − (A ∪B))
Φ−→ Hn(M,M −A)⊕Hn(M,M −B)

Ψ−→ Hn(M,M − (A ∩B))→ · · ·

Here we are using the facts that (M −A) ∪ (M −B) = M − (A ∩B) and
(M −A) ∩ (M −B) = M − (A ∪B).

Notice that the zero on the left side is the assumption that Hn+1(M,M −
(A ∩B)) = 0.

Notice that Ψ(αA ⊕ αB) = 0, since by assumption, αA and αB re-
strict to the same class in Hn(M,M − (A ∩ B)). Using the fact that Φ is
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a monomorphism, one can conclude that there is a unique class αA∪B ∈
Hn(Mn,Mn − (A ∪ B)) that restricts to αA in Hn(Mn,Mn − A) and to
αB in Hn(Mn,Mn −B). This completes Step 1.

Step 2. Assume the theorem is true for Mn = Rn. We then prove the theorem
for general n-manifolds Mn.

Notice that a compact set A ⊂ Mn can be written as a finite union A =
A1 ∪ · · · ∪ Ak, where each Ai is a subspace of a chart Ai ⊂ Ui. We apply the
result of Step 1 to (A1 ∪ · · · ∪ Ak−1) and Ak. Notice that the intersection of
these two spaces is (A1 ∩ Ak) ∪ · · · ∪ (Ak−1 ∩ Ak). This is a union of k − 1
compact subspaces, each of which is contained in a chart. By induction, we
could conclude the validity of the result in this step, if we knew it to be true
for k = 1, i.e compact subsets A that are contained in a chart, A ⊂ U . But in
this case,

Hn(Mn,Mn −A) ∼= Hn(U,U −A)

by excision, which is isomorphic to Hn(Rn,Rn − C), where C is a compact
subspace of Rn. But by the assumptions of this step, we know the theorem to
be true in this case.

We are therefore reduced to proving the theorem for Mn = Rn.

Step 3. Assume Mn = Rn, and prove the theorem for the case A = A1∪· · ·∪
Ak where each Ai is convex. The same argument as was used to prove Step 2
reduces this to the case when A is itself convex. In this case

H∗(Rn,Rn −A) ∼= H∗(Rn,Rn − x)

since A is contractible with a canonical contraction to any x ∈ A. In particular
Rn −A ' Rn − x.

We leave the general case of an arbitrary compact subspace A ⊂ Rn to the
reader. This argument is carried out in detail in Hatcher’s book [67].

We observe that if R is any commutative ring with unit, we could have
done the entire discussion above using homology with R-coefficients. That is,
we may define a covering space

p : Or(Mn;R)→Mn

with the property that

p−1(x) = Orx(Mn;R) = Gen(Hn(Mn,Mn − x;R)).

By Gen(Hn(Mn,Mn − x;R) we mean the following. By choosing a chart U
around x, one has an isomorphism Hn(Mn,Mn − x;R) ∼= Hn(U,U − x;R) ∼=
Hn(Rn,Rn − x;R) ∼= R. A generator of R is an element u ∈ R such that
R·u = R. Gen(Hn(Mn,Mn−x;R) is the preimage of the group of generators
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of R under this isomorphism. We observe that this group of “generators” is
well defined. That is, it is independent of the choice of chart, even though the
chart is what defines the isormorphism of

Gen(Hn(Mn,Mn − x;R)

with Gen(R).

Definition 1.4. If R is a commutative ring with unit, then an R-orientation
of an n-dimensional manifold Mn is a section of the “R-orientation covering
space” p : Or(Mn;R)→Mn.

Observations.

1. By sending 1 ∈ Z to 1 ∈ R, there is always a canonical ring homomorphism
Z → R. This induces a map of covering spaces Or(Mn) → Or(Mn;R).
Thus if Mn is Z - orientable, it is orientable with respect to any commu-
tative ring with unit R. In fact a choice of Z - orientation of Mn induces
an R-orientation.

2. Let R = Z/2. Then sinceGen(Z/2) = {1} is the trivial, one-element group,
then the covering space p : Or(Mn;Z/2) → Mn is a homeomorphism.
Thus it has a unique section. So every manifold is Z/2-orientable, and has
a unique Z/2-orientation.

3. Finally observe that Theorem 1.3 can be generalized to a statement about
R-orientations for any commutative ring R. In particular when R = Z/2
one has the following consequence.

Corollary 1.4. Let Mn be a connected, closed n-dimensional manifold. Then

Hn(Mn;Z/2) ∼= Z/2.

1.0.2 Poincaré Duality

Poincaré duality states that for a closed, orientable n-dimensional manifold
Mn, the kth-cohomology group and the (n−k)th homology group are isomor-
phic. The isomorphism is given by the “cap product” with the fundamental,
or orientation class [Mn] ∈ Hn(M). Before we state the Poincaré Duality
theorem more carefully, and in more generality, we recall the cap product op-
eration. We refer the reader to any introductory text in algebraic topology for
details.

Let X be any topological space, and let R be a commutative ring with
unit. The cap product operation is an operation of the form
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∩ : Ck(X;R)× C`(X;R) −→ Ck−`(X;R) for k ≥ `.
Let [v0, · · · vk] represent the k- simplex spanned by vectors v0, · · · vk ∈ RN ,
where N is large. Let σ ∈ Ck(X;R), and φ ∈ C`(X;R). Then one defines

σ ∩ φ = φ(σ|[v0,··· ,v`]) · σ|[v`,··· ,vk]
. (1.3)

One will then find that the boundary of this cap product chain is given by

∂(σ ∩ φ) = (−1)`(∂σ ∩ φ− σ ∩ δφ) (1.4)

where ∂ : Cr(X;R) → Cr−1(X;R) is the boundary operator and δ :
Cp(X;R) → Cp+1(X;R) is the coboundary operator. Notice that this for-
mula quickly implies that the cap product of a cycle with a cocycle is a cycle,
and hence induces an operation

∩ : Hk(X;R)×H`(X;R) −→ Hk−`(X;R). (1.5)

And indeed it gives operations on relative (co)homology:

∩ :Hk(X,A;R)×H`(X;R) −→ Hk−`(X,A;R) (1.6)

Hk(XA;R)×H`(X,A;R) −→ Hk−`(X;R)

The reader can check that the cap product satisfies the following rather
odd naturality property:

f∗(α) ∩ φ = f∗(α ∩ f∗(φ)). (1.7)

This property becomes more reasonable (and easier to remember) when
one realizes that it simply says that if f : X → Y is a continuous map, then
the following diagram commutes:

Hk(X)×H`(X)
∩−−−−→ Hk−`(X)yf∗ xf∗ yf∗

Hk(Y )×H`(Y ) −−−−→
∩

Hk−`(Y )

Exercise. Show that the cap product is adjoint to the cup product in
cohomology. That is, prove that for φ ∈ H`(X;R), σ ∈ Hk(X;R), and
ψ ∈ Hk−`(X;R), then

〈ψ ∪ φ;σ〉 = ±〈ψ, σ ∩ φ〉. (1.8)

Here <,> represents the evaluation pairing of cohomology on homology.

The following is the basic statement of Poincaré Duality:
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Theorem 1.5. (Poincaré Duality) If Mn is a closed, R-oriented n-
dimensional manifold with fundamental class [Mn] ∈ Hn(Mn;R), then the
map

D = [Mn] ∩ : Hk(Mn : R)→ Hn−k(Mn;R)

is an isomorphism for all k.

Exercise. Show that the Poincaré Duality theorem implies that if F is a
field and Mn is a closed F -oriented manifold with fundamental class [Mn] ∈
Hn(Mn;F ), then the pairing

Hk(Mn;F )×Hn−k(Mn;F ) −→ F (1.9)

φ× ψ → 〈φ ∪ ψ, [Mn]〉

is nonsingular for every k = 0, · · · , n.

In order to prove the Poincaré Duality theorem for compact manifolds,
it actually is useful to generalize the theorem to the setting of noncompact
manifolds. In this setting, however, one must use the notion of “cohomology
with compact supports”.

Roughly, a cochain with compact supports is one which is zero on chains
living outside some compact set. More carefully,

Cic(X;G) =
⋃

K compact

Ci(X,X −K;G).

(Strictly speaking, by the union sign we mean the colimit.) The ordinary
coboundary map defines a cochain complex

· · · → Cic(X;G)
δ−→ Ci+1

c (X;G)
δ−→ · · · (1.10)

The resulting cohomology is written as H∗c (X;G).

Exercise. Show that
H∗c (Rn;G) ∼= H̃∗(Sn;G)

and more generally that

H∗c (X;G) ∼= H̃∗(X ∪∞;G)

where X ∪ ∞ is the one-point compactification of X. Here we must assume
that the point at infinity in the one-point compactification has a contractible
open neighborhood.

Notice that by Theorem 1.3, that if Mn is an R-orientable n-manifold
with orientation α, then for every compact subspace K ⊂ Mn, there is a
well-defined orientation class αK ∈ Hn(Mn;Mn −K;R) that restricts to the
R-orientation α(x) ∈ Hn(Mn,Mn − {x};R). Consider the cap product

Hk(Mn,Mn −K;R)×Hn(Mn,Mn −K;R)→ Hn−k(Mn;R).
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Capping with αK defines an operation

∩αK : Hk(Mn,Mn −K;R)→ Hn−k(Mn;R).

Taking the colimit over K defines a duality operation from the cohomology
with compact supports:

DMn : Hk
c (Mn;R)→ Hn−k(Mn;R).

The following is the generalized form of Poincaré duality that we will prove:

Theorem 1.6. Let Mn be an R-oriented manifold. Then the duality map

DMn : Hk
c (Mn;R)→ Hn−k(Mn;R).

is an isomorphism for all k.

The proof of Theorem 1.6 (and thereby Theorem 1.5) involves a “patch-
ing” argument, for which we will need a lemma involving the Mayer Vietoris
sequence.

Notice that if K and L are compact subspaces of M , we have the set
theoretic properties,

(M −K) ∪ (M − L) = M − (K ∩ L) and

(M −K) ∩ (M − L) = M − (K ∪ L).

So in cohomology there is a Mayer-Vietoris sequence

· · · → Hk(M ;M − (K ∩ L))→ Hk(M,M −K)⊕Hk(M,M − L) (1.11)

→Hk(M,M − (K ∪ L))→ Hk+1(M,M − (K ∩ L))→ · · ·

Now suppose Mn = U ∪W , where both U and W are open subsets. By
taking a limit over compact subsets, Mayer-Vietoris sequence (1.11) yields the
following Mayer-Vietoris sequence of cohomologies with compact supports:

· · · → Hk
c (U ∩W )→ Hk

c (U)⊕Hk
c (W )→ Hk

c (Mn)→ Hk+1
c (U ∩W )→ · · ·

We leave to the reader to check the following lemma.

Lemma 1.7. Let Mn be an R- oriented n-manifold with M = U ∪W , where
both U and W are open subsets. Then there is a commutative diagram of
Mayer-Vietoris sequences:

Hk
c (U ∩W ) −−−−→ Hk

c (U)⊕Hk
c (W ) −−−−→ Hk

c (Mn) −−−−→ Hk+1
c (U ∩W ) −−−−→yDU∩W yDU⊕DW yDMn yDU∩V

Hn−k(U ∩W ) −−−−→ Hn−k(U)⊕Hn−k(W ) −−−−→ Hn−k(Mn) −−−−→ Hn−k−1(U ∩W ) −−−−→
Here all (co)homologies are taken with R-coefficients.
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We now sketch the proof of Theorem 1.6. We again refer the reader to [67]
for a more detailed exposition.

Proof. This proof has several steps.

Step 1. If Mn = U ∪W , and DU , DW and DU∩W are isomorphisms, then so
is DM ,

This follows from the above Lemma 1.7 and the five lemma.

Step 2. The theorem holds for Mn = Rn.

Proof. Think of Rn as the interior of the closed unit ball around the origin,
B1. For any positive real number r, let Br be the closed ball around origin in
Rn of radius r. For r a number strictly between 0 and 1, notice that

Hn(B1, B1 −Br) = Hn(Br, ∂Br) ∼= Hn(B1, ∂B1) ∼= H̃n(Sn) ∼= Z.

Since any compact set K ⊂ Rn = interior(B1) is a subset of BR for some
R > 0, we see that H∗c (Rn) ∼= H∗(B1, ∂B1), and the reader can readily check
that taking the cap product with the generator of Hn(B1, ∂B1) gives the
evaluation map

Hn(B1, ∂B1) ∼= Hom(Hn(B1, ∂B1),Z)
∼=−→ Hom(Z,Z) = Z

where the last isomorphism is given by evaluating on a generator of
Hn(B1, ∂B1), which is to say, its fundamental class.

Step 3. The theorem holds for Mn an arbitrary open subset of Rn.

Proof. Write Mn as a countable union of convex open sets in Rn.

Mn =
⋃
j

Uj .

Let Vi =
⋃
j<i Uj . Notice that both Vi and Vi ∩ Ui are unions of i− 1 convex

open sets. So we may make an inductive assumption that the theorem holds
for manifolds that are the union of less than or equal to i − 1 convex open
sets in Rn. So DVi and DVi∩Ui are isomorphisms. Then Step 1 implies that
DVi∪Ui is an isomorphism. But Vi ∪ Ui = Vi+1. This completes the inductive
step.

Step 4. The theorem holds if Mn is a countable union of open sets Ui each
homeomorphic to Rn.

Proof. This follows by the same argument as in Step 3, with “open set in
Rn” replacing “convex open set in Rn”. We leave the details to the reader.

We are now done for manifolds that can be expressed as a countable union
of charts. We now prove the general case.

Step 5. The general case.
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Proof. Consider the collection of open sets U ⊂ Mn for which DU is an
isomorphism. This collection is partially ordered by inclusion. Notice that the
union of every totally ordered subcollection is again in this collection, by the
argument in Step 3.

Zorn’s Lemma implies that there is a maximal open set U for which this
theorem holds. We claim that U = Mn. If U 6= Mn, let x ∈Mn − U , and let
V be a chart around x. Since V is homeomorphic to Rn, the theorem holds
for V by Step 2. It also holds for U ∩ V by Step 3. Therefore by Step 1, the
theorem holds for U ∪ V . This contradicts the maximality of U , so we must
conclude that U = Mn.



2

Fiber Bundles

In this chapter we define our basic object of study: locally trivial fibrations, or
“fiber bundles”. We discuss many examples, including spaces, vector bundles,
and principal bundles. We also describe various constructions on bundles,
including pull-backs, sums, and products.

As mentioned earlier in this book, throughout all that follows, all spaces
will be assumed to be of the homotopy type of CW -complexes.

2.1 Definitions and examples

Let B be connected space with a basepoint b0 ∈ B, and p : E → B be a
continuous map.

Definition 2.1. The map p : E → B is a locally trivial fibration, or fiber
bundle, with fiber F if it satisfies the following properties:

1. p−1(b0) = F

2. p : E → B is surjective

3. For every point x ∈ B there is an open neighborhood Ux ⊂ B and a
“fiber preserving homeomorphism” ΨUx : p−1(Ux) → Ux × F , that is a
homeomorphism making the following diagram commute:

p−1(Ux)
ΨUx−−−−→∼= Ux × F

p

y yproj
Ux = Ux

Some examples:

• The projection map X×F −→ X is the trivial fibration over X with fiber
F .

13
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• Let S1 ⊂ C be the unit circle with basepoint 1 ∈ S1. Consider the map
fn : S1 → S1 given by fn(z) = zn. Then fn : S1 → S1 is a locally trivial
fibration with fiber a set of n distinct points (the nth roots of unity in S1).

• Let exp : R→ S1 be the covering space given by

exp(t) = e2πit ∈ S1.

Then exp is a locally trivial fibration with fiber the integers Z.

• Recall that the n - dimensional real projective space RPn is defined by

RPn = Sn/ ∼

where x ∼ −x, for x ∈ Sn ⊂ Rn+1.

Let p : Sn → RPn be the projection map. This is a locally trivial fibration
with fiber the two point set.

• As the reader has undoubtedly observed, the previous three examples are
covering spaces. Indeed all covering spaces are examples of locally trivial
fibrations, or fiber bundles.

• The complex analogue of the last example. Let S2n+1 be the unit sphere
in Cn+1. Recall that the complex projective space CPn is defined by

CPn = S2n+1/ ∼

where x ∼ ux, where x ∈ S2n+1 ⊂ Cn, and u ∈ S1 ⊂ C. Then the
projection p : S2n+1 → CPn is a locally trivial fibration with fiber S1.

• Consider the Moebeus band M = [0, 1] × [0, 1]/ ∼ where (t, 0) ∼ (1 −
t, 1). Let C be the “center circle” C = {(1/2, s) ∈ M} and consider the
projection

p : M → C

(t, s)→ (1/2, s).

This map is a locally trivial fibration with fiber [0, 1].

Given a fiber bundle p : E → B with fiber F , the space B is called the
base space and the space E is called the total space. We will denote this data
by a triple (F,E,B).

Definition 2.2. A map (or “morphism”) of fiber bundles Φ : (F1, E1, B1)→
(F2, E2, B2) is a pair of basepoint preserving continuous maps φ̄ : E1 → E2

and φ : B1 → B2 making the following diagram commute:

E1
φ̄−−−−→ E2

p1

y yp2

B1 −−−−→
φ

B2
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Notice that such a map of fibrations determines a continuous map of the
fibers, φ0 : F1 → F2.

A map of fiber bundles Φ : (F1, E1, B1)→ (F2, E2, B2) is an isomorphism
if there is an inverse map of fibrations Φ−1 : (F2, E2, B2) → (F1, E1, B1) so
that Φ ◦ Φ−1 Φ−1 ◦ Φ = 1 are both the identity maps.

Finally we say that a fibration (F,E,B) is trivial if it isomorphic to the
trivial fibration B × F → B.

Exercise. Verify that all of the above examples of fiber bundles are all
nontrivial except for the first one.

The notion of a locally trivial fibration or fiber bundle is quite general
and includes examples of many types. For example we already noticed that
covering spaces are examples of locally trivial fibrations. Covering spaces
are locally trivial fibrations with discrete fibers. Two other very important
classes of examples of fiber bundles are vector bundles and principal bundles.
We now describe these notions in some detail.

2.1.1 Vector Bundles

Definition 2.3. An n- dimensional vector bundle with fiber an n - dimen-
sional k - vector space V over a field k, is a locally trivial fibration p : E → B
satisfying the following properties:

1. For each x ∈ B, the fiber p−1(x) ⊂ E has the structure of an n-dimensional
k - vector space,

2. the local trivializations

ψ : p−1(U)→ U × V

induce k - linear isomorphisms on each fiber. That is, restricted to each
x ∈ U , ψ defines a k - linear isomorphism

ψ : p−1(x)
∼=−−−−→ {x} × V.

It is common to denote the data (V,E,B) defining an n - dimensional
vector bundle by a Greek letter, e.g ζ.

A “map” or “morphism” of vector bundles Φ : ζ → ξ is a map of fiber
bundles as defined above, with the added requirement that when restricted to
each fiber, φ̄ is a k - linear transformation.

Examples
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• Given an n - dimensional k vector space V , then B × V → B is the
corresponding trivial bundle over the base space B. Notice that all n -
dimensional trivial bundles over B are isomorphic, and we denote its iso-
morphism class by εn.

• Consider the “ Moebeus line bundle” µ defined to the the one dimensional
real vector bundle (“line bundle”) over the circle given as follows. Let
E = [0, 1] × R/ ∼ where (0, t) ∼ (1,−t). Let C be the “middle” circle
C = {(s, 0) ∈ E}. Then µ is the line bundle defined by the projection

p : E → C

(s, t)→ (s, 0).

• Define the real line bundle γ1 over the projective space RPn as follows.
Let x ∈ Sn. Let [x] ∈ RPn = Sn/ ∼ be the class represented by x. Then
[x] determines, and is determined by the line through the origin in Rn+1

going through x. It is well defined since both representatives of [x] (x and
−x) determine the same line. Thus RPn can be thought of as the space of
lines through the origin in Rn+1. Let E = {([x], v) : [x] ∈ RPn, v ∈ [x]}.
Then γ1 is the line bundle defined by the projection

p : E → RPn

([x], v)→ [x].

Exercise. Verify that the RP1 is a homeomorphic to a circle, and the
line bundle γ1 over RP1 is isomorphic to the Moebeus line bundle µ.

• By abuse of notation we let γ1 also denote the complex line bundle over
CPn defined analogously to the real line bundle γ1 over RPn above.

• Let Grk(Rn) (respectively Grk(Cn)) be the space whose points are k -
dimensional subvector spaces of Rn (respectively Cn). These spaces are
called “Grassmannian” manifolds, and are topologized as follows. Let
Vk(Rn) denote the space of injective linear transformations from Rk to
Rn. Let Vk(Cn) denote the analogous space of injective linear transforma-
tions Ck ↪→ Cn. These spaces are called “Stiefel manifolds”, and can be
thought of as spaces of n × k matrices of rank k. These spaces are given
topologies as subspaces of the appropriate vector space of matrices. To
define Grk(Rn) and Grk(Cn), we put an equivalence relation on Vk(Rn)
and Vk(Cn) by saying that two transformations A and B are equivalent
if they have the same image in Rn (or Cn). If viewed as matrices, then
A ∼ B if and only if there is an element C ∈ GL(k,R) (or GL(k,C)) so
that A = BC. Then the equivalence classes of these matrices are com-
pletely determined by their image in Rn (or Cn), i.e the equivalence class
is determined completely by a k - dimensional subspace of Rn (or Cn).
Thus we define

Grk(Rn) = Vk(Rn)/ ∼ and Grk(Cn) = Vk(Cn)/ ∼
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with the corresponding quotient topologies.

Consider the vector bundle γk over Grk(Rn) whose total space E is the
subspace of Grk(Rn)× Cn defined by

E = {(W,ω) : W ∈ Grk(Rn) andω ∈W ⊂ Rn}.

Then γk is the vector bundle given by the natural projection

E → Grk(Rn)

(W,ω)→W

For reasons that will become apparent later, the bundles γk are called the
“universal” or “canonical” k - dimensional bundles over the Grassmanni-
ans.

• Notice that the universal bundle γk over the Grassmanians Grk(Rn) and
Grk(Cn) come equipped with embeddings (i.e injective vector bundle
maps) in the trivial bundles Grk(Rn) × Rn and Grk(Cn) × Cn respec-
tively. We can define the orthogonal complement bundles γ⊥k to be the
n− k dimensional bundles whose total spaces are given by

E⊥k = {(W, ν) ∈ Grk(Rn)× Rn : ν ⊥W}

and similarly over Grk(Cn). Observe that the natural projection to the
Grassmannian defines n − k dimensional vector bundles (over R and C
respectively).

Exercises
1. Verify that γk is a k -dimensional real vector bundle over Grk(Rn).
2. Define the analogous bundle (which by abuse of notation we also call γk)
over Grk(Cn). Verify that it is a k-dimensional complex vector bundle over
Grk(Cn).
3. Verify that RPn−1 = Gr1(Rn) and that CPn−1 = Gr1(Cn).

An important notion associated to vector bundles (and in fact all fibra-
tions) is the notion of a (cross) section. We’ve already encountered this notion
when the fiber bundle is a covering space in our discussion of orientations in
Chapter 1.

Definition 2.4. Given a fiber bundle

p : E → B

a section s is a continuous map s : B → E such that p◦s = identity : B → B.
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Notice that every vector bundle has a section, namely the zero section

z : B → E

x→ 0x

where 0x is the origin in the vector space p−1(x). However most geometrically
interesting sections have few zero’s. Indeed as we will see later, an appropriate
count of the number of zero’s of a section of an n - dimensional bundle over an
n - dimensional manifold is an important topological invariant of that bundle
(called the “Euler number”). In particular an interesting geometric question is
to determine when a vector bundle has a nowhere zero section, and if it does,
how many linearly independent sections it has. (Sections {s1, · · · , sm} are
said to be linearly independant if the vectors {s1(x), · · · , sm(x)} are linearly
independent for every x ∈ B.) These questions are classical in the case where
the vector bundle is the tangent bundle, as we will see later in our discussion
of differentiable manifolds. A section of the tangent bundle is called a vector
field.The question of how many linearly independent vector fields exist on
the sphere Sn was answered by J.F. Adams [4] in the early 1960’s using
sophisticated techniques of homotopy theory.

Exercises (from [121])

1. Let x ∈ Sn, and [x] ∈ RPn be the corresponding element. Consider the
functions fi,j : RPn → R defined by fi,j([x]) = xixj . Show that these func-

tions define a diffeomorphism between RPn and the submanifold of R(n+1)2

consisting of all symmetric (n+ 1)× (n+ 1) matrices A of trace 1 satisfying
AA = A.

2. Use exercise 1 to show that RPn is compact.

3. Prove that an n -dimensional vector bundle ζ has n - linearly indepen-
dent sections if and only if ζ is trivial.

2.1.2 Principal Bundles

Principal bundles are basically parameterized families of topological groups,
and often Lie groups. (A Lie group is a topological group with a compatible
differentiable structure. Such structures will be discussed in Chapter 3.) In
order to define the notion of a principal bundle carefully we first review some
basic properties of group actions.

Recall that a right action of topological group G on a space X is a map

µ : X ×G→ X

(x, g)→ xg

satisfying the basic properties
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1. x · 1 = x for all x ∈ X

2. x(g1g2) = (xg1)g2 for all x ∈ X and g1, g2 ∈ G.

Notice that given such an action, every element g acts as a homeomor-
phism, since action by g−1 is its inverse. Thus the group action µ defines a
map

µ : G→ Homeo(X)

where Homeo(X) denotes the group of homeomorphisms of X. The two condi-
tions listed above are equivalent to the requirement that µ : G→ Homeo(X)
be a group homomorphism.

Let X be a space with a right G - action. Given x ∈ X, let xG = {xg :
g ∈ G} ⊂ X. This is called the orbit of x under the G - action. The isotropy
subgroup of x, Iso(x), is defined by Iso(x) = {g ∈ G : xg = x} Notice that
the map

G→ xG

defined by sending g to xg defines a homeomorphism from the coset space to
the orbit

G/Iso(x)
∼=−−−−→ xG ⊂ X.

A group action on a space X is said to be transitive if the space X is the
orbit of a single point, X = xG. Notice that if X = x0G for some x0 ∈ X, then
X = xG for any x ∈ X. Notice furthermore that the transitivity condition is
equivalent to saying that for any two points x1, x2 ∈ X, there is an element
g ∈ G such that x1 = x2g. Finally notice that if X has a transitive G - action,
then the above discussion about isotropy subgroups implies that there exists
a subgroup H < G and a homeomorphism

G/H
∼=−−−−→ X.

Of course if X is smooth, G is a Lie group, and the action is smooth, then the
above map would be a diffeomorphism.

A group action is said to be (fixed point) free if the isotropy groups of
every point x are trivial,

Iso(x) = {1}
for all x ∈ X. Said another way, the action is free if and only if the only time
there is an equation of the form xg = x is if g = 1 ∈ G. That is, if for g ∈ G,
the fixed point set Fix(g) ⊂ X is the set

Fix(g) = {x ∈ X : xg = x},

then the action is free if and only if Fix(g) = ∅ for all g 6= 1 ∈ G.

We are now able to define principal bundles.

Definition 2.5. Let G be a topological group. A principal G bundle is a fiber
bundle p : E → B with fiber F = G satisfying the following properties.
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1. The total space E has a free, fiberwise right G action. That is, it has a
free group action making the following diagram commute:

E ×G µ−−−−→ E

p×ε
y yp

B × {1} = B

where ε is the constant map.

2. The induced action on fibers

µ : p−1(x)×G→ p−1(x)

is free and transitive.

3. There exist local trivializations

ψ : p−1(U)
∼=−−−−→ U ×G

that are equivariant. That is, the following diagrams commute:

p−1(U)×G ψ×1−−−−→∼= U ×G×G

µ

y y1×mult.

p−1(U)
∼=−−−−→
ψ

U ×G.

Notice that in a principal G - bundle, the group G acts freely on the total
space E. It is natural to ask if a free group action suffices to induce a principal
G - bundle. That is, suppose E is a space with a free, right G action, and define
B to be the orbit space

B = E/G = E/ ∼

where y1 ∼ y2 if and only if there exists a g ∈ G with y1 = y2g (i.e if and
only if their orbits are equal: y1G = y2G). Define p : E → B to be the
natural projection, E → E/G. Then the fibers are the orbits, p−1([y]) = yG.
So for p : E → B to be a principal bundle we must check the local triviality
condition.

An important example of this situation is the following (taken from the
notes on principal bundles by S. Mitchell [122]): Consider the additive group
of real numbers, R, and its subgroup of rational numbers, Q. As a subgroup
of R, Q acts freely on the right by translation:

R×Q→ R.
(t, q)→ t+ q
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However the quotient map R→ R/Q is clearly not a principal Q- bundle.
For if it had locally trivial neighborhoods, then since R/Q has the trivial topol-
ogy, it would have to be globally trivial. But clearly R is not homeomorphic
to R/Q×Q.

To avoid this type of example we simply define a subgroup H of G to be
admissible if the quotient G → G/H is a principal bundle, i.e it has locally
trivial neighborhoods. Clearly any subgroup of a discrete group is admissible.
It is also known that any closed subgroup of a Lie group is admissible [133].

Proposition 2.1. Suppose G → P → B is a principal G-bundle. Suppose
H < G is an admissible subgroup. Then

H → P → P/H

is a principal H-bundle.

Proof. . For any subgroup H we have that

P/H = P ×G G/H

where the right side is the quotient of the diagonal action of G on P ×G/H.
The fact that

P = P ×G G→ P ×G G/H = P/H

has local trivializations follows from that facts that P → P/G and G→ G/H
have local trivializations.

Examples.

• The projection map p : S2n+1 → CPn is a principal S1 - bundle.

• Let Vk(Rn) be the Stiefel manifold of rank k n × k matrices described
above. Then the projection map

p : Vk(Rn)→ Grk(Rn)

is a principal GL(k,R) - bundle. Similarly the projection map

p : Vk(Cn)→ Grk(Cn)

is a principal GL(k,C) - bundle.

• Let Vk(Rn)O denote those n × k real matrices whose k - columns are
orthonormal n - dimensional vectors. This is the Stiefel manifold of or-
thonormal k - frames in Rn. Then the induced projection map

p : Vk(Rn)O → Grk(Rn)

defined by sending a k-frame in Rn to the subspace that they span, is a
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principal O(k) - bundle. Similarly, if Vk(Cn)U is the space of orthonormal
k - frames in Cn (with respect to the standard Hermitian inner product),
then the projection map

p : Vk(Cn)U → Grk(Cn)

is a principal U(n) - bundle.

• There is a homeomorphism

ρ : U(n)/U(n− 1)
∼=−−−−→ S2n−1

and the projection map U(n)→ S2n−1 is a principal U(n− 1) - bundle.

To see this, notice that U(n) acts transitively on the unit sphere in Cn (i.e
S2n−1). Moreover the isotropy subgroup of the point e1 = (1, 0, · · · , 0) ∈
S2n−1 are those elements A ∈ U(n) which have first column equal to
e1 = (1, 0, · · · , 0). Such matrices also have first row = (1, 0, · · · , 0). That
is, A is of the form

A =

(
1 0
0 A′

)
where A′ is an element of U(n−1). Thus the isotropy subgroup Iso(e1) ∼=
U(n− 1) and the result follows.

Notice that a similar argument gives a diffeomorphism SO(n)/SO(n−1) ∼=
Sn−1.

• There is a homeomorphism

ρ : U(n)/U(n− k)
∼=−−−−→ Vk(Cn)U .

The argument here is similar to the above, noticing that U(n) acts tran-
sitively on Vk(Cn)U , and the isotopy subgroup of the n× k matrix

e =



1 0 0 · · · 0
0 1 0 · · · 0
0 0 1 · · · 0
...

. . .
...

0 0 · · · 0 1
0 0 · · · 0 0
...

. . .
...

0 0 · · · 0 0


consist of matrices in U(n) of them form

1 0 0 · · · 0 0 0 · · · 0 0

0 1 0 · · · 0
...

. . .
...

0 0 1 · · · 0
...

. . .
...

0 0 · · · 0 1 0 0 · · · 0 0
(0) (B)
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where B is an (n− k)× (n− k) dimensional unitary matrix.

• A similar argument shows that there are homeomorphisms

ρ : U(n)/ (U(k)× U(n− k))
∼=−−−−→ Grk(Cn)

and

ρ : O(n)/ (O(k)×O(n− k))
∼=−−−−→ Grk(Rn)

Principal bundles define other fiber bundles in the presence of group ac-
tions. Namely, suppose p : E → B be a principal G - bundle and F is
a space with a cellular right group action. Then the product space E × F
has the “diagonal” group action (e, f)g = (eg, fg). Consider the orbit space,
E ×G F = (E × F )/G. Then the induced projection map

p : E ×G F → B

is a locally trivial fibration with fiber F .
For example we have the following important class of fiber bundles.

Proposition 2.2. Let G be a compact topological group and K < H < G
closed subgroups. Then the projection map of coset spaces

p : G/K → G/H

is a fiber bundle with fiber H/K.

Proof. Observe that G/K ∼= G×HH/K where H acts on H/K in the natural
way. Moreover the projection map p : G/K → G/H is the projection can be
viewed as the projection

G/K = G×H H/K → G/H

and so is the H/K - fiber bundle induced by the H - principal bundle G →
G/H via the action of H on the coset space H/K.

Example

We know by the above examples, that U(2)/U(1) ∼= S3, and that
U(2)/U(1) × U(1) ∼= Gr1(C2) = CP1 ∼= S2. Therefore there is a principal
U(1) - fibration

p : U(2)/U(1)→ U(2)/U(1)× U(1),

or equivalently, a principal U(1) = S1 fibration

p : S3 → S2.
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This fibration is the well known “Hopf fibration”, and is of central importance
in both geometry and algebraic topology. In particular, as we will see later,
the map from S3 to S2 gives an nontrivial element in the homotopy group
π3(S2), which from the naive point of view is quite surprising. It says, that,
in a sense that can be made precise, there is a “three dimensional hole” in
S2 that cannot be filled. Many people (eg. Whitehead, see [160]) refer to this
discovery as the beginning of modern homotopy theory.

The fact that the Hopf fibration is a locally trivial fibration also leads to an
interesting geometric observation. First, it is not difficult to see directly (and
we will prove this later) that by removing closed balls around the l “north and
south” poles of S2, one gets an open cover of the sphere consisting of two open
sets homeomorphic to the open disk D2. We call them D2

+ and D2
−. The Hopf

fibration is trivial over these open sets. That is, there are local trivializations,

ψ+ : D2
+ × S1 → p−1(D2

+)

and
ψ− : D2

− × S1 → p−1(D2
−).

Putting these two local trivializations together yields the following classical
result:

Theorem 2.3. The sphere S3 is homeomorphic to the union of two solid tori
D2 × S1 whose intersection is their common torus boundary, S1 × S1.

As another example of fiber bundles induced by principal bundles, suppose
that

ρ : G→ GL(n,R)

is a representation of a topological group G, and p : E → B is a principal G
bundle. Then let Rn(ρ) denote the space Rn with the action of G given by the
representation ρ. Then the projection

E ×G Rn(ρ)→ B

is a vector bundle.

Exercise.

Let p : Vk(Rn) → Grk(Rn) be the principal bundle described above. Let Rn
have the standard GL(n,R) representation. Proved that the induced vector
bundle

p : Vk(Rn)×GL(n,R) Rn

is isomorphic to the universal bundle γk described in the last section.

In the last section we discussed sections of vector bundles and in particular
vector fields. For principal bundles, the existence of a section (or lack thereof)
completely determines the triviality of the bundle.
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Theorem 2.4. A principal G - bundle p : E → B is trivial if and only if it
has a section.

Proof. If p : E → B is isomorphic to the trivial bundle B × G → B, then
clearly it has a section. So we therefore only need to prove the converse.

Suppose s : B → E is a section of the principal bundle p : E → B. Define
the map

ψ : B ×G→ E

by ψ(b, g) = s(b)g where multiplication on the right by g is given by the right
G - action of G on E. It is straightforward to check that ψ is an isomorphism
of principal G - bundles, and hence a trivialization of E.

2.1.3 Clutching Functions and Structure Groups

Let p : E → B be a fiber bundle with fiber F . Cover the basespace
B by a collection of open sets {Uα} equipped with local trivializations

ψα : Uα × F
∼=−−−−→ p−1(Uα). Let us compare the local trivializations on the

intersection: Uα ∩ Uβ :

Uα ∩ Uβ × F
ψβ−−−−→∼= p−1(Uα ∩ Uβ)

ψ−1
α−−−−→∼= Uα ∩ Uβ × F.

For every x ∈ Uα ∩ Uβ , ψ−1
α ◦ ψβ determines a homeomorphism of the fiber

F . That is, this composition determines a map φα,β : Uα ∩Uβ → Homeo(F ).
These maps are called the clutching functions of the fiber bundle. When the
bundle is a real n - dimensional vector bundle then the clutching functions
are of the form

φα,β : Uα ∩ Uβ → GL(n,R).

Similarly, complex vector bundles have clutching functions that take values in
GL(n,C).

If p : E → B is a G - principal - bundle, then the clutching functions take
values in G:

φα,β : Uα ∩ Uβ → G.

In general for a bundle p : E → B with fiber F , the group in which the
clutching values take values is called the structure group of the bundle. If
no group is specified, then the structure group is the homeomorphism group
Homeo(F ).

The clutching functions and the associated structure group completely
determine the isomorphism type of the bundle. Namely, given an open covering
of a space B, and a compatible family of clutching functions φα,β : Uα∩Uβ →
G, and a space F upon which the group acts, we can form the space

E =
⋃
α

Uα × F/ ∼
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where if x ∈ Uα ∩ Uβ , then (x, f) ∈ Uα × F is identified with (x, fφα,β(x)) ∈
Uβ × F . E is the total space of a locally trivial fibration over B with fiber
F and structure group G. If the original data of clutching functions came
from locally trivializations of a bundle, then notice that the construction of
E above yields a description of the total space of the bundle. Thus we have
a description of the total space of a fiber bundle completely in terms of the
family of clutching functions.

Suppose ζ is an n - dimensional vector bundle with projection map p :
E → B and local trivializations ψα : Uα × Rn → p−1(Uα). Then, as observed
above, the clutching functions take values in the general linear group

φα,β : Uα ∩ Uβ → GL(n,R).

So the total space E has the form E =
⋃
α Uα×Rn/ ∼ as above. We can then

form the corresponding principal GL(n,R) bundle with total space

EGL =
⋃
α

Uα ×GL(n,R)/ ∼

with the same clutching functions. That is, for x ∈ Uα ∩ Uβ , (x, g) ∈ Uα ×
GL(n,R) is identified with (x, g · φα,β(x)) ∈ Uβ × GL(n,R). The principal
bundle

p : EGL → B

is called the associated principal bundle to the vector bundle ζ, or sometimes
is referred to as the associated frame bundle.

Observe also that this process is reversable. Namely if p : P → X is
a principal GL(n,R) - bundle with clutching functions θα,β : Vα ∩ Vβ →
GL(n,R), then there is an associated vector bundle p : PRn → X where

PRn =
⋃
α

Vα × Rn

where if x ∈ Vα ∩Vβ , then (x, v) ∈ Vα×Rn is identified with (x, v · θα,β(x)) ∈
Vβ × Rn.

This correspondence between vector bundles and principal bundles proves
the following result:

Theorem 2.5. Let V ectRn(X) and V ectCn(X) denote the set of isomorphism
classes of real and complex n - dimensional vector bundles ovr X respectively.
For a Lie group G let PrinG(X) denote the set of isomorphism classes of
principal G - bundles. Then there are bijective correspondences

V ectRn(X)
∼=−−−−→ PrinGL(n,R)(X)

V ectCn(X)
∼=−−−−→ PrinGL(n,C)(X).
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This correspondence and Theorem 2.4 allows for the following method of
determining whether a vector bundle is trivial:

Corollary 2.6. A vector bundle ζ : p : E → B is trivial if and only if its
associated principal GL(n) - bundle p : EGL → B admits a section.

Clutching functions and structure groups are also useful in studying struc-
tures on principal bundles and their associated vector bundles.

Definition 2.6. Let p : P → B be a principal G - bundle, and let H < G be
a subgroup. P is said to have a reduction of its structure group to H if and
only if P is isomorphic to a bundle whose clutching functions take values in
H:

φα,β : Uα ∩ Uβ → H < G.

Let P → X be a principal G - bundle. Then P has a reduction of its
structure group to H < G if and only if there is a principal H - bundle
P̃ → X and an isomorphism of G bundles,

P̃ ×H G
∼=−−−−→ Py y

X = X

Definition 2.7. Let H < GL(n,R). Then an H - structure on an n - dimen-
sional vector bundle ζ is a reduction of the structure group of its associated
GL(n,R) - principal bundle to H.

Examples.

• A {1} < GL(n,R) - structure on a vector bundle ( or its associated princi-
pal bundle) is a trivialization or framing of the bundle. A framed manifold
is a manifold with a framing of its tangent bundle.

• Given a 2n - dimensional real vector bundle ζ, an almost complex struc-
ture on ζ is a GL(n,C) < GL(2n,R) structure on its associated principal
bundle. An almost complex structure on a manifold is an almost complex
structure on its tangent bundle.

We now study two examples of vector bundle structures in some detail:
Euclidean structures, and orientations.

Example 1: O(n) - structures and Euclidean structures on vector
bundles.
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Recall that a Euclidean vector space is a real vector space V together with a
positive definite quadratic function

µ : V → R.

Specifically, the statement that µ is quadratic means that it can written in
the form

µ(v) =
∑
i

αi(v)βi(v)

where each αi and βi : V → R is linear. The statement that µ is positive
definite means that

µ(v) > 0 for v 6= 0.

Positive definite quadratic functions arise from, and give rise to inner prod-
ucts (i.e symmetric bilinear pairings (v, w)→ v · w) defined by

v · w =
1

2
(µ(v + w)− µ(v)− µ(w)).

Notice that if we write |v| = √v · v then |v|2 = µ(v). So in particular there is
a metric on V .

This notion generalizes to vector bundles in the following way.

Definition 2.8. A Euclidean vector bundle is a real vector bundle ζ : p : E →
B together with a map

µ : E → R

which when restricted to each fiber is a positive definite quadratic function.
That is, µ induces a Euclidean structure on each fiber.

Exercise.

Show that an O(n) - structure on a vector bundle ζ gives rise to a Euclidean
structure on ζ. Conversely, a Euclidean structure on ζ gives rise to an O(n) -
structure.

Hint. Make the constructions directly in terms of the clutching functions.

In the next chapter we will discuss smooth, or differentiable manifolds.
As we will see, every such manifold comes equipped with a tangent bundle
τM →M . The following concept is fundamental in Differential Geometry.

Definition 2.9. A smooth Euclidean structure on the tangent bundle µ :
τM → R is called a Riemannian structure on M .
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Exercises.
1. Existence theorem for Euclidean metrics. Using a partition of unity, show
that any vector bundle over a paracompact space can be given a Euclidean
structure.

2. Isometry theorem. Let µ and µ′ be two different Euclidean structures on
the same vector bundle ζ : p : E → B. Prove that there exists a self map of
vector bundles f : E → E which is a homeomorphism on the total space, and
which carries each fiber isomorphically onto itself, so that the composition
µ ◦ f : E → R is equal to µ′. (Hint. Use the fact that every positive definite
matrix A can be expressed uniquely as the square of a positive definite
matrix

√
A. The power series expansion√

(tI +X) =
√
t(I +

1

2t
X − 1

8t2
X2 +− · · · ),

is valid providing that the characteristic roots of tI +X = A lie between 0
and 2t. This shows that the function A→

√
A is continuous, and in fact

smooth.)

Example 2: SL(n,R) - structures and orientations.

Recall that an orientation of a real n - dimensional vector space V
is an equivalence class of basis for V , where two bases {v1, · · · , vn} and
{w1, · · · , wn} are equivalent (i.e determine the same orientation) if and only
if the change of basis matrix A = (ai,j), where wi =

∑
j ai,jvj has positive

determinant, det(A) > 0. Let Or(V ) be the set of orientations of V . Notice
that Or(V ) is a two point set.

For a vector bundle ζ : p : E → B, an orientation is a continuous choice of
orientations of each fiber. Said more precisely, we may define the “orientation
double cover” Or(ζ) to be the two - fold covering space

Or(ζ) = EGL ×GL(n,R) Or(Rn)

where EGL is the associated principal bundle, and where GL(n,R) acts on
Or(Rn) by matrix multiplication on a basis representing the orientation.

Definition 2.10. ζ is orientable if the orientation double cover Or(ζ) admits
a section. A choice of section is an orientation of ζ.

This definition is reasonable, in that a continuous section of Or(ζ) is a
continuous choice of orientations of the fibers of ζ.

Recall that SL(n,R) < GL(n,R) and SO(n) < O(n) are the sub-
groups consisting of matrices with positive determinants. The following is
now straightforward.
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Theorem 2.7. An n - dimensional vector bundle ζ has an orientation if and
only if it has a SL(n,R) - structure. Similarly a Euclidean vector bundle is
orientable if and only if it has a SO(n) - structure. Choices of these structures
are equivalent to choices of orientations.
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2.2 Pull Backs and Bundle Algebra

In this section we describe the notion of the pull back of a bundle along a
continuous map. We then use it to describe constructions on bundles such as
direct sums, tensor products, symmetric and exterior products, and homo-
morphisms.

2.2.1 Pull Backs

Let p : E → B be a fiber bundle with fiber F . Let A ⊂ B be a subspace. The
restriction of E to A, written E|A is simply given by

E|A = p−1(A).

The restriction of the projection p : E|A → A is clearly still a locally trivial
fibration with fiber F .

This notion generalizes from inclusions of subsets A ⊂ B to general maps
f : X → B in the form of the pull back bundle over X, f∗(E). This bundle is
defined by

f∗(E) = {(x, u) ∈ X × E : f(x) = p(u)}.

Proposition 2.8. The map

pf : f∗(E)→ X

(x, u)→ x

is a locally trivial fibration with fiber F . Furthermore if ι : A ↪→ B is an
inclusion of a subspace, then the pull-back ι∗(E) is equal to the restriction
E|A .

Proof. Let {Uα} be a collection of open sets in B and ψα : Uα×F → p−1(Uα)
local trivializations of the bundle p : E → B. Then {f−1(Uα)} is an open
cover of X, and the maps

ψα(f) : f−1(Uα)× F → p−1
f (f−1(Uα))

defined by (x, y)→ (x, ψα(f(x), y)) are clearly local trivializations.
This proves the first statement in the proposition. The second statement

is obvious.

We now use the pull back construction to define certain algebraic construc-
tions on bundles.
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Let p1 : E1 → B1 and p2 : E2 → B2 be fiber bundles with fibers F1 and
F2 respectively. Then the cartesian product

p1 × p2 : E1 × E2 → B1 ×B2

is clearly a fiber bundle with fiber F1 × F2. In the case when B1 = B2 = B,
we can consider the pull back (or restriction) of this cartesian product bundle
via the diagonal map

∆ : B ↪→ B ×B
x→ (x, x).

Then the pull-back ∆∗(E1×E2)→ B is a fiber bundle with fiber F1×F2.
It is called the internal product, or Whitney sum of the fiber bundles E1 and
E2. It is written

E1 ⊕ E2 = ∆∗(E1 × E2).

Notice that if E1 and E2 are G1 and G2 principal bundles respectively,
then E1 ⊕ E2 is a principal G1 × G2 - bundle. Similarly, if E1 and E2 are n
and m dimensional vector bundles respectively, then E1 ⊕ E2 is an n + m -
dimensional vector bundle. Observe that the clutching functions of E1 ⊕ E2

naturally lie in GL(n,R) × GL(m,R) which is thought of as a subgroup of
GL(n + m,R) consisting of (n + m)× (n + m) - dimensional matrices of the
form (

A 0
0 B

)
where A ∈ GL(n,R) and B ∈ GL(m,R).

We now describe other algebraic constructions on vector bundles. The
first is a generalization of the fact that given a subspace of a vector space, the
ambient vector space splits as a direct sum of the subspace and the quotient
space.

Let η : Eη → B be a k - dimensional vector bundle and let ζ : Eζ → B
be an n - dimensional bundle. Let ι : η ↪→ ζ be a linear embedding of vector
bundles. So on each fiber ι is a linear embedding of a k - dimensional vector
space into an n - dimensional vector space. Define ζ/η to be the vector bundle
whose fiber at x is Eζx/E

η
x .

Exercise.

Verify that ζ/η is an n− k - dimensional vector bundle over B.

Theorem 2.9. There is a splitting of vector bundles

ζ ∼= η ⊕ ζ/η.
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Proof. Give ζ a Euclidean structure. Define η⊥ ⊂ ζ to be the subbundle whose
fiber at x is the orthogonal complement

Eη
⊥

x = {v ∈ Eζx : v · w = 0 for all w ∈ Eηx}

Then clearly there is an isomorphism of bundles

η ⊕ η⊥ ∼= ζ.

Moreover the composition
η⊥ ⊂ ζ → ζ/η

is also an isomorphism. The theorem follows.

Corollary 2.10. Let ζ be a Euclidean n - dimensional vector bundle. Then
ζ has a O(k)×O(n− k) - structure if and only if ζ admits a k - dimensional
subbundle η ⊂ ζ.

We now describe the dual of a vector bundle. So let ζ : Eζ → B be an
n - dimensional bundle. Its dual, ζ∗ : Eζ

∗ → B is the bundle whose fiber at
x ∈ B is the dual vector space Eζ

∗

x = Hom(Eζ ,R). If

{φα,β : Uα ∩ Uβ → GL(n,R)}

are clutching functions for ζ, then

{φ∗α,β : Uα ∩ Uβ → GL(n,R)}

form the clutching functions for ζ∗, where φ∗α,β(x) is the adjoint (transpose)
of φα,β(x). The dual of a complex bundle is defined similarly.

Exercise.

Prove that ζ and ζ∗ are isomorphic vector bundles. Hint. Give ζ a Euclidean
structure.

Now let η : Eη → B be a k - dimensional, and as above, ζ : Eζ → B an
n - dimensional bundle. We define the tensor product bundle η ⊗ ζ to be the
bundle whose fiber at x ∈ B is the tensor product of vector spaces, Eηx ⊗Eζx.
The clutching fucntions can be thought of as compositions of the form

φη⊗ζα,β : Uα ∩ Uβ
φηα,β×φ

ζ
α,β−−−−−−−→ GL(k,R)×GL(n,R)

⊗−−−−→ GL(kn,R)

where the tensor product of two linear transformations A : V1 → V2 and
B : W1 →W2 is the induced linear transformation A⊗B : V1⊗W1 → V2⊗W2.
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With these two constructions we are now able to define the “homomor-
phism bundle”, Hom(η, ζ). This will be the bundle whose fiber at x ∈ B is
the k ·m - dimensional vector space of linear transformations

Hom(Eηx , E
ζ
x) ∼= (Eηx)∗ ⊗ Eζx.

So as bundles we can define

Hom(η, ζ) = η∗ ⊗ ζ.

Observation. A bundle homomorphsim θ : η → ζ assigns to every x ∈ B
a linear transformation of the fibers, θx : Eηx → Eζx. Thus a bundle homomor-
phism can be thought of as a section of the bundle Hom(η, ζ). That is, there
is a bijection between the space of sections, Γ(Hom(η, ζ)) and the space of
bundle homomorphisms, {θ : η → ζ}.

2.3 The homotopy invariance of fiber bundles

The goal of this section is to prove the following theorem, establishing the
homotopy invariance of fiber bundles. This will be very important in applica-
tions, as we will see in chapter 5.

Theorem 2.11. Let p : E → B be a fiber bundle with fiber F , and let f0 :
X → B and f1 : X → B be homotopic maps, where X is a compact space.
Then the pull - back bundles are isomorphic,

f∗0 (E) ∼= f∗1 (E).

The main step in the proof of this theorem is the basic Covering Homotopy
Theorem for fiber bundles which we now state and prove.

Theorem 2.12. Covering Homotopy theorem. Let p0 : E → B and
q : Z → Y be fiber bundles with the same fiber, F , where B is normal and
locally compact. Let h0 be a bundle map

E
h̃0−−−−→ Z

p

y yq
B −−−−→

h0

Y

Let H : B× I → Y be a homotopy of h0 (i.e h0 = H|B×{0} .) Then there exists
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a covering of the homotopy H by a bundle map

E × I H̃−−−−→ Z

p×1

y yq
B × I −−−−→

H
Y.

Proof. We prove the theorem here when the base space B is compact. The
natural extension is to when B has the homotopy type of a CW - complex.
The proof in full generality can be found in Steenrod’s book [143].

The idea of the proof is to decompose the homotopy H into homotopies
that take place in local neighborhoods where the bundle is trivial. The theorem
is obviously true for trivial bundles, and so the homotopy H can be covered
on each local neighborhood. One then must be careful to patch the coverings
together so as to obtain a global covering of the homotopy H.

Since the space X is compact, we may assume that the pull - back bundle
H∗(Z) → B × I has locally trivial neighborhoods of the form {Uα × Ij},
where {Uα} is a locally trivial covering of B (i.e there are local trivializations
φα,β : Uα×F → p−1(Uα)), and I1, · · · , Ir is a finite sequence of open intervals
covering I = [0, 1], so that each Ij meets only Ij−1 and Ij+1 nontrivially.
Choose numbers

0 = t0 < t1 < · · · < tr = 1

so that tj ∈ Ij ∩ Ij+1. We assume inductively that the covering homotopy

H̃(x, t) has been defined E× [0, tj ] so as to satisfy the theorem over this part.
For each x ∈ B, there is a pair of neighborhoods (W,W ′) such that for

x ∈ W , W̄ ⊂ W ′ and W̄ ′ ⊂ Uα for some Uα. Choose a finite number of such
pairs (Wi,W

′
i ), (i = 1, · · · , s) covering B. Then the Urysohn lemma implies

there is a map ui : B → [tj , tj+1] such that ui(W̄i) = tj+1 and uj(B−W ′i ) = tj .
Define τ0(x) = tj for x ∈ B, and

τi(x) = max(u1(x), · · · , ui(x)), x ∈ B, i = 1, · · · , s.

Then
tj = τ0(x) ≤ τ1(x) ≤ · · · ≤ ts(x) = tj+1.

Define Bi to be the set of pairs (x, t) such that tj ≤ t ≤ τi(x). Let Ei be
the part of E × I lying over Bi. Then we have a sequence of total spaces of
bundles

E × tj = E0 ⊂ E1 ⊂ · · · ⊂ Es = E × [tj , tj+1].

We suppose inductively that H̃ has been defined on Ei−1 and we now define
its extension over Ei.

By the definition of the τ ’s, the set Bi−Bi−1 is contained in W ′i×[tj , tj+1];
and by the definition of the W ’s, W̄ ′i× [tj , tj+1] ⊂ Uα× Ij which maps via H
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to a locally trivial neighborhood, say Vk, for q : Z → Y . Say φk : Vk × F →
q−1(Vk) is a local trivialization. In particular we can define ρk : q−1(Vk)→ F
to be the inverse of φk followed by the projection onto F . We now define

H̃(e, t) = φk(H(x, t), ρ(H̃(e, τi−1(x)))

where (e, t) ∈ Ei − Ei−1 and x = p(e) ∈ B.
It is now a straightforward verification that this extension of H̃ is indeed

a bundle map on Ei. This then completes the inductive step.

We now prove Theorem 2.11 using the covering homotopy theorem.

Proof. Let p : E → B, and f0;X → B and f1 : X → B be as in the
statement of the theorem. Let H : X × I → B be a homotopy with H0 = f0

and H1 = f1. Now by the covering homotopy theorem there is a covering
homotopy H̃ : f∗0 (E)× I → E that covers H : X × I → B. By definition this
defines a map of bundles over X × I, that by abuse of notation we also call
H̃,

f∗0 (E)× I H̃−−−−→ H∗(E)y y
X × I −−−−→

=
X × I.

This is clearly a bundle isomorphism since it induces the identity map on
both the base space and on the fibers. Restricting this isomorphism to X×{1},
and noting that since H1 = f1, we get a bundle isomorphism

f∗0 (E)
H̃−−−−→∼= f∗1 (E)y y

X × {1} −−−−→
=

X × {1}.

This proves Theorem 2.11

Exercise. Prove the following corollary of Theorem 2.11.

Corollary 2.13. Any fiber bundle over a contractible space is trivial.



3

General Background on Differentiable
Manifolds

In geometry one most often studies manifolds that have differentiable struc-
tures. They are precisely the types of spaces on which one can do calculus and
study differential equations. We begin this chapter by defining these “differ-
entiable manifolds”.

Definition 3.1. An n-dimensional topological manifold Mn is a Cr-
differentiable manifold if it admits a Cr-differentiable atlas. This is an atlas
A = {Uα,ΨUα) such that every composition of the form

ΨUβ ◦Ψ−1
Uα

: ΨUα(Uα ∩ Uβ)→ Uα ∩ Uβ → ΨUβ (Uα ∩ Uβ)

is a Cr-diffeomorphism of open sets in Rn. We say that each pair of charts
(Uα,ΨUα) and (Uβ ,ΨUβ ) have a “Cr-overlap”.

We note that a Cr-differentiable manifoldMn with atlasA admits a unique
maximal Cr-atlas Ã containing A. Namely Ã consists of all charts which have
Cr-overlap with every chart of A.

Notice that with this definition, it makes sense to say that a continuous
map between Cr-differentiable manifolds, f : Mn → Nm is Cr- differentiable
at x ∈ Mn if there are charts (U,Φ) around x ∈ Mn and (V,Ψ) around
f(x) ∈ N with f(U) ⊂ V such that the map

Ψ ◦ f ◦ Φ−1 : Φ(U)→ Ψ(V )

is a differentiable map between open sets Φ(U) ⊂ Rn and Ψ(V ) ⊂ Rm. We
say that f is Cr-differentiable if it is Cr-differentiable at every point x ∈Mn.

For the most part, in this book we will be studying the topology of
“smooth”, meaning C∞- differentiable manifolds.

In our definition, we assume that manifolds are always Hausdorff topo-
logical spaces. Recall that this means that any two points x, y ∈ M can be
separated by disjoint open sets. That is, there are open sets U1 ⊂M contain-
ing x and U2 ⊂M containing y with U1 ∩U2 = ∅. Throughout these notes we
will also assume our manifolds are paracompact. Recall that a space X is
paracompact if every open cover U of X has a locally finite refinement. That
is there is another cover V, all of whose open sets are all contained in U , and

37
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so that V is locally finite. That is, each x ∈M lies in only finitely many of the
open sets in V. Recall that a Hausdorff space is paracompact if and only if it
admits a partition of unity subordinate to any open cover U = {Ui, i ∈ Λ}.
Such a partition of unity is a collection of maps ρi : X → [0, 1] so that

• The support supp (ρi) ⊂ Ui, and

• ∑i∈Λ ρi(x) = 1 for every x ∈ X.

3.1 History

In this section we give a brief sketch of the history of differentiable manifolds.
Our sketch follows that of Hirsch’s book [72]. We refer the reader to that
reference for more details.

Historically, the notion of a differentiable manifold grew from geometry
and function theory in the 19th century. Geometers studied curves and sur-
faces in R3, and were mainly interested in local structures, such as curvature,
introduced by Gauss in the early part of the 19th century. Function theorists
were interested in studying “level sets” of differentiable functions F : Rn → R,
i.e the spaces F−1(c) ⊂ Rn for c ∈ R. They observed that for “most” values of
c these level sets are “smooth” and nonsingular. This was part of the analytic
study of “Calculus of Variations”, which let to “Morse theory” in the 20th
century.

In the mid-19th century Riemann broke new ground with the study of what
are now called “Riemann surfaces”. These were historically the first examples
of “abstract manifolds”, which is to say they are not defined to be a subspace
of some Euclidean space. Riemann surfaces represent the global nature of
the analytic continuation process. Riemann also studied topological invariants
of these surfaces, such as the “connectivity” of a surface, which is defined
to be the maximal number of embedded closed curves on a surface whose
union does not disconnect the surface plus one. Riemann showed in the 1860’s
that for compact, orientable surfaces, this number classifies the surface up to
homeomorphism. In particular for a surface of genus g, Riemann’s connectivity
number is 2g + 1.

In the early 20th century, Poincaré studied 3-dimensional manifolds in
his famous treatise, “Analysis Situs”. In that work Poincaré introduced some
notions in Algebraic Topology such as the fundamental group. The famous
“Poincaré Conjecture” which was proved by Perelman nearly a hundred years
later in 2003, states that every simply connected compact 3-dimensional man-
ifold is homeomorphic, and indeed diffeomorphic to the sphere S3.

Poincaré’s conjecture was a statement about the classification of mani-
folds. Such a classification has been a key problem in differential topology
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for the past hundred years. Currently there is great interest and work on the
classification of symmetries (“diffeomorphisms”) of manifolds.

Herman Weyl defined abstract differentiable manifolds in 1912. But it was
not until the work of H. Whitney (1936-1940) when basic geometric and topo-
logical properties of manifolds, such as existence of embeddings into Euclidean
space, were proved. At that time the modern notion of differentiable manifold
became firmly established as a fundamental object in mathematics.

3.2 Examples and Basic Notions

3.2.1 Examples

Consider the following standard examples of differentiable manifolds:

1. Consider the unit sphere Sn ⊂ Rn+1. It has an atlas consisting of two
charts. Let ε > 0 be small. Then define

U1 = {(x1, · · · , xn+1) : xn+1 > −ε}
U2 = {(x1, · · · , xn+1) : xn+1 < ε}

There are natural projections of U1 and U2 onto B1(0) with C∞-overlaps,
thus defining a smooth structure on Sn.

2. Let RPn = Sn/ ∼ where x ∼ −x. This is the (real) projective space. This
is a C∞-n-dimensional manifold. To see a smooth atlas we use “projective
coordinates”. These are obtained by viewing RPn as the quotient of the
nonzero elements of Euclidean space, Rn+1 by the group action of the
nonzero real numbers, R× given by scalar multiplication:

RPn =
(
Rn+1 − {0}

)
/R×.

We describe a point in RPn as the equivalence class of a point in Rn+1−{0},
which we denote using square brackets: [x0, x1, · · · , xn] ∈ RPn. For 0 ≤
i ≤ n define

Ui = {[x0, · · · , xn] ∈ RPn : xi 6= 0}.
Notice that RPn = U0 ∪ · · · ∪ Un and that the map

Ψi : Ui → Rn

[x0, · · · , xn]→ (
x0

xi
, · · · , xi−1

xi
,
xi+1

xi
, · · · , xn

xi
)

defines a homeomorphism of Ui onto Rn. Moreover its easily checked that
these homeomorphisms have C∞-overlaps. Thus {(Ui,Ψi), : i = 0, · · · , n}
is a smooth (C∞ ) atlas for RPn.
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FIGURE 3.1
Charts for Sn

Exercise
Describe atlases for complex projective space CPn and quaternionic projec-

tive space HPn, constructed similarly to the atlas described for RPn described
above, using the complex numbers and the quaternions respectively. Show that
CPn is a differentiable 2n-dimensional manifold, and HPn is a differentiable
4n-dimensional manifold.

3.2.2 The tangent bundle

An important concept in the study of differentiable manifolds is that of a
tangent bundle.

Definition 3.2. Let Mn be a differentiable (C1) n-dimensional manifold with
an atlas U = {Uα : α ∈ Λ}. A tangent vector to M at x ∈M is an equivalence
class of triples (x, α, v) ∈M × Λ× Rn under the equivalence relation

(x, α, v) ∼ (x, β, u)

if D(φβφ
−1
α )(φα(x))(v) = u. The tangent space of M at x, denoted TxM is

defined to be the set of all tangent vectors at x.

Notice that the functions we are differentiating in this definition are defined
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on open subspaces of Euclidean space. More specifically, they are defined on
open sets of the form φα(Uα∩Uβ) ⊂ Rn and take values in φβ(Uα∩Uβ) ⊂ Rn.

We leave it to the reader to verify that TxM is an n-dimensional real vector
space. One can also verify that this definition does not depend on the choice
of atlas or charts. The tangent bundle is defined to be the union of all tangent
spaces

TM =
⋃
x∈M

TxM.

So far TM is defined only set-theoretically. We have yet to discuss its topology.
We do so now as follows:

Definition 3.3. Let U = {(Uα, φα) : α ∈ Λ} be an atlas for a differentiable
n-dimensional manifold Mn. Define the tangent bundle

TM =
∐
α∈Λ

Uα × Rn/ ∼

where (x, v) ∈ Uα × Rn is identified with (x, u) ∈ Uβ × Rn if x ∈ Uα ∩ Uβ
and D(φβφ

−1
α )(φα(x))(v) = u. TM is given the quotient topology under this

identification.

We can give the tangent bundle a more concrete definition in the setting
where Mn is a subset of RL for some L. (We will later prove that every mani-
fold can be appropriately viewed as a subset of Euclidean space of sufficiently
high dimension.)

Assume Mn ⊂ RL. Given x ∈ Mn ⊂ RL, we say that a vector v ∈ RL is
tangent to Mn at x ∈M if there exists an ε > 0 and differentiable curve

γ : (−ε, ε)→Mn ⊂ RL

such that dγ
dt (0) = v.

We define the tangent space TxM
n to be the set of all vectors tangent to

X. Clearly this is an n-dimensional real vector space. Moreover we can now
topologize the tangent bundle as a subspace of RL × RL:

TMn =
⋃
x∈M

TxM
n ⊂ RL × RL

v ∈ TxMn → (x, v).

There is a natural continuous projection map

p : TM →M

v ∈ TxM →M. (3.1)

Exercise Prove that the two definitions of tangent bundle given above are
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equivalent, when the manifold Mn is a submanifold of RL. By “equivalent”
we mean that each of the definitions define vector bundles TM → M which
are isomorphic (as vector bundles).

A differentiable section of the tangent bundle σ : Mn → TMn is called
a vector field. At every point of the manifold, a section picks out a tangent
vector. The question of which manifolds admit a nowhere zero vector field, and
if so, how many linearly independent vector fields are possible, has long been
a fundamental question in differential topology. (A collection of vector fields
are linearly independent if they pick out linearly independent tangent vectors
at every point.) A manifold is called parallelizable if its tangent bundle is
trivial. Notice that a parallelizable manifold of dimension n admits n linearly
independent vector fields.

Exercises

1. Show that a manifold Mn is parallelizable if and only if it admits n
linearly independent vector fields.

2. Show that the unit sphere Sn admits a nowhere zero vector field if n is
odd.

3. If Sn admits a nowhere zero vector field show that the identity map of
Sn is homotopic to the antipodal map. For n even show that the antipodal
map of Sn is homotopic to the reflection

r(x1, · · · , xn+1) = (−x1, x2, · · · , xn+1);

and therefore has degree −1. Combining these facts, show that Sn is not
parallelizable for n even, n ≥ 2.

3.2.3 The implicit and inverse function theorems, embed-
dings and immersions

We assume the reader is familiar with the following basic theorems from the
analysis of differentiable maps on Euclidean space. We observe that they are
local theorems, and so can be used to study differentiable manifolds and maps
between them.

Theorem 3.1. (The Implicit Function Theorem - the surjective version) Let
U ⊂ Rm be an open subspace and f : U → Rn a Cr-map, where r ≥ 1. For
p ∈ U , assume f(p) = 0. Suppose the derivative at p,

Dfp : Rm → Rn

is surjective. Then there is a local diffeomorphism φ of Rm at 0 such that
φ(0) = p and

f ◦ φ(x1, · · · , xn, · · · , xm) = (x1, · · · , xn).

That is, f ◦ φ is the projection onto the first n-coordinates.
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There is another version of the implicit function theorem when the deriva-
tive is injective.

Theorem 3.2. (The Implicit Function Theorem - the injective version) Let
U ⊂ Rm be an open set and f : U → Rn a Cr-map, where r ≥ 1. Let q ∈ Rn
be such that 0 ∈ f−1(q). Suppose that

Df0 : Rm → Rn

is injective. Then there is a local diffeomorphism ψ of Rn such that ψ(q) = 0
and

ψ ◦ f(x1, · · · , xm) = (x1, · · · , xm, 0, 0, · · · , 0) ∈ Rn.

That is ψ ◦ f is the inclusion of the first m-coordinate axes.

Finally, consider the following theorem, which is equivalent to the implicit
function theorems.

Theorem 3.3. (Inverse Function Theorem) Let U ⊂ Rn be an open set and
f : U → Rn be a Cr-map where r ≥ 1. If p ∈ U is such that Dfp : Rn → Rn is
invertible, then f is a Cr-local diffeomorphism at p. That is there is an open
set V ⊂ U ⊂ Rn such that f : V → f(V ) is a diffeomorphism.

We end with the definition of immersion and embedding.

Definition 3.4. Suppose f : Mm → Nn is Cr, for r ≥ 1, where Mm and
Nn are Cr manifolds of dimensions m and n, respectively. We say that f is
immersive at x ∈M if the linear map

Dfx : TxM → Tf(x)N

is injective. f is an immersion if f is immersive at every point x ∈ M . We
use the symbol f : Mm # Nn to mean that f is an immersion.

Definition 3.5. Suppose f : Mm → Nm is Cr, for r ≥ 1, where Mm and
Nn are Cr manifolds of dimensions m and n, respectively. We say that f is
submersive at x ∈M if the linear map

Dfx : TxM → Tf(x)N

is surjective. f is an submersion if f is submersive at every point x ∈M .

Definition 3.6. A Cr-map f : M → N is an embedding if it is an immer-
sion and f maps M homeomorphically onto its image. In this case we write
f : M ↪→ N .

Finally we have the following definition.
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Definition 3.7. Suppose N is a Cr-manifold, r ≥ 1. A subspace A ⊂ N is
a Cr-submanifold if and only if A is the image of a Cr-embedding of some
manifold into N .

Exercises. 1. Prove that the following are C∞- submanifolds of the space of
n× n matrices, Matn,n(R) ∼= Rn2

. Compute their dimensions.

1. GLn(R)

2. SLn(R)

3. SO(n).

2. (a) Let x ∈ Sn, and [x] ∈ RPn be the corresponding element. Consider
the functions fi,j : RPn → R defined by fi,j([x]) = xixj . Show that these func-

tions define a diffeomorphism between RPn and the submanifold of R(n+1)2

consisting of all symmetric (n+ 1)× (n+ 1) matrices A of trace 1 satisfying
AA = A.

(b) Use the above to show that RPn is compact.

The following is an immediate corollary of Implicit Function Theorem (the
injective version).

Proposition 3.4. If f : M → N is an immersion, then it is a local embedding.
That is, around every x ∈M there is an open neighborhood U of x so that the
restriction f : U → N is an embedding.

Exercise Let π : X̃ → X be a covering space. Let Φ be a smooth structure on
X. Prove that there is a smooth structure Φ̃ on X̃ so that π : (X̃, Φ̃)→ (X,Φ)
is an immersion.

3.2.4 Manifolds with boundary

In many areas of mathematics one often confronts spaces whose interiors are
manifolds. A closed disk in Rn is a basic example. It is an example of what
is called a “manifold with boundary”. In this section we define this concept
and describe how the constructions and theorems developed above for smooth
manifolds, can be generalized to “smooth manifolds with boundary”.

Definition 3.8. The “upper half space” Hn ⊂ Rn is the subspace

Hn = {(x1, · · · , xn) ∈ Rn such that xn ≥ 0}.

The boundary points of Hn are those (x1, · · · , xn) with xn = 0.
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An n-dimensional topological manifold with boundary is then a space that
that has charts homeomorphic to open sets in Hn rather than Rn. That is, we
have the following definition, which is completely analogous to Definition 1.1
above.

Definition 3.9. An n-dimensional topological manifold with boundary is a
second countable Hausdorff space Mn with the property that for every x ∈M ,
there is an open neighborhood U containing x and a homeomorphism,

ψU : U
∼=−→ V ⊂ Hn

where V is an open subspace of Hn. The boundary of Mn, written ∂Mn con-
sists of those points p ∈ Mn for which there is an open neighborhood p ∈ U
and a chart ψU : U

∼=−→ V ⊂ Hn where ψU (p) is a boundary point of Hn.
Observe that the condition of p ∈ Mn being a boundary point is independent
of the particular chart used.

We leave it for the reader to check that if Mn is a topological n-manifold
with boundary, then the boundary ∂Mn is a topological (n− 1)-dimensional
manifold (without boundary).

 

FIGURE 3.2
A 2-dimensional manifold with boundary

We need to be careful about the definition of submanifolds in the setting
of manifolds with boundary. First, for k ≤ n, consider a standard inclusion
Hk ↪→ Rn mapping (x1, · · · , xk) to (x1, · · · , xk, 0, · · · 0). A subspace V ⊂ Rn
is a Cr-dimensional submanifold if each x ∈ V belongs to the domain of a
chart φ : U → Rn of Rn such that V ∩ U = φ−1(Hk).

A general definition of a submanifold (with boundary) can be taken to be
the following:
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Definition 3.10. Let M be a Cr-manifold, with or without boundary. A subset
N ⊂ M is a Cr-submanifold if each x ∈ N there is an open set subset U of
M containing x, a Cr embedding g : U ↪→ Rn, such that

N ∩ U = g−1(Hk),

A particularly important type of embedding of one manifold into another
is when one restricts to the boundary of the submanifold, the image of the
embedding lies in the boundary of the ambient manifold. This is called a neat
embedding,

Definition 3.11. An embedding e : N ↪→M of Cr-manifolds is neat if ∂N =
N ∩ ∂M and N is covered by charts (φ,U) of M such that N ∩U = φ−1(Hk).

 

FIGURE 3.3
N1 is neat, N2 and N3 are not.
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3.2.5 Regular Values and transversality

We begin this section with the notion of regular points and values as well as
critical points and values.

Definition 3.12. Suppose f : M → N is a Cr map between Cr manifolds,
where r ≥ 1. A point x ∈ M is called a regular point if f is submersive at x.
If u ∈ M is not a regular point it is called a critical point. f(u) ∈ N is then
called a critical value. If y ∈ N is not a critical value it is called a regular
value. In particular every point y ∈ N that is not in the image of f is a regular
value. If y ∈ N is a regular value, its inverse image f−1(y) ⊂ M is called a
regular level set.

The following is one of the most fundamental theorems in differential topol-
ogy:

Theorem 3.5. (The Regular Value Theorem) Suppose f : Mn → Nk is a
Cr-map between Cr manifolds of dimension n and k respectively. Here r ≥ 1.
If y ∈ M is a regular value, then the regular level set f−1(y) ⊂ Mn is a
Cr-submanifold of dimension n− k.

Proof. Since being a manifold is a local property, it suffices to prove this
theorem in the case when Mn ⊂ Rn is an open set, and N = Rm. The theorem
now follows from the surjective version of the Implicit Function Theorem.

The Regular Value Theorem for manifolds with boundary has the following
formulation.

Theorem 3.6. Let M ba a Cr manifold with boundary, and N a Cr manifold
(with or without boundary). Here we are assuming r ≥ 1. Let f : M → N be
a Cr map. If y ∈ N − ∂N is a regular value for both f and f|∂M , then f−1(y)
is a neat Cr submanifold of M .
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fi

M R

FIGURE 3.4
f is the height function from the torus to the real line. It has 4 critical values.
The level sets of the critical values are shown in red, and regular sets of regular
values, which are all one-dimensional submanifolds, are shown in blue.
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We now want to discuss an important generalization of the concepts in-
volved in the Regular Value Theorem. This is the concept of transversality.
The following is probably the most conceptual setting for transversality.

Let Nn be an n-dimensional manifold, and let A ⊂ N and B ⊂ N be
submanifolds of dimensional p and q respectively.

B
⊂−−−−→ Nx∪

A

We say that A and B have a transverse intersection in N if for every
x ∈ A ∩ B, the tangent spaces of the submanifolds A and B at x, together
span the entire tangent space of the ambient manifold N . That is,

TxA+ TxB = TxN. (3.2)

When A and B have transverse intersection we write A t B. We will see
that such transversal intersections are, in an appropriate sense, generic. We
begin, though, with the following theorem.

Theorem 3.7. Let A and B be submanifolds of the n-dimensional manifold
N , where DimA = p and DimB = q. Suppose furthermore that A t B. The
A ∩B ⊂ N is a submanifold of dimension p+ q − n.

We will actually prove the following generalization of Theorem 3.7.
Let Ap be a p-dimensional manifold and Nn an n-dimensional manifold

with a q-dimensional submanifold Bq ⊂ Nn. Let f : A → N be a smooth
map. We say that f is transverse to B, and write f t B if whenever b ∈ B is
such that f−1(b) is nonempty, then for any x ∈ f−1(b)

Dfx(TxA) + TbB = TbN. (3.3)

Notice that if f : A → N is an embedding, then f t B if and only if the
submanifold given by the image of f has transverse intersection with B. Notice
furthermore that if B = y ∈ N is a point, viewed as a zero dimensional
submanifold, then f t B if and only if y is a regular value of f . This is the
sense in which the notion of transversality is a generalization of the notion of
regular value.

The following is a strengthening of both transversality Theorem 3.7 and
of the Regular Value Theorem 3.5:

Theorem 3.8. Let f : Ap → Nn and Bq ⊂ Nn be as above. Then if f t B,
then the inverse image f−1(B) ⊂ A is a submanifold of codimension n −
q, which is the same as the codimension of B in N . That is, f−1(B) has
dimension p+ q − n.
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Notice that this theorem is precisely the statement of the Regular Value
Theorem when B a point.

Proof. It suffices to prove this theorem locally. By the Implicit Function The-
orem, we can locally replace Bq ⊂ Nn by U × {0} ⊂ U × V , where U ⊂ Rq
and V ⊂ Rn−q are open sets. Notice that

f : Ap → U × V

is transverse to U × {0} if and only if the composition

g : Ap
f−→ U × V project−−−−−→ V

has 0 ∈ V ⊂ Rn−q as a regular value. Sincef−1(U × {0}) = g−1(0), the
theorem follows from the Regular Value Theorem (Theorem 3.5).

A generalization of this theorem to the setting of manifolds with boundary
is the following. The above proof applies to this situation with only minor
modifications.

Theorem 3.9. Suppose Bq ⊂ Nn is a Cr submanifold with boundary. Suppose
that either Bq is neat or Bq ⊂ Nn − ∂Nn, or Bq ⊂ ∂Nn. If f : Ap → Nn is
a Cr map between manifolds with boundary with both f and f|∂Ap transverse
to Bq, the f−1(Bq) is a Cr submanifold and ∂f−1(Bq) = f−1(∂Bq). The
dimension of f−1(Bq) is p+ q − n.

3.3 Bundles and Manifolds

3.3.1 The tangent bundle of Projective Space

We now use these constructions to identify the tangent bundle of projective
spaces, τRPn and τCPn. We study the real case first.

Recall the canonical line bundle, γ1 : Eγ1 → RPn. If [x] ∈ RPn is viewed as
a line in Rn+1, then the fiber Eγ1

[x] is the one dimensional space of vectors in the

line [x]. Thus γ1 has a natural embedding into the trivial n+ 1 - dimensional
bundle ε : RPn × Rn+1 → RPn via

Eγ1 = {([x], u) ∈ RPn × Rn+1 : u ∈ [x]} ↪→ RPn × Rn+1.

Let γ⊥1 be the n - dimensional orthogonal complement bundle of this embed-
ding.
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Theorem 3.10. There is an isomorphism of the tangent bundle with the
homomorphism bundle

τRPn ∼= Hom(γ1, γ
⊥
1 )

Proof. Let p : Sn → RPn be the natural projection. For x ∈ Sn, recall that
the tangent space of Sn can be described as

TxS
n = {(x, v) ∈ Sn × Rn+1 : x · v = 0}.

Notice that (x, v) ∈ TxS
n and (−x,−v) ∈ T−xS

n have the same image in
T[x]RPn under the derivative Dp : τSn → τRPn. Since p is a local diffeomor-
phism, Dp(x) : TxS

n → T[x]RPn is an isomorphism for every x ∈ Sn. Thus
T[x]RPn can be identified with the space of pairs

T[x]RPn = {(x, v), (−x,−v) : x, v ∈ Rn+1, |x| = 1, x · v = 0}.

If x ∈ Sn, let Lx = [x] denote the line through ±x in Rn+1. Then a pair
(x, v), (−x,−v) ∈ T[x]RPn is uniquely determined by a linear transformation

` : Lx → L⊥

`(tx) = tv.

Thus T[x]RPn is canonically isomorphic to Hom(Eγ1
x , E

γ⊥1
x ), and so

τRPn ∼= Hom(γ1, γ
⊥
1 ),

as claimed.

The following description of the τRPn ⊕ ε1 will be quite helpful to us in
future calculations of characteristic classes.

Theorem 3.11. The Whiney sum of the tangent bundle and a trivial line
bundle, τRPn ⊕ ε1 is isomorphic to the Whitney sum of n + 1 copies of the
canonical line bundle γ1,

τRPn ⊕ ε1 ∼= ⊕n+1γ1.

Proof. Consider the line bundle Hom(γ1, γ1) over RPn. This line bundle is
trivial since it has a canonical nowhere zero section

ι(x) = 1 : Eγ1

[x] → Eγ1

[x].
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We therefore have

τRPn ⊕ ε1 ∼= τRPn ⊕Hom(γ1, γ1)

∼= Hom(γ1, γ
⊥
1 )⊕Hom(γ1, γ1)

∼= Hom(γ1, γ
⊥
1 ⊕ γ1)

∼= Hom(γ1, εn+1)
∼= ⊕n+1γ

∗
1

∼= ⊕n+1γ1

as claimed.

The following are complex analogues of the above theorems and are proved
in the same way.

Theorem 3.12.
τCPn ∼=C HomC(γ1, γ

⊥
1 )

and
τCPn ⊕ ε1 ∼= ⊕n+1γ

∗
1 ,

where ∼=C and HomC denote isomorphisms and homomorphisms of complex
bundles, respectively.

Note. γ∗ is not isomorphic as complex vector bundles to γ1. It is iso-
morphic to γ1 with the conjugate complex structure. We will discuss this
phenomenon more later.

3.3.2 K - theory

Let V ect∗(X) = ⊕n≥0V ect
n(X) where, as above, V ectn(X) denotes the set

of isomorphism classes of n - dimensional complex bundles over X. V ect∗R(X)
denotes the analogous set of real vector bundles. In both these cases V ect0(X)
denotes, by convention, the one point set, representing the unique zero dimen-
sional vector bundle.

Now the Whitney sum operation induces pairings

V ectn(X)× V ectm(X)
⊕−−−−→ V ectn+m(X)

which in turn give V ect∗(X) the structure of an abelian monoid. Notice that
it is indeed abelian because given vector bundles η and ζ we have an obvious
isomorphism

η ⊕ ζ ∼= ζ ⊕ η.
The “zero” in this monoid structure is the unique element of V ect0(X).

Given an abelian monoid, A, there is a construction due to Grothendieck
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of its group completion K(A). Formally, K(A) is the smallest abelian group
equipped with a homomorphism of monoids, ι : A → K(A). It is smallest in
the sense if G is any abelian group and φ : A → G is any homomorphism of
monoids, then there is a unique extension of φ to a map of abelian groups
φ̄ : K(A)→ G making the diagram commute:

A
ι−−−−→ K(A)

φ

y yφ̄
G = G

This formal property, called the universal property, characterizes K(A),
and can be taken to be the definition. However there is a much more explicit
description. Basically the group completion K(A) is obtained by formally
adjoining inverses to the elements of A. That is, an element of K(A) can be
thought of as a formal difference α− β, where α, β ∈ A. Strictly speaking we
have the following definition.

Definition 3.13. Let F (A) be the free abelian group generated by the elements
of A, and let R(A) denote the subgroup of F (A) generated by elements of the
form a ⊕ b − (a + b) where a, b ∈ A. Here “⊕” is the group operation in the
free abelian group and “+” is the addition in the monoid structure of A. We
then define the Grothendieck group completion K(A) to be the quotient group

K(A) = F (A)/R(A).

Notice that an element of K(A) is of the form

θ =
∑
i

niai −
∑
j

mjbj

where the ni’s and mj ’s are positive integers, and each ai and bj ∈ A. That
is, by the relations in R(A), we may write

θ = α− β

where α =
∑
i niai ∈ A, and β =

∑
jmjbj ∈ A.

Notice also that the composition ι : A ⊂ F (A)→ F (A)/R(A) = K(A) is a
homomorphism of monoids, and clearly has the universal property described
above. We can now make the following definition.

Definition 3.14. Given a compact space X, its complex and real (or orthog-
onal) K - theories are defined to be the Grothendieck group completions of the
abelian monoids of isomorphism classes of vector bundles:

K(X) = K(V ect∗(X))

KO(X) = K(V ect∗R(X)
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An element α = ζ − η ∈ K(X) is often referred to as a “virtual vector
bundle” over X.

When X is not compact, K(X) and KO(X) will have somewhat different
definitions as we will see when we talk about generalized cohomology theories
in Chapter 10. For the rest of this subsection we will assume that the spaces
we discuss will be compact.

Notice that the discusion of the tangent bundles of projective spaces above
(section 2.2) can be interpreted in K -theoretic language as follows:

Proposition 3.13. As elements of K(CPn), we have the equation

[τCPn] = (n+ 1)[γ∗1 ]− [1]

where [m] ∈ K(X) refers to the class represented by the trivial bundle of
dimension m. Similarly, in the orthogonal K - theory KO(RPn) we have the
equation

[τRPn] = (n+ 1)[γ1]− [1].

Notice that for a point, V ect∗(pt) = Z+, the nonnegative integers, since
there is precisely one vector bundle over a point (i.e vector space) of each
dimension. Thus

K(pt) ∼= KO(pt) ∼= Z.

Notice furthermore that by taking tensor products there are pairings

V ectm(X)× V ectn(X)
⊗−−−−→ V ectmn(X).

The following is verified by a simple check of definitions.

Proposition 3.14. The tensor product pairing of vector bundles gives K(X)
and KO(X) the structure of commutative rings.

Now given a bundle ζ over Y , and a map f : X → Y , we saw in the
previous section how to define the pull-back, f∗(ζ) over X. This defines a
homomorphism of abelian monoids

f∗ : V ect∗(Y )→ V ect∗(X).

After group completing we have the following:

Proposition 3.15. A continuous map f : X → Y induces ring homomor-
phisms,

f∗ : K(Y )→ K(X)

and
f∗ : KO(Y )→ KO(X).
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In particular, consider the inclusion of a basepoint x0 ↪→ X. This induces
a map of rings, called the augmentation,

ε : K(X)→ K(x0) ∼= Z.

This map is a split surjection of rings, because the constant map c : X →
x0 induces a right inverse of ε, c∗ : Z = K(x0) → K(X). Notice that the
augmentation can be viewed as the “dimension” map in that when restricted
to the monoid V ect∗(X), then ε : V ectm(X) → {m} ⊂ Z. Equivalently, on
an element ζ − η ∈ K(X), ε(ζ − η) = dim(ζ) − dim(η). We then define the
reduced K -theory as follows.

Definition 3.15. The reduced K - theory of X, denoted K̃(X) is defined to
be the kernel of the augmentation map

K̃(X) = ker{ε : K(X)→ Z}

and so consists of classes ζ − η ∈ K(X) such that dim(ζ) = dim(η). The
reduced orthogonal K - theory, K̃O(X) is defined similarly.

The following is an immediate consequence of the above observations:

Proposition 3.16. There are natural splittings of rings

K(X) ∼= K̃(X)⊕ Z

KO(X) ∼= K̃O(X)⊕ Z.

Clearly then the reduced K - theory is the interesting part of K - theory.
Notice that a bundle ζ ∈ V ectn(X) determines the element [ζ]− [n] ∈ K̃(X),
where [n] is the K - theory class of the trivial n - dimensional bundle.

The definitions of K - theory are somewhat abstract. The following discus-
sion makes it clear precisely what K - theory measures in the case of compact
spaces.

Definition 3.16. Let ζ and η be vector bundles over a space X. ζ and η are
said to be stably isomorphic if for some m and n, there is an isomorphism

ζ ⊕ εn ∼= η ⊕ εm
where, as above, εk denotes the trivial bundle of dimension k. We let SV ect(X)
denote the set of stable isomorphism classes of vector bundles over X.

Notice that SV ect(X) is also an abelian monoid under Whitney sum, and
that since any two trivial bundles are stably isomorphic, and that adding a
trivial bundle to a bundle does not change the stable isomorphic class, then
any trivial bundle represents the zero element of SV ect(X).
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Theorem 3.17. Let X be a compact space, then SV ect(X) is an abelian
group and is isomorphic to the reduced K -theory,

SV ect(X) ∼= K̃(X).

Proof. A main component of the proof is the following result, which we will
prove in the next chapter when we study the classification of vector bundles.

Theorem 3.18. Every vector bundle over a compact space can be embedded
in a trivial bundle. That is, if ζ is a bundle over a compact space X , then for
sufficiently large N > 0, there is bundle embedding

ζ ↪→ εN .

We use this result in the following way in order to prove the above theorem.
Let ζ be a bundle over a compact space X. Then by this result we can find
an embedding ζ ↪→ εN . Let ζ⊥ be the orthogonal complement bundle to this
embedding. So that

ζ ⊕ ζ⊥ = εN .

Since εN represents the zero element in SV ect(X), then as an equation in
SV ect(X) this becomes

[ζ] + [ζ⊥] = 0.

Thus every element in SV ect(X) is invertible in the monoid structure, and
hence SV ect(X) is an abelian group.

To prove that SV ect(X) is isomorphic to K̃(X), notice that the natural
surjection of V ect∗(X) onto SV ect(X) is a morphism of abelian monoids,
and since SV ect(X) is an abelian group, this surjection extends linearly to a
surjective homomorphism of abelian groups,

ρ : K(X)→ SV ect(X).

Since [εn] = [n] ∈ K(X) maps to zero in SV ect(X) under ρ, this map factors
through a surjective homomorphism from reduced K - theory, which by abuse
of notation we also call ρ,

ρ : K̃(X)→ SV ect(X).

To prove that ρ is a injective (and hence an isomorphism), we will construct
a left inverse to ρ. This is done by considering the composition

V ect∗(X)
ι−−−−→ K(X)→ K̃(X)

which is given by mapping an n - dimensional bundle ζ to [ζ]− [n]. This map
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clearly sends two bundles which are stably isomorphic to the same class in
K̃(X), and hence factors through a homomorphism

j : SV ect(X)→ K̃(X).

By checking its values on bundles, it becomes clear that the composition
j ◦ ρ : K̃(X) → SV ect(X) → K̃(X) is the identity map. This proves the
theorem.

We end this section with the following observation. As we said above, in
the next chapter we will study the classification of bundles. In the process
we will show that homotopic maps induce isomorphic pull - back bundles,
and therefore homotopy equivalences induce bijections, via pulling back, on
the sets of isomorphism classes of bundles. This tells us that K -theory is
a “homotopy invariant” of topological spaces and continuous maps between
them. More precisely, the results of the next chapter will imply the following
important properties of K - theory.

Theorem 3.19. Let X and Y be compact spaces of the homotopy type of CW
complexes. Let f : X → Y and g : X → Y be homotopic maps. then the pull
back homomorphisms are equal

f∗ = g∗ : K(Y )→ K(X)

and
f∗ = g∗ : KO(Y )→ KO(X).

This can be expressed in categorical language as follows: (Notice the simi-
larity of role K - theory plays to cohomology theory in the following theorem.)

Theorem 3.20. The assignments X → K(X) and X → KO∗(X) are
contravariant functors from the category of topological spaces and homotopy
classes of continuous maps to the category of rings and ring homomorphisms.

3.3.3 Differential Forms

In the next two sections we describe certain differentiable constructions on
bundles over smooth manifolds that are basic in geometric analysis. We begin
by recalling some “multilinear algebra”.

Let V be a vector space over a field k. Let T (V ) be the associated tensor
algebra

T (V ) = ⊕n≥0V
⊗n

where V 0 = k. The algebra structure is comes from the natural pairings

V ⊗n ⊗ V ⊗m =−−−−→ V ⊗(n+m).
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Recall that the exterior algebra

Λ(V ) = T (V )/A

where A ⊂ T (V ) is the two sided ideal generated by {a⊗b+b⊗a : a, b ∈ V }.
The algebra Λ(V ) inherits the grading from the tensor algebra, Λ(V ) =

⊕n≥0Λn(V ), and the induced multiplication is called the “wedge product”,
u ∧ v. Recall that if V is an n - dimensional vector space, Λk(V ) is an

(
n
k

)
-

dimensional vector space.
Assume now that V is a real vector space. An element of the dual space,

(V ⊗n)∗ = Hom(V ⊗n,R) is a multilinear form V × · · · × V → R. An element
of the dual space (Λk(V ))∗ is an alternating form, i.e a multilinear function θ
so that

θ(vσ(1), · · · , vσ(k)) = sgn(σ)θ(v1, · · · , vk)

where σ ∈ Σk is any permutation.
Let Ak(V ) = (Λk(V ))∗ be the space of alternating k - forms. Let U ⊂ Rn

be an open set. Recall the following definition.

Definition 3.17. A differential k - form on the open set U ⊂ Rn is a smooth
function

ω : U → Ak(Rn).

By convention, 0 -forms are just smooth functions, f : U → R. Notice that
given such a smooth function, its differential, df assigns to a point x ∈ U ⊂ Rn
a linear map on tangent spaces, df(x) : Rn = TxRn → Tf(x)R = R. That is,
df : U → (Rn)∗, and hence is a one form on U .

Let Ωk(U) denote the space of k - forms on the open set U . Recall that
any k -form ω ∈ Ωk(U) can be written in the form

ω(x) =
∑
I

fI(x)dxI (3.4)

where the sum is taken over all sequences of length k of integers from 1 to n,
I = (i1, · · · , ik), fI : U → R is a smooth function, and where

dxI = dxi1 ∧ · · · ∧ dxik .

Here dxi denotes the differential of the function xi : U ⊂ Rn → R which is
the projection onto the ith - coordinate.

Recall also that there is an exterior derivative,

d : Ωk(U)→ Ωk+1(U)

defined by

d(fdxI) = df ∧ dxI ==

k∑
j=1

∂f

∂xj
dxj ∧ dxI
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A simple calculation shows that d2(ω) = d(dω) = 0, using the symmetry
of second order partial derivatives.

These constructions can be extended to arbitrary differentiable manifolds
in the following way. Given an n - dimensional smooth (C∞) manifold M , let
Λk(T (M)) be the

(
n
k

)
- dimensional vector bundle whose fiber at x ∈M is the

k - fold exterior product, of the tangent space, Λk(TxM).

Exercise.

Define clutching functions of Λk(T (M)) in terms of clutching functions of the
tangent bundle, T (M)

Definition 3.18. A differential k-form on M is a section of the dual bundle,

Λk(T (M))∗ ∼= Λk(T ∗(M)) ∼= Hom(Λk(T (M)), ε1).

That is, the space of k -forms is given by the space of sections,

Ωk(M) = Γ(Λk(T ∗(M))).

So a k -form ω ∈ Ωk(M) assigns to x ∈M an alternating k form on its tangent
space,

ω(x) : TxM × · · · × TxM → R.

and hence given a local chart with a local coordinate system, then locally ω
can be written in the form (3.4).

Since differentiation is a local operation, we may extend the definition of
the exterior derivative of forms on open sets in Rn to all n - manifolds,

d : Ωk(M)→ Ωk+1(M).

In particular, the zero forms are the space of functions, Ω0(M) = C∞(M ;R),
and for f ∈ Ω0(M), then df ∈ Ω1(M) = Γ(T (M)∗) is the 1 -form defined by
the differential,

df(x) : TxM → Tf(x)R = R.

Now as above, d2(ω) = 0 for any form ω. Thus we have a cochain complex,
called the deRham complex,

Ω0(M)
d−−−−→ Ω1(M)

d−−−−→ · · · d−−−−→ Ωk−1(M)
d−−−−→ Ωk(M)

d−−−−→ Ωk+1(M)

d−−−−→ · · · d−−−−→ Ωn(M)
d−−−−→ 0.

(3.5)

Recall that a k - form ω with dω = 0 is called a closed form. A k - form
ω in the image of d, i.e ω = dη for some η ∈ Ωk−1(M) is called an exact
form. The quotient vector space of closed forms modulo exact forms defined
the “deRham cohomology” group:
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Definition 3.19.

Hk
deRham(M) = {closed k - forms}/{exact k - forms}.

The famous de Rham theorem asserts that these cohomology groups are
isomorphic to singular cohomology with R - coefficients. To see the relation-
ship, let Ck(M) be the space of k - dimensional singular chains on M , (i.e the
free abelian group generated by smooth singular simplices σ : ∆k →M), and
let

Ck(M ;R) = Hom(Ck(M),R)

be the space of real valued singular cochains. Notice that a k -form ω gives
rise to a k - dimensional singular cochain in that it acts on a singular simplex
σ : ∆k →M by

〈ω, σ〉 =

∫
σ

ω.

This defines a homomorphism

γ : Ωk(M)→ Ck(M ;R)

for each k.

Exercise. Prove that γ is a map of cochain complexes. That is,

γ(dω) = δγ(ω)

where δ : Ck(M ;R)→ Ck+1(M ;R) is the singular coboundary operator.
Hint. Use Stokes’ theorem.

We refer the reader to [15] for a proof of the deRham Theorem:

Theorem 3.21. The map of cochain complexes,

γ : Ω∗(M)→ C∗(M ;R)

is a chain homotopy equivalence. Therefore it induces an isomorphism in co-
homology

H∗deRham(M)
∼=−−−−→ H∗(M ;R).
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3.3.4 Lie Groups

Lie groups play a central role in bundle theory and in differential topology
and geometry. In this section we give a basic description of Lie groups, their
actions on manifolds (and other spaces), as well as their associated principal
bundles.

Definition 3.20. A Lie group is a topological group G which has the structure
of a differentiable manifold. Moreover the multiplication map

G×G→ G

and the inverse map

G→ G

g → g−1

are required to be differentiable maps.

The following is an important basic property of the differential topology
of Lie groups.

Theorem 3.22. Let G be a Lie group. Then G is parallelizable. That is, its
tangent bundle TG is trivial.

Proof. Let 1 ∈ G denote the identity element, and T1G the tangent space of
G at 1. If G is an n - dimensional manifold, T1G is an n- dimensional vector
space. We define a bundle isomorphism of the tangent bundle TG with the
trivial bundle G× T1(G), which, on the total space level is given by a map

φ : G× T1G −→ TG

defined as follows. Let g ∈ G. Then multiplication by g on the right is a
diffeomorphism

rg : G→ G

x→ xg

Left multiplication `g : G → G is defined similarly. Since rg is a diffeomor-
phism, its derivative is a linear isomorphism at every point:

Drg(x) : TxG
∼=−−−−→ TxgG.

We can now define
φ : G× T1G→ TG

by
φ(g, v) = Drg(1)(v) ∈ TgG.

Clearly φ is a bundle isomorphism.
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If G is a Lie group and M is a smooth manifold with a right G - action.
We say that the action is smooth if the homomorphism µ : G → Homeo(G)
defined by the action factors through a homomorphism

µ : G→ Diffeo(M)

where Diffeo(M) is the group of diffeomorphisms of M .

The following result is originally due to A. Gleason [60], and its proof can
be found in Steenrod’s book [143]. It is quite helpful in studying free group
actions.

Theorem 3.23. Let E be a smooth manifold, having a free, smooth G - action,
where G is a compact Lie group. Then the projection map

p : E → E/G

is a principal G - bundle.

The following was one of the early theorems in fiber bundle theory, ap-
pearing originally in H. Samelson’s thesis. [133]

Corollary 3.24. Let G be a Lie group, and let H < G be a compact subgroup.
Then the projection onto the orbit space

p : G→ G/H

is a principal H - bundle.

3.3.5 Connections and Curvature

In modern geometry, differential topology, and geometric analysis, one often
needs to study not only smooth functions on a manifold, but more generally,
spaces of smooth sections of a vector bundle Γ(ζ). (Notice that sections of
bundles are indeed a generalization of smooth functions in that the space of
sections of the n - dimensional trivial bundle over a manifold M , Γ(εn) =
C∞(M ;Rn) = ⊕nC∞(M ;R).) Similarly, one needs to study differential forms
that take values in vector bundles. These will be defined in this subsection.

Definition 3.21. Let ζ be a smooth finite dimensional vector bundle over a
manifold M . A differential k - form with values in ζ is defined to be a smooth
section of the bundle of homomorphisms, Hom(Λk(T (M)), ζ) = Λk(T (M)∗)⊗
ζ.
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We write the space of k -forms with values in ζ as

Ωk(M ; ζ) = Γ(Λk(T (M)∗ ⊗ ζ)).

The zero forms are simply the space of sections, Ω0(M ; ζ) = Γ(ζ). Notice that
if ζ is the trivial bundle ζ = εn, then one gets standard forms,

Ωk(M ; εn) = Ωk(M)⊗ Rn = ⊕nΩk(M).

Even though spaces of forms with values in a bundle are easy to define,
there is no canonical analogue of the exterior derivative. There do however
exist differential operators

D : Ωk(M ; ζ)→ Ωk+1(M ; ζ)

that satisfy familiar product formulas. These operators are called covariant
derivatives (or connections ) and are related to the notion of a connection on
a principal bundle, which we now define and study.

Let G be a compact Lie group. Recall that the tangent bundle TG has a
canonical trivialization

ψ : G× T1G→ TG

(g, v)→ D(`g)(v)

where for any g ∈ G, `g : G → G is the map given by left multiplication by
g, and D(`g) : ThG → TghG is its derivative. rg and D(rg) will denote the
analogous maps corresponding to right multiplication.

The differential of right multiplication on G defines a right action of G on
the tangent bundle TG. We claim that the trivialization ψ is equivariant with
respect to this action, if we take as the right action of G on T1G to be the
adjoint action:

T1G×G→ T1G

(v, g)→ D(`g−1)(v)D(rg).

Exercise. Verify this claim.

Multiplication in the group G × G → G, defines upon differentiation at
the identity element 1 ∈ G, an algebra structure on T1G:

T1G× T1G→ T1G.

This is called the “Lie algebra” of the group G, and we denote it by g.
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The action G on g described above is referred to as the adjoint represen-
tation of the Lie group G on its Lie algebra g. Now let

p : P →M

be a smooth principal G -bundle over a manifold M . This adjoint representa-
tion induces a vector bundle ad(P ),

ad(P ) : P ×G g→M. (3.6)

This bundle has the following relevance. Let p∗(TM) : p∗(TM) → P be
the pull - back over the total space P of the tangent bundle of M . We have a
surjective map of bundles

TP → p∗(TM).

Define TFP to be the kernel bundle of this map. So the fiber of TFP at
a point y ∈ P is the kernel of the surjective linear transformation Dp(y) :
TyP → Tp(y)M . Notice that the right action of G on the total space of the
principal bundle P defines an action of G on the tangent bundle TP , which
restricts to an action of G on TFP . Furthermore, by recognizing that the fibers
are equivariantly homeomorphic to the Lie group G, the following is a direct
consequence of the above considerations:

Proposition 3.25. TFP is naturally isomorphic to the pull - back of the
adjoint bundle,

TFP ∼= p∗(ad(P )).

Thus we have an exact sequence of G - equivariant vector bundles over P :

0→ p∗(ad(P ))→ TP
Dp−−−−→ p∗(TM)→ 0. (3.7)

Recall that short exact sequences of bundles split as Whitney sums. A
connection is a G - equivariant splitting of this sequence:

Definition 3.22. A connection on the principal bundle P is a G - equiv-
ariant splitting

ωA : TP → p∗(ad(P ))

of the above sequence of vector bundles. That is, ωA defines a G - equivariant
isomorphism

ωA ⊕Dp : TP → p∗(ad(P ))⊕ p∗(TM).

The following is an important description of the space of connections on
P , which we call A(P ).

Proposition 3.26. The space of connections on the principal bundle P ,
A(P ), is an affine space modeled on the infinite dimensional vector space of
one forms on M with values in the bundle ad(P ), Ω1(M ; ad(P )).
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Proof. Consider two connections ωA and ωB ,

ωA, ωB : TP → p∗(ad(P ).

Since these are splittings of the exact sequence 3.7, they are both the identity
when restricted to p∗(ad(P )) ↪→ TP . Thus their difference, ωA − ωB is zero
when restricted to p∗(ad(P )). By the exact sequence it therefore factors as a
composition

ωA − ωB : TP → p∗(TM)
α−−−−→ p∗(ad(P ))

for some bundle homomorphism α : p∗(TM)→ p∗(ad(P )). That is, for every
y ∈ P , α defines a linear transformation

αy : p∗(TM)y → p∗(ad(P ))y.

Hence for every y ∈ P , α defines (and is defined by) a linear transformation

αy : Tp(y)M → ad(P )p(y).

Furthermore, the fact that both ωA and ωB are equivariant splittings says
that ωA−ωB is equivariant, which translates to the fact that αy only depends
on the orbit of y under the G - action. That is,

αy = αyg : Tp(y)M → ad(P )p(y)

for every g ∈ G. Thus αy only depends on p(y) ∈M . Hence for every x ∈M ,
α defnes, and is defined by, a linear transformation

αx : TxM → ad(P )x.

Thus α may be viewed as a section of the bundle of homormorphisms,
Hom(TM, ad(P )), and hence is a one form,

α ∈ Ω1(M ; ad(P )).

Thus any two connections on P differ by an element in Ω1(M ; ad(P )) in this
sense.

Now reversing the procedure, an element β ∈ Ω1(M ; ad(P )) defines an
equivariant homomorphism of bundles over P ,

β : p∗(TM)→ p∗(ad(P )).

By adding the composition

TP
Dp−−−−→ p∗(TM)

β−−−−→ p∗(ad(P ))

to any connection (equivariant splitting)

ωA : TP → p∗(ad(P ))

one produces a new equivariant splitting of TP , and hence a new connection.
The proposition follows.
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Remark. Even though the space of connections A(P ) is affine, it is not, in
general a vector space. There is no “zero” in A(P ) since there is no
pre-chosen, canonical connection. The one exception to this, of course, is
when P is the trivial G - bundle,

P = M ×G→M.

In this case there is an obvious equvariant splitting of TP , which serves as
the “zero” in A(P ). Moreover in this case the adjoint bundle ad(P ) is also
trivial,

ad(P ) = M × g→M.

Hence there is a canonical identification of the space of connections on the
trivial bundle with Ω1(M ; g) = Ω1(M)⊗ g.

Let p : P → M be a principal G - bundle and let ωA ∈ A(P ) be a
connection.

The curvature FA of ωA is a two form

FA ∈ Ω2(M ; ad(P ))

which measures to what extent the splitting ωA commutes with the braket
operation on vector fields. More precisely, let X and Y be vector fields on M .
The connection ωA defines an equivariant splitting of TP and hence defines
a “horizontal” lifting of these vector fields, which we denote by X̃ and Ỹ
respectively.

Definition 3.23. The curvature FA ∈ Ω2(M ; ad(P )) is defined by

FA(X,Y ) = ωA[X̃, Ỹ ].

For those unfamiliar with the bracket operation on vector fields, we refer
you to [142].

Another important construction with connections is the associated covari-
ant derivative which is defined as follows.

Definition 3.24. The covariant derivative induced by the connection ωA

DA : Ω0(M ; ad(P ))→ Ω1(M ; ad(P ))

is defined by
DA(σ)(X) = [X̃, σ].

where X is a vector field on M .

The notion of covariant derivative, and hence connection, extends to vector
bundles as well. Let ζ : p : Eζ → M be a finite dimensional vector bundle
over M .
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Definition 3.25. A connection on ζ (or a covariant derivative) is a linear
transformation

DA : Ω0(M ; ζ)→ Ω1(M ; ζ)

that satisfies the Leibnitz rule

DA(fφ) = df ⊗ φ+ fDA(φ) (3.8)

for any f ∈ C∞(M ;R) and any φ ∈ Ω0(M ; ζ).

Now we can model the space of connections on a vector bundle, A(ζ)
similarly to how we modeled the space of connections on a principal bundle
A(P ). Namely, given any two connections DA and DB on ζ and a function
f ∈ C∞(M ;R), one can take the convex combination

f ·DA + (1− f) ·DB

and obtain a new connection. From this it is not difficult to see the following.
We leave the proof as an exercise to the reader.

Proposition 3.27. The space of connections on the vector bundle ζ, A(ζ)
is an affine space modeled on the vector space of one forms Ω1(M ;End(ζ)),
where End(ζ) is the bundle of endomorphisms of ζ.

Let X be a vector field on M and DA a connection on the vector bundle
ζ. The covariant derivative in the direction of X, which we denote by (DA)X
is an operator on the space of sections of ζ,

(DA)X : Ω0(M ; ζ)→ Ω0(M ; ζ)

defined by
(DA)X(σ) = 〈DA(φ);X〉.

One can then define the curvature FA ∈ Ω2(M ;End(ζ)) by defining its action
on a pair of vector fields X and Y to be

FA(X,Y ) = (DA)X(DA)Y − (DA)Y (DA)X − (DA)[X,Y ]. (3.9)

To interpret this formula notice that a - priori FA(X,Y ) is a second order
differential operator on the space of sections of ζ. However a direct calculation
shows that for f ∈ C∞(M ;R) and σ ∈ Ω0(M ; ζ), then

FA(X,Y )(fσ) = fFA(X,Y )(σ)

and hence FA(X,Y ) is in fact a zero - order operator on Ω0(M ; ζ). But a zero
order operator on the space of sections of ζ is a section of the endomorphism
bundle End(ζ). Thus FA assigns to any pair of vector fields X and Y a section
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of End(ζ). Moreover it is straightforward to check that this assignment is ten-
sorial in X and Y (i.e FA(fX, Y ) = FA(X, fY ) = fFA(X,Y )). Thus FA is an
element of Ω2(M ;End(ζ)). The curvature measures the lack of commutativity
in second order partial covariant derivatives.

Given a connection on a bundle ζ the linear mapping DA : Ω0(M ; ζ) →
Ω1(M ; ζ) extends to a deRham type sequence,

Ω0(M ; ζ)
DA−−−−→ Ω1(M ; ζ)

DA−−−−→ Ω2(M ; ζ)
DA−−−−→ · · ·

where for σ ∈ Ωp(M ; ζ), DA(σ) is the p+ 1 -form defined by the formula

DA(σ)(X0, · · · , Xp) =

p∑
j=0

(−1)j(DA)Xj (σ(X0, · · · , X̂j , · · · , Xp)) (3.10)

+
∑
i<j

(−1)i+jσ([Xi, Xj ], X0, · · · , X̂i, · · · , X̂j , · · · , Xp).

We observe that unlike with the standard deRham exterior derivative
(which can be viewed as a connection on the trivial line bundle), it is not
generally true that DA ◦DA = 0. In fact we have the following, whose proof
is a direct calculation that we leave to the reader.

Proposition 3.28.

DA ◦DA = FA : Ω0(M ; ζ)→ Ω2(M ; ζ)

where in this context the curvature FA is interpreted as a assigning to a section
σ ∈ Ω0(M ; ζ) the 2 - form FA(σ) which associates to vector fields X and Y
the section FA(X,Y )(σ) as defined in (3.9).

Thus the curvature of a connection FA can also be viewed as measuring the
extent to which the covariant derivative DA fails to form a cochain complex
on the space of differential forms with values in the bundle ζ. However it is
always true that the covariant derivative of the curvature tensor is zero. This
is the well known Bianchi identity (see [142] for a complete discussion).

Theorem 3.29. Let A be a connection on a vector bundle ζ. Then

DAFA = 0.

We end this section by observing that if P is a principal G - bundle with
a connection ωA, then any representation of G on a finite dimensional vector
space V induces a connection on the corresponding vector bundle

P ×G V →M.

We refer the reader to [69] and [142] for thorough discussions of the various
ways of viewing connections. [9] has a nice, brief discussion of connections
on principal bundles, and [49] and [90] have similarly concise discussions of
connections on vector bundles.
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3.3.6 The Levi - Civita Connection

Let M be a manifold equipped with a Riemannian structure. Recall that this is
a Euclidean structure on its tangent bundle. In this section we will show how
this structure induces a connection, or covariant derivative, on the tangent
bundle. This connection is called the Levi - Civita connection associated to
the Riemannian structure. Our treatment of this topic follows that of Milnor
and Stasheff [121].

Let DA : Ω0(M ; ζ) → Ω1(M ; ζ) be a connection (or covariant derivative)
on an n - dimensional vector bundle ζ. Its curvature is a two- form with values
in the endomorphism bundle

FA ∈ Ω2(M ;End(ζ)).

The endomorphism bundle can be described alternatively as follows. Let Eζ be
the principal GL(n,R) bundle associated to ζ. Then of course ζ = Eζ⊗GL(n,R)

Rn. The endomorphism bundle can then be described as follows. The proof is
an easy exercise that we leave to the reader.

Proposition 3.30.

End(ζ) ∼= ad(ζ) = Eζ ×GL(n,R) Mn(R)

where GL(n,R) acts on Mn(R) by conjugation,

A ·B = ABA−1.

Let ω be a differential p - form on M with values in End(ζ),

ω ∈ Ωp(M ;End(ζ)) ∼= Ωp(M ; ad(ζ)) = Ωp(M ;Eζ ×GL(n,R) Mn(R)).

Then on a coordinate chart U ⊂M with local trivialization ψ : ζ|U
∼= U ×Cn

for ζ, (and hence the induced coordinate chart and local trivialization for
ad(ζ)), ω can be viewed as an n× n matrix of p -forms on M . We write

ω = (ωi,j).

Of course this description depends on the coordinate chart and local trivial-
ization chosen, but at any x ∈ U , by the above proposition, two trivializations
yield conjugate matrices. That is, if (ωi,j(x)) and (ω′i,j(x)) are two matrix
descriptions of ω(x) defined by two different local trivializations of ζ|U , then
there exists an A ∈ GL(n,C) with

A(ωi,j(x))A−1 = (ω′i,j(x)).

Now suppose the bundle ζ is equipped with a Euclidean structure. As seen
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earlier in this chapter this is equivalent to its associated principal GL(n,R) -
bundle Eζ having a reduction to the structure group O(n). We let EO(n) →M
denote this principal O(n) - bundle.

Now the Lie algebra o(n) of O(n) (i.e the tangent space T1(O(n))) is a
subspace of the Lie algebra of GL(n,R), i.e

o(n) ⊂Mn(R).

The following is well known (see, for example[134]).

Proposition 3.31. The Lie algebra o(n) ⊂Mn(R) is the subspace consisting
of skew symmetric n× n - matrices. That is, A ∈ o(n) if and only if

At = −A

where At denotes the transpose of A.

So if ζ has a Euclidean structure, we can form the adjoint bundle

adO(ζ) = EO(n) ×O(n) o(n) ⊂ Eζ ×GL(n,R) Mn(R) = ad(ζ)

where, again O(n) acts on o(n) by conjugation.
Now suppose DA is an orthogonal connection on ζ. That is, it is induced

by a connection on the principal O(n) - bundle EO(n) →M . The following is
fairly clear, and we leave its proof as an exercise.

Corollary 3.32. If DA is an orthogonal connection on a Euclidean bundle
ζ, then the curvature FA lies in the space of o(n) valued two forms

FA ∈ Ω2(M ; adO(ζ)) ⊂ Ω2(M ; ad(ζ)) = Ω2(M ;End(ζ)).

Furthermore, on a coordinate chart U ⊂M with local trivialization ψ : ζ|U
∼=

U × Cn that preserves the Euclidean structure, we may write the form FA as
a skew - symmetric matrix of two forms,

FA|U = (ωi,j) i, j = 1, · · · , n

where each ωi,j ∈ Ω2(M) and ωi,j = −ωj,i. In fact the connection DA itself
can be written as skew symmetric matrix of one forms

DA|U
= (αi,j)

where each αi,j ∈ Ω1(M).

We now describe the notion of a “symmetric” connection on the cotangent
bundle of a manifold, and then show that if the manifold is equipped with a
Riemannian structure (i.e a Euclidean structure on the (co) - tangent bundle),
then there is a unique symmetric, orthogonal connection on the cotangent
bundle.
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Definition 3.26. A connection DA on the cotangent bundle T ∗M is sym-
metric (or torsion free ) if the composition

Γ(T ∗) = Ω0(M ;T ∗)
DA−−−−→ Ω1(M ;T ∗) = Γ(T ∗ ⊗ T ∗) ∧−−−−→ Γ(Λ2T ∗)

is equal to the exterior derivative d.

In terms of local coordinates x1, · · · , xn, if we write

DA(dxk) =
∑
i,j

Γki,jdxi ⊗ dxj (3.11)

(the functions Γki,j are called the “Christoffel symbols”), then the requirement

that DA is symmetric is that the image
∑
i,j Γki,jdxi ⊗ dxj be equal to the

exterior derivative d(dxk) = 0. This implies that the Christoffel symbols Γki,j
must be symmetric in i and j. The following is straightforward to verify.

Lemma 3.33. A connection DA on T ∗ is symmetric if and only if the co-
variant derivative of the differential of any smooth function

DA(df) ∈ Γ(T ∗ ⊗ T ∗)

is a symmetric tensor. That is, if ψ1, · · · , ψn form a local basis of sections of
T ∗, and we write the corresponding local expression

DA(df) =
∑
i,j

ai,j ψi ⊗ ψj

then ai,j = aj,i.

We now show that the (co)-tangent bundle of a Riemannian metric has a
preferred connection.

Theorem 3.34. The cotangent bundle T ∗M of a Riemannian manifold has
a unique orthogonal, symmetric connection. (It is orthogonal with respect to
the Euclidean structure defined by the Riemannian metric.)

Proof. Let U be an open neighborhood in M with a trivialization

ψ : U × Rn :→ T ∗|U

which preserves the Euclidean structure. ψ defines n orthonormal sections of
T ∗|U , ψ1, · · · , ψn. The ψj ’s constitute an orthonormal basis of one forms on M .

We will show that there is one and only one skew-symmetric matrix (αi,j) of
one forms such that

dψk =
∑

αk,j ∧ ψj .
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We can then define a connection DA on T ∗|U by requiring that

DA(ψk) =
∑

αk,j ⊗ ψj .

It is then clear that DA is the unique symmetric connection which is compati-
ble with the metric. Since the local connections are unique, they glue together
to yield a unique global connection with this property.

In order to prove the existence and uniqueness of the skew symmetric
matrix of one forms (αi,j) we need the following combinatorial observation.

Any n×n×n array of real valued functions Ai,j,k can be written uniquely
as the sum of an array Bi,j,k which is symmetric in i, j, and an array Ci,j,k
which is skew symmetric in j, k. To see this, consider the formulas

Bi,j,k =
1

2
(Ai,j,k +Aj,i,k −Ak,i,j −Ak,j,i +Aj,k,i +Ai,k,j)

Ci,j,k =
1

2
(Ai,j,k −Aj,i,k +Ak,i,j +Ak,j,i −Aj,k,i −Ai,k,j)

Uniqueness would follow since if an array Di,j,k were both symmetric in i, j
and skew symmetric in j, k, then one would have

Di,j,k = Dj,i,k = −Dj,k,i = −Dk,j,i = Dk,i,j = Di,k,j = −Di,j,k

and hence all the entries are zero.
Now choose functions Ai,j,k such that

dψk =
∑

Ai,j,k ψi ∧ ψj

and set Ai,j,k = Bi,j,k + Ci,j,k as above. It then follows that

dψk =
∑

Ci,j,k ψi ∧ ψj

by the symmetry of the Bi,j,k’s. Then we define the one forms

αk,j =
∑

Ci,j,k ψi.

They clearly form the unique skew symmetric matrix of one forms with dψk =∑
αk,j ∧ ψj . This proves the lemma.

This preferred connection on the (co)tangent bundle of a Riemannian met-
ric is called the Levi - Civita connection. Statements about the curvature of a
metric on a manifold are actually statements about the curvature form of the
Levi - Civita connection associated to the Riemannian metric. For example,
a “flat metric” on a manifold is a Riemannian structure whose correspond-
ing Levi-Civita connection has zero curvature form. As is fairly clear, these
connections form a central object of study in Riemannian geometry.
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Homotopy Theory of Fibrations

In this chapter we study the basic algebraic topological properties of fiber bun-
dles, and their generalizations, “Serre fibrations”. We begin with a discussion
of homotopy groups and their basic properties. We then show that fibrations
yield long exact sequences in homotopy groups and use it to show that the
loop space of the classifying space of a group is homotopy equivalent to the
group. We then develop basic obstruction theory for liftings in fibrations, use
it to interpret characteristic classes as obstructions, and apply them in several
geometric contexts, including vector fields, Spin structures, and classification
of SU(2) - bundles over four dimensional manifolds. We also use obstruction
theory to prove the existence of Eilenberg - MacLane spaces, and to prove
their basic property of classifying cohomology. We then develop the theory
of spectral sequences and then discuss the famous Leray - Serre spectral se-
quence of a fibration. We use it in several applications, including a proof of
the theorem relating homotopy groups and homology groups, a calculation of
the homology of the loop space ΩSn, and a calculation of the homology of the
Lie groups U(n) and O(n).

4.1 Homotopy Groups

We begin by adopting some conventions and notation. In this chapter, unless
otherwise specified, we will assume that all spaces are of the homotopy type of
CW complexes, are connected, and come equipped with a basepoint. When we
write [X,Y ] we mean homotopy classes of basepoint preserving maps X → Y .
Suppose x0 ∈ X and y0 ∈ Y are the basepoints. Then a basepoint preserving
homotopy between basepoint preserving maps f0 and f1 : X → Y is a map

F : X × I → Y

such that each Ft : X × {t} → Y is a basepoint preserving map and F0 = f0

and F1 = f1. If A ⊂ X and B ⊂ Y , are subspaces that contain the basepoints,
(x0 ∈ A, and y0 ∈ B), we write [X,A;Y,B] to mean homotopy classes of maps
f : X → Y so that the restriction f|A maps A to B. Moreover homotopies are
assumed to preserve these subsets as well. That is, a homotopy defining this

73
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equivalence relation is a map F : X × I → Y that restricts to a basepoint
preserving homotopy F : A×I → B. We can now give a careful strict definition
of homotopy groups.

Definition 4.1. The nth homotopy group of a space X with basepoint x0 ∈ X
is defined to be the set

πn(X) = πn(X,x0) = [Sn, X].

Equivalently, this is the set

πn(X) = [Dn, Sn−1;X,x0]

where Sn−1 = ∂Dn is the boundary sphere.

Exercise. Prove that these two definitions are in fact equivalent.

Remarks. 1. It will often helpful to us to use as our model of the disk Dn

the n - cube In = [0, 1]n. Notice that in this model the boundary ∂In

consists of n - tuples (t1, · · · , tn) with ti ∈ [0, 1] where at least one of the
coordinates is either 0 or 1.
2. Notice that for n = 1, this definition of the first homotopy group is the
usual definition of the fundamental group.

So far the homotopy “groups” have only been defined as sets. We now
examine the group structure. To do this, we will define our homotopy groups
via the cube In, which we give the basepoint (0, · · · , 0). Let

f and g : (In, ∂In) −→ (X,x0)

be two maps representing elements [f ] and [g] ∈ πn(X,x0). Define

f · g : In −→ X

by

f · g(t1, t2, · · · , tn) =

{
f(2t1, t2, · · · , tn) for t1 ∈ [0, 1/2]

g(2t− 1, t2, · · · , tn) for t1 ∈ [1/2, 1]

The map f · g : (In, ∂In)→ (X,x0) represents the product of the classes

[f · g] = [f ] · [g] ∈ πn(X,x0).

Notice that in the case n = 1 this is precisely the definition of the product
structure on the fundamental group π1(X,x0). The same proof that this prod-
uct structure is well defined and gives the fundamental group the structure of
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an associative group extends to prove that all of the homotopy groups are in
fact groups under this product structure. We leave the details of checking this
to the reader. We refer the reader to any introductory textbook on algebraic
topology for the details. A good reference is [67].

As we know the fundamental group of a space can be quite complicated.
Indeed any group can be the fundamental group of a space. In particular
fundamental groups can be very much noncommutative. However we recall
the relation of the fundamental group to the first homology group, for which
we again refer the reader to any introductory textbook:

Theorem 4.1. Let X be a connected space. Then the abelianization of the
fundamental group is isomorphic to the first homology group,

π1(X)/[π1, π1] ∼= H1(X)

where [π1, π1] is the commutator subgroup of π1(X).

We also have the following basic result about higher homotopy groups.

Proposition 4.2. For n ≥ 2, the homotopy group πn(X) is abelian.

Proof. Let [f ] and [g] be elements of πn(X) represented by basepoint preserv-
ing maps f : (In, ∂In) → (X,x0) and g : (In, ∂In) → (X,x0), respectively.
We need to find a homotopy between the product maps f · g and g · f defined
above. The following schematic diagram suggests such a homotopy. We leave
it to the reader to make this into a well defined homotopy.

f           g
f

g
f

 g

f

 g

 f

g

g           f
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Now assume A ⊂ X is a subspace containing the basepoint x0 ∈ A.

Definition 4.2. For n ≥ 1 we define the relative homotopy group πn(X,A) =
πn(X,A, x0) to be homotopy classes of maps of pairs

πn(X,A) = [(Dn, ∂Dn, t0); (X,A, x0)].

where t0 ∈ ∂Dn = Sn−1 and x0 ∈ A are the basepoints.

Exercise. Show that for n > 1 the relative homotopy group πn(X,A) is in
fact a group. Notice here that the zero element is represented by any
basepoint preserving map of pairsf : (Dn, ∂In)→ (X,A) that is homotopic
(through maps of pairs) to one whose image lies entirely in A ⊂ X.

Again, let A ⊂ X be a subset containing the basepoint x0 ∈ A, and let
i : A ↪→ X be the inclusion. This induces a homomorphism of homotopy
groups

i∗ : πn(A, x0)→ πn(X,x0).

Also, by ignoring the subsets, a basepoint preserving map f : (Dn, ∂Dn) →
(X,x0) defines a map of pairs f : (Dn, ∂Dn, t0)→ (X,A, x0) which defines a
homomorphism

j∗ : πn(X,x0)→ πn(X,A, x0).

Notice furthermore, that by construction, the composition

j∗ ◦ i∗ : πn(A)→ πn(X)→ πn(X,A)

is zero. Finally, if given a map of pairs g : (Dn, Sn−1, t0)→ (X,A, x0), then we
can restrict g to the boundary sphere Sn−1 to produce a basepoint preserving
map

∂g : (Sn−1, t0)→ (A, x0).

This defines a homomorphism

∂∗ : πn(X,A, x0)→ πn−1(A, x0).

Notice here that the composition

∂∗ ◦ j∗ : πn(X)→ πn(X,A)→ πn−1(A)

is also zero, since the application of this composition to any representing map
f : (Dn, Sn−1) → (X,x0) yields the constant map Sn−1 → x0 ∈ A. We now
have the following fundamental property of homotopy groups. Compare with
the analogous theorem in homology.
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Theorem 4.3. Let A ⊂ X be a subspace containing the basepoint x0 ∈ A.
Then we have a long exact sequence in homotopy groups

· · · ∂∗−→ πn(A)
i∗−→ πn(X)

j∗−→ πn(X,A)
∂∗−→ πn−1(A)→ · · ·
∂∗−→ π1(A)

i∗−→ π1(X)→

Proof. We’ve already observed that j∗◦i∗ and ∂∗◦j∗ are zero. Similarly, i∗◦∂∗
is zero because an element in the image of ∂∗ is represented by a basepoint
preserving map Sn−1 → A that extends to a map Dn → X. Thus the image
under i∗, namely the composition Sn−1 → A ↪→ X has an extension to Dn

and is therefore null homotopic. We therefore have

image(∂∗) ⊂ kernel(i∗)
image(i∗) ⊂ kernel(j∗)
image(j∗) ⊂ kernel(∂∗).

To finish the proof we need to show that all of these inclusions are actually
equalities. Consider the kernel of (i∗). An element [f ] ∈ πn(A) is in ker(i∗)
if and only if the basepoint preserving composition f : Sn → A ⊂ X is null
homotopic. Such a null - homotopy gives an extension of this map to the
disk F : Dn+1 → X. The induced map of pairs F : (Dn+1, Sn) → (X,A)
represents an element in πn+1(X,A) whose image under ∂∗ is [f ]. This proves
that image(∂∗) = kernel(i∗). The other equalities are proved similarly, and
we leave their verification to the reader.

Remark. Even though this theorem is analogous to the existence of exact
sequences for pairs in homology, notice that its proof is much easier.

Notice that π0(X) is the set of path components of X. So a space is (path) -
connected if and only if π0(X) = 0 (i.e the set with one element). We generalize
this notion as follows.

Definition 4.3. A space X is said to be m - connected if πq(X) = 0 for
0 ≤ q ≤ m.

We now do our first calculation.

Proposition 4.4. An n - sphere is n− 1 connected.
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Proof. We need to show that any map Sk → Sn, where k < n is null homo-
topic. Now since spheres can be given the structure of simplicial complexes,
the simplicial approximation theorem says that any map f : Sk → Sn is homo-
topic to a simplicial map (after suitable subdivisions). So we assume without
loss of generality that f is simplicial. But since k < n, the image of f lies in
the k - skeleton of the n - dimensional simplicial complex Sn. In particular
this means that f : Sk → Sn is not surjective. Let y0 ∈ Sn be a point that is
not in the image of f . Then f has image in Sn − y0 which is homeomorphic
to the open disk Dn, and is therefore contractible. This implies that f is null
homotopic.

4.2 Fibrations

In chapter 2, in our discussion of the homotopy invariance of fiber bundles,
we proved that locally trivial fiber bundles satisfy the Covering Homotopy
Theorem 2.11. A generalization of the notion of a fiber bundle, due to Serre,
is simply a map that satisfies this type of property.

Definition 4.4. A Serre fibration is a surjective, continuous map p : E → B
that satisfies the Homotopy Lifting Property for CW - complexes. That is, if
X is any CW - complex and F : X × I → B is any continuous homotopy so
that F0 : X × {0} → B factors through a map f0 : X → E, then there exists
a lifting F̄ : X × I → E that extends f0 on X ×{0}, and makes the following
diagram commute:

X × I F̄−−−−→ E

=

y yp
X × I −−−−→

F
B.

A Hurewicz fibration is a surjective, continuous map p : E → B that satisfies
the homotopy lifting property for all spaces.

Remarks. 1. Obviously every Hurewicz fibration is a Serre fibration. The
converse is false. In these notes, unless otherwise stated, we will deal with
Serre fibrations, which we will simply refer to as fibrations.
2. The Covering Homotopy Theorem implies that a fiber bundle is a
fibration in this sense.

The following is an important example of a fibration.
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Proposition 4.5. Let X be any connected space with basepoint x0 ∈ X. Let
PX denote the space of based paths in X. That is,

PX = {α : I → X : α(0) = x0}.

The path space PX is topologized using the compact - open function space
topology. Define

p : PX → X

by p(α) = α(1). Then PX is a contractible space, and the map p : PX → X
is a fibration, whose fiber at x0, p−1(x0) is the loop space ΩX.

Proof. The fact that PX is contractible is straightforward. For a null homo-
topy of the identity map one can take the map H : PX × I → PX, defined
by H(α, s)(t) = α((1− s)t).

To prove that p : PX → X is a fibration, we need to show it satisfies the
Homotopy Lifting Property. So let F : Y × I → X and f0 : X → PX be maps
making the following diagram commute:

Y × {0} f0−−−−→ PX

∩
y yp

Y × I −−−−→
F

X

Then we can define a homotopy lifting, F̄ : Y × I → PX by defining for
(y, s) ∈ Y × I, the path

F̄ (y, s) : I → X

F̄ (y, s)(t) =

{
f0(y)( 2t

2−s ) for t ∈ [0, 2−s
2 ]

F (y, 2t− 2 + s) for t ∈ [ 2−s
2 , 1]

One needs to check that this definition makes F̄ (y, s)(t) a well defined conti-
nous map and satisfies the boundary conditions

F̄ (y, 0)(t) = f0(y, t)

F̄ (y, s)(0) = x0

F̄ (y, s)(1) = F (y, s)

These verifications are all straightforward.

The following is just the observation that one can pull back the Homotopy
Lifting Property.
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Proposition 4.6. Let p : E → B be a fibration, and f : X → B a continuous
map. Then the pull back, pf : f∗(E)→ X is a fibration, where

f∗(E) = {(x, e) ∈ X × E such that f(x) = p(e)}

and pf (x, e) = x.

The following shows that in the setting of homotopy theory, every map
can be viewed as a fibration in this sense.

Theorem 4.7. Every continuous map f : X → Y is homotopic to a fibration
in the sense that there exists a fibration

f̃ : X̃ → Y

and a homotopy equivalence

h : X
'−−−−→ X̃

making the following diagram commute:

X
h−−−−→
'

X̃

f

y yf̃
Y = Y.

Proof. Define X̃ to be the space

X̃ = {(x, α) ∈ X × Y I such thatα(0) = x.}

where here Y I denotes the space of continuous maps α : [0, 1]→ Y given the
compact open topology. The map f̃ : X̃ → Y is defined by f̃(x, α) = α(1).
The fact that f̃ : X̃ → Y is a fibration is proved in the same manner as
theorem 4.5, and so we leave it to the reader.

Define the map h : X → X̃ by h(x) = (x, εx) ∈ X̃, where εx(t) = x is the
constant path at x ∈ X. Clearly f̃ ◦ h = f so the diagram in the statement of
the theorem commutes. Now define g : X̃ → X by g(x, α) = x. Clearly g ◦ h
is the identity map on X. To see that h ◦ g is homotopic to the identity on
X̃, consider the homotopy F : X̃ × I → X̃, defined by F ((x, α), s) = (x, αs),
where αs : I → X is the path αs(t) = α(st). So in particular α0 = εx and
α1 = α. Thus F is a homotopy between h◦g and the identity map on X̃. Thus
h is a homotopy equivalence, which completes the proof of the theorem.

The homotopy fiber of a map f : X → Y , Ff , is defined to be the fiber of

the fibration f̃ : X̃ → Y defined in the proof of this theorem. That is,
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Definition 4.5. The homotopy fiber Ff of a basepoint preserving map f :
X → Y is defined to be

Ff = {(x, α) ∈ X × Y I such thatα(0) = f(x) andα(1) = y0.}

where y0 ∈ Y is the basepoint.

So for example, the homotopy fiber of the inclusion of the basepoint y0 ↪→
Y is the loop space ΩY . The homotopy fiber of the identity map id : Y → Y
is the path space PY . The homotopy fibers are important invariants of the
map f : X → Y .

The following is the basic homotopy theoretic property of fibrations.

Theorem 4.8. Let p : E → B be a fibration over a connected space B with
fiber F . So we are assuming the basepoint of E, is contained in F , e0 ∈ F ,
and that p(e0) = b0 is the basepoint in B. Let i : F ↪→ E be the inclusion of
the fiber. Then there is a long exact sequence of homotopy groups:

· · · ∂∗−−−−→ πn(F )
i∗−−−−→ πn(E)

p∗−−−−→ πn(B)
∂∗−−−−→ πn−1(F )→

· · · → π1(F )
i∗−−−−→ π1(E)

p∗−−−−→ π1(B).

Proof. Notice that the projection map p : E → B induces a map of pairs

p : (E,F )→ (B, b0).

By the exact sequence for the homotopy groups of the pair (E,F ), 4.3 it is
sufficient to prove that the induced map in homotopy groups

p∗ : πn(E,F )→ πn(B, b0)

is an isomorphism for all n ≥ 1. We first show that p∗ is surjective. So let
f : (In, ∂In)→ (B, b0) represent an element of πn(B). We can think of a map
from a cube as a homotopy of maps of cubes of one lower dimension. Therefore
by induction on n, the homotopy lifting property says that that f : In → B
has a basepoint preserving lifting f̄ : In → E. Since p ◦ f̄ = f , and since
the restriction of f to the boundary ∂In is constant at b0, then the image of
the restriction of f̄ to the boundary ∂In has image in the fiber F . That is, f̄
induces a map of pairs

f̄ : (In, ∂In)→ (E,F )

which in turn represents an element [f̄ ] ∈ πn(E,F ) whose image under p∗ is
[f ] ∈ πn(B, b0). This proves that p∗ is surjective.

We now prove that p∗ : πn(E,F ) → πn(B, b0) is injective. So let f :
(Dn, ∂Dn) → (E,F ) be a map of pairs that represents an element in the
kernel of p∗. That means p ◦ f : (Dn, ∂Dn) → (B, b0) is null homotopic. Let
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F : (Dn, ∂Dn) × I → (B, b0) be a null homotopy between F0 = f and the
constant map ε : Dn → b0. By the Homotopy Lifting Property there exists a
basepoint preserving lifting

F̄ : Dn × I → E

having the properties that p ◦ F̄ = F and F̄ : Dn × {0} → E is equal to
f : (Dn, ∂Dn)→ (E,F ). Since p ◦ F̄ = F maps ∂Dn × I to the basepoint b0,
we must have that F̄ maps ∂Dn × I to p−1(b0) = F . Thus F̄ determines a
homotopy of pairs,

F̄ : (Dn, ∂Dn)× I → (E,F )

with F̄0 = f . Now consider F̄1 : (Dn, ∂Dn)× {1} → E. Now p ◦ F̄1 = F1 = ε :
Dn → b0. Thus the image of F̄1 lies in p−1(b0) = F . Thus F̄ gives a homotopy
of the map of pairs f : (Dn, ∂Dn) → (E,F ) to a map of pairs whose image
lies entirely in F . Such a map represents the zero element of πn(E,F ). This
completes the proof that p∗ is injective, and hence is an isomorphism. As
observed earlier, this is what was needed to prove the theorem.

We now use this theorem to make several important calculations of homo-
topy groups. In particular, we prove the following seminal result of Hopf.

Theorem 4.9.

π2(S2) ∼= π3(S3) ∼= Z.
πk(S3) ∼= πk(S2) for all k ≥ 3. In particular,

π3(S2) ∼= Z, generated by the Hopf map η : S3 → S2.

Proof. Consider the Hopf fibration η : S3 → S2 = CP1 with fiber S1. Recall
that S1 is an Eilenberg - MacLane space K(Z, 1). In other words,

πq(S
1) =

{
Z for q = 1

0 for all other q.

Using this fact in the exact sequence in homotopy groups for the Hopf
fibration η : S3 → S2, together with the fact that πq(S

3) = 0 for q ≤ 2,
one is led to the facts that π2(S2) ∼= π1(S1) = Z, and that η∗ : πk(S3) →
πk(S2) is an isomorphism for k ≥ 3. To examine the case k = 3, consider the
homomorphism (called the Hurewicz homomorphism)

h : π3(S3)→ H3(S3) = Z

defined by sending a class represented by a self map f : S3 → S3, to the image
of the fundamental class in homology, f∗([S

3]) ∈ H3(S3) ∼= Z. Clearly this is
a homomorphism (check this!). Moreover it is surjective since the image of the
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identity map is the fundamental class, and thus generates, H3(S3), H([id]) =
[S3] ∈ H3(S3). Thus π3(S3) contains an integral summand generated by the
identity. In particular, since η∗ : π3(S3) → π3(S2) is an isomorphism, this
implies that π3(S2) contains an integral summand generated by the Hopf map
[η] ∈ π3(S2). The fact that these integral summands generate the entire groups
π3(S3) ∼= π3(S2) will follow once we know that the Hurewicz homomorphism
is an isomorphism in this case. Later in this chapter we will prove the more
general “Hurewicz theorem” that says that for any k > 1, and any (k −
1) - connected space X, the Hurewicz homomorphism is an isomorphism in
dimension k: h : πk(X) ∼= Hk(X).

Remark. As we remarked earlier in these notes. these were the first
nontrivial elements found in the higher homotopy groups of spheres,
πn+k(Sn), and Hopf’s proof of their nontriviality is commonly viewed as the
beginning of modern Homotopy Theory [160]

Before we continue to apply the notion of fibrations to homotopy theory,
we point out that there is a dual notion of a cofibration that is also very im-
portant. Instead of satisfying a homotopy lifting property, cofibratons satisfy
a homotopy extension property,

Definition 4.6. A map ι : A→ X of topological spaces is called a cofibration
if for any map f : X → Y and any homotopy

H : A× [0, 1]→ Y

with H(a, 0) = f(ι(a)), then there is an extension of the homotopy H to X×I,

H̄ : X × [0, 1]→ Y.

so that H̄(x, 0) = f(x) for all x ∈ X, and H̄(ι(a), t) = H(a, t) for all a ∈ A
and t ∈ [0, 1].

Exercise. Show that if X is a CW -complex and A ⊂ X is a subcomplex then
the inclusion map ι : A ↪→ X is a cofibration.

Notice we have the following analogue of Theorem 4.7:

Theorem 4.10. Every map g : A → X is homotopic to a cofibration in the

sense that there is a space X̄ equipped with a deformation retraction j : X
'−→

X̄ and a cofibration
ḡ : A→ X̄

that is homotopic to j ◦ g : A→ X
'−→ X̄.
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Proof. Define X̄ to be the mapping cylinder

X̄ = X ∪ (A× I)/ ∼

where (a, 0) ∈ A × I is identified with g(a) ∈ X. Define ḡ : A → X̄ to be
the inclusion as A × {0}. We leave it to the reader to verify that the pair
(X̄, ḡ : A→ X̄) satisfies the required properties.

Definition 4.7. Let ι : A→ X be a cofibration. The cofiber of ι is the quotient
space X/A defined to be

X/A = X/ ∼
where the equivalence relation is given by ι(a) ∼ ι(b) for any two points a, b ∈
A. Notice that in the case where ι is the inclusion of a subcomplex ι : A ⊂ X
of a CW complex, the cofiber is the quotient complex, X/A.

Exercises.
1. Show that if ι : A → X is a cofibration, it’s cofiber X/A is homotopy

equivalent to the mapping cone

X ∪ι c(A)

where c(A) = A×[0, 1]/A×{1}, and the notationX∪ιc(A) refers to the disjoint
union of X with c(A), modulo the identification (a, 0) ∈ c(A) is identified with
ι(a) ∈ X for all a ∈ A.

2. Show that if ι : A → X is a cofibration, then there is an isomorphism
of homology groups,

H∗(X,A) ∼= H̃∗(X/A).

Remark. . Since any map f : X → Y is homotopic to a cofibration with
cofiber the mapping cone Y ∪f c(X), the mapping cone is sometimes referred
to as the “homotopy cofiber” of f . Notice furthermore that the inclusion of Y
into the mapping cone,

Y ⊂ Y ∪f c(X)

is a cofibration with cofiber the suspension ΣX = c(X)/X × {0}.
We end this section with an application to the “homotopy stability” of the

orthogonal and unitary groups, as well as their classifying spaces.

Theorem 4.11. The inclusion maps

ι : O(n) ↪→ O(n+ 1) and

U(n) ↪→ U(n+ 1)

induce isomorphisms in homotopy groups through dimensions n−2 and 2n−1
respectively.



Homotopy Theory of Fibrations 85

Proof. These statements follow from the existence of fiber bundles

O(n) ↪→ O(n+ 1)→ Sn

and
U(n) ↪→ U(n+ 1)→ S2n+1,

the connectivity of spheres 4.4, and by applying the exact sequence in homo-
topy groups to these fiber bundles.

4.3 Obstruction Theory

In this section we discuss the obstructions to obtaining a lifting to the total
space of a fibration of a map to the base space. As an application we prove the
important “Whitehead theorem” in homotopy theory, and we prove general
results about the existence of cross sections of principal O(n) or U(n) - bun-
dles. We do not develop a formal theory here - we just develop what we will
need for our applications to fibrations. For a full development of obstruction
theory we refer the reader to [159].

Let X be a CW - complex. Recall that its cellular k - chains, Ck(X) is the
free abelian group generated by the k - dimensional cells in X. The co-chains
with coefficients in a group G are defined by

Ck(X,G) = Hom(Ck(X), G).

Theorem 4.12. Let p : E → B be a fibration with fiber F . Let f : X → B
be a continuous map, where X is a CW - complex. Suppose there is a lifting
of the (k − 1) - skeleton f̃k−1 : X(k−1) → E. That is, the following diagram
commutes:

X(k−1) f̃k−1−−−−→ E

∩
y yp
X −−−−→

f
B.

Then the obstruction to the existence of a lifting to the k -skeleton, f̃k : X(k) →
E that extends f̃k−1, is a cochain γ ∈ Ck(X;πk−1(F )). That is, γ = 0 if and
only if such a lifting f̃k exists.
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Proof. We will first consider the special case where X(k) is obtained from
X(k−1) by adjoining a single k -dimensional cell. So assume

X(k) = X(k−1) ∪α Dk

where α : ∂Dk = S(k−1) → Xk−1) is the attaching map. We therefore have
the following commutative diagram:

Sk−1 α−−−−→ X(k−1) f̃k−1−−−−→ E

∩
y ∩

y yp
Dk −−−−→

⊂
X(k−1) ∪α Dk −−−−→

f
B

Notice that f̄k−1 has an extension to X(k−1) ∪α Dk = X(k) that lifts f , if
and only if the composition Dk ⊂ X(k−1) ∪α Dk f−−−−→ B lifts to E in such

a way that it extends f̄k−1 ◦ α.
Now view the composition Dk ⊂ X(k−1) ∪α Dk f−−−−→ B as a map from

the cone on Sk−1 to B, or in other words, as a null homotopyF : Sk−1×I → B
from F0 = p ◦ f̄k−1 ◦ α : Sk−1 → X(k−1) → E → B to the constant map
F1 = ε : S(k−1) → b0 ∈ B. By the Homotopy Lifting Property, F lifts to a
homotopy

F̄ : S(k−1) × I → E

with F̄0 = f̄k−1 ◦α. Thus the extension fk exists on X(k−1) ∪αDk if and only
if this lifting F̄ can be chosen to be a null homotopy of f̄k−1 ◦α. But we know
F̄1 : Sk−1 × {1} → E lifts F1 which is the constant map ε : Sk−1 → b0 ∈ B.
Thus the image of F̄1 lies in the fiber F , and therefore determines an element
γ ∈ πk−1(F ). The homotopy F̄1 can be chosen to be a null homotopy if and
only if F̄1 : Sk−1 → F is null homotopic. (Because combining F̄ with a null
homotopy of F̄1, i.e an extension of F̄1 to a map Dk → F , is still a lifting of
F , since the extension lives in a fiber over a point.) But this is only true if the
homotopy class γ = 0 ∈ πk−1(F ).

This proves the theorem in the case when X(k) = X(k−1)∪αDk. In the gen-
eral case, suppose that X(k) is obtained from X(k−1) by attaching a collection
of k - dimensional disks, indexed on a set, say J . That is,

X(k) = X(k−1)
⋃
j∈J
∪αjDk.

The above procedure assigns to every j ∈ J an “obstruction” γj ∈ πk−1(F ).
An extension f̄k exists if and only if all these obstructions are zero. This
assignment from the indexing set of the k - cells to the homotopy group can
be extended linearly to give a homomorphism γ from the free abelian group
generated by the k - cells to the homotopy group πk−1(F ), which is zero if
and only if the extension f̄k exists. Such a homomorphism γ is a cochain,
γ ∈ Ck(X;πk−1(F )). This completes the proof of the theorem.
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We now discuss several applications of this obstruction theory.

Corollary 4.13. Any fibration p : E → B over a CW - complex with a
contractible fiber F admits a cross section.

Proof. Since πq(F ) = 0 for all q, by the theorem, there are no obstructions to
constructing a cross section inductively on the skeleta of B.

We now use this obstruction theory to prove the well known “Whitehead
Theorem”, one of the most important foundational theorems in homotopy
theory.

Theorem 4.14. Suppose X and Y are CW - complexes and f : X → Y a
continuous map that induces an isomorphism in homotopy groups,

f∗ : πk(X)
∼=−−−−→ πk(Y ) for all k ≥ 0

Then f : X → Y is a homotopy equivalence.

Note. A map between any two topological spaces f : X → Y that induces
an isomorphism in homotopy groups is called a “weak homotopy equivalence”.
This theorem says that if X and Y have the homotopy type of CW complexes,
a weak homotopy equivalence is a homotopy equivalence.

Proof. By 4.7 we can replace f : X → Y by a homotopy equivalent fibration

f̃ : X̃ → Y.

That is, there is a homotopy equivalence h : X → X̃ so that f̃ ◦ h = f .
Since f induces an isomorphism in homotopy groups, so does f̃ . By the exact
sequence in homotopy groups for this fibration, this means that the fiber of
the fibration f̃ : X̃ → Y , i.e the homotopy fiber of f , is aspherical. thus by
4.12 there are no obstructions to finding a lifting g̃ : Y → X̃ of the identity
map of Y . Thus g̃ is a section of the fibration, so that f̃ ◦ g̃ = id : Y → Y . Now
let h−1 : X̃ → X denote a homotopy inverse to the homotopy equivalence h.
Then if we define

g = h−1 ◦ g̃ : Y → X

we then have f ◦ g : Y → Y is given by

f ◦ g = f ◦ h−1 ◦ g̃
= f̃ ◦ h ◦ h−1 ◦ g̃
∼ f̃ ◦ g̃
= id : Y → Y.
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Thus f ◦ g is homotopic to the identity of Y . To show that g ◦ f is homotopic
to the identity of X, we need to construct a homotopy X × I → X that lifts
a homotopy X × I → Y from f ◦ g ◦ f to f . This homotopy is constructed
inductively on the skeleta of X, and like in the argument proving 4.12, one
finds that there are no obstructions in doing so because the homotopy fiber
of f is aspherical. We leave the details of this obstruction theory argument to
the reader. Thus f and g are homotopy inverse to each other, which proves
the theorem.

The following is an immediate corollary.

A “weakly contractible” space is one in which all of its homotopy groups
are zero.

Corollary 4.15. A weakly contractible CW - complex is contractible.

Proof. If X is a weakly contractible CW - complex, then the constant map
to a point, ε : X → pt induces an isomorphism on homotopy groups, and is
therefore, by the above theorem, is a homotopy equivalence.

4.4 Eilenberg - MacLane Spaces

In this section we prove a classification theorem for cohomology. We show that
there are classifying spaces K(G,n) that classify n - dimensional cohomology
with coefficients in G in an appropriate sense. These are Eilenberg - MacLane
spaces. In this section we prove their existence and describe their properties.

4.4.1 Obstruction theory and the existence of Eilenberg -
MacLane spaces

The main goal in this section is to prove the following.

Theorem 4.16. Let G be any abelian group and n an integer with n ≥ 2.
Then there exists a space K(G,n) with

πk(K(G,n)) =

{
G, if k = n,

0, otherwise.
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This theorem will basically be proven using obstruction theory. For this we
will assume the following famous theorem of Hurewicz, which we will prove
later in this chapter. We first recall the Hurewicz homomorphism from homo-
topy to homology.

Let f : (Dn, Sn−1) → (X,A) represent an element [f ] ∈ πn(X,A). Let
σn ∈ Hn(Dn, Sn−1) ∼= Z be a preferred, fixed generator. Define h([f ]) =
f∗(σn) ∈ Hn(X,A). The following is straightforward, and we leave its verifi-
cation to the reader.

Lemma 4.17. The above construction gives a well defined homomorphism

h∗ : πn(X,A)→ Hn(X,A)

called the “Hurewicz homomorphism”.

The following is the “Hurewicz theorem”.

Theorem 4.18. Let X be simply connected, and let A ⊂ X be a simply
connected subspace. Suppose that the pair (X,A) is (n − 1) - connected, for
n > 2. That is,

πk(X,A) = 0 if k ≤ n− 1.

Then the Hurewicz homomorphism h∗ : πn(X,A) → Hn(X,A) is an isomor-
phism.

We now prove the following basic building block type result concerning
how the homotopy groups change as we build a CW - complex cell by cell.

Theorem 4.19. Let X be a simply connected, CW - complex and let

f : Sk → X

be a map. Let X ′ be the mapping cone of f . That is,

X ′ = X ∪f Dk+1

which denotes the union of X with a disk Dk+1 glued along the boundary
sphere Sk = ∂Dk+1 via f . That is we identify t ∈ Sk with f(t) ∈ X. Let

ι : X ↪→ X ′

be the inclusion. Then
ι∗ : πk(X)→ πk(X ′)

is surjective, with kernel equal to the cyclic subgroup generated by [f ] ∈ πk(X).
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Proof. Let g : Sq → X ′ represent an element in πq(X
′) with q ≤ k. By

the cellular approximation theorem, g is homotopic to a cellular map, and
therefore one whose image lies in the q - skeleton of X ′. But for q ≤ k, the q
- skeleton of X ′ is the q - skeleton of X. This implies that

ι∗ : πq(X)→ πq(X
′)

is surjective for q ≤ k. Now assume q ≤ k− 1, then if g : Sq → X ⊂ X ′ is null
homotopic, any null homotopy, i.e extension to the disk G : Dq+1 → X ′ can
be assumed to be cellular, and hence has image in X. This implies that for
q ≤ k − 1, ι∗ : πq(X) → πq(X

′) is an isomorphism. By the exact sequence in
homotopy groups of the pair (X ′, X), this implies that the pair (X ′, X) is k -
connected. By the Hurewicz theorem that says that

πk+1(X ′, X) ∼= Hk+1(X ′, X) = Hk+1(X ∪f Dk+1, X)

which, by analyzing the cellular chain complex for computing H∗(X
′) is Z if

and only if f : Sk → X is zero in homology, and zero otherwise. In particular,
the generator γ ∈ πk+1(X ′, X) is represented by the map of pairs given by
the inclusion

γ : (Dk+1, Sk) ↪→ (X ∪f Dk+1, X)

and hence in the long exact sequence in homotopy groups of the pair (X ′, X),

· · · → πk+1(X ′, X)
∂∗−−−−→ πk(X)

ι∗−−−−→ πk(X ′)→ · · ·

we have ∂∗(γ) = [f ] ∈ πk(X). Thus ι∗ : πk(X) → πk(X ′) is surjective with
kernel generated by [f ]. This proves the theorem.

We will now use this basic homotopy theory result to establish the existence
of Eilenberg - MacLane spaces.

Proof. of Theorem 4.16.
Fix the group G and the integer n ≥ 2. Let {γα : α ∈ A} be a set

of generators of G, where A denotes the indexing set for these generators.
Let {θβ : β ∈ B} be a corresponding set of relations. In other words G is
isomorphic to the free abelian group FA generated by A, modulo the subgroup
RB generated by {θβ : β ∈ B}.

Consider the wedge of spheres
∨
A S

n indexed on the set A. Then by the
Hurewicz theorem,

πn(
∨
A
Sn) ∼= Hn(

∨
A
Sn) ∼= FA.

Now the group RB is a subgroup of a free abelian group, and hence is itself
free abelian. Let

∨
B S

n be a wedge of spheres whose nth - homotopy group
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(which by the Hurewicz theorem is isomorphic to its homology, which is free
abelian) is RB. Moreover there is a natural map

j :
∨
B
Sn →

∨
A
Sn

which, on the level of the homotopy group πn is the inclusion RB ⊂ FA. Let
Xn+1 be the mapping cone of j:

Xn+1 =
∨
A
Sn ∪j

⋃
B
Dn+1

where the disk Dn+1 corresponding to a generator in RB is attached via the
map Sn → ∨

A S
n giving the corresponding element in πn(

∨
A S

n) = FA.
Then by using 4.19 one cell at a time, we see that Xn+1 is an n − 1 -
connected space and πn(Xn) is generated by FA modulo the subgroup RB. In
other words,

πn(Xn+1) ∼= G.

Now inductively assume we have constructed an space Xn+k with

πq(Xn+k) =


0 if q < n,

G if q = n and

0 if n < q ≤ n+ k − 1

Notice that we have begun the inductive argument with k = 1, by the con-
struction of the space Xn+1 above. So again, assume we have constructed
Xn+k, and we need to show how to construct Xn+k+1 with these properties.
Once we have done this, by induction we let k →∞, and clearly X∞ will be
a model for K(G,n).

Now suppose π = πn+k(Xn+k) is has a generating set {γu : u ∈ C}, where C
is the indexing set. Let FC be the free abelian group generated by the elements
in this generating set. Let

∨
u∈C S

n+k
u denote a wedge of spheres indexed by

this indexing set. Then, like above, by applying the Hurewicz theorem we see
that

πn+k(
∨
u∈C

Sn+k
u ) ∼= Hn+k(

∨
C
Sn+k) ∼= FC .

Let
f :
∨
C
Sn+k → Xn+k

be a map which, when restricted to the sphere Sn+k
u represents the generator

γu ∈ π = πn+k(Xn+k). We define Xn+k+1 to be the mapping cone of f :

Xn+k+1 = Xn+k ∪f
⋃
u∈C

Dn+k+1.
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Then by 4.19 we have that πq(Xn+k) → πq(Xn+k+1) is an isomorphism for
q < n+ k, and

πn+k(Xn+k)→ πn+k(Xn+k+1)

is surjective, with kernel the subgroup generated by {γu : u ∈ C}. But since
this subgroup generates π = πn+k(Xn+k) we see that this homomorphism is
zero. Since it is surjective, that implies πn+k(Xn+k+1) = 0. Hence Xn+k+1 has
the required properties on its homotopy groups, and so we have completed our
inductive argument.

4.4.2 The Hopf - Whitney theorem and the classification
theorem for Eilenberg - MacLane spaces

We now know that the Eilenberg - MacLane spaces K(G,n) exist for every n
and every abelian group G, and when n = 1 for every group G. Furthermore,
by their construction in the proof of Theorem refkgnexist they can be chosen
to be CW - complexes. In this section we prove their main property, that is
they classify cohomology.

In order to state the classification theorem properly, we need to recall the
universal coefficient theorem, which says the following.

Theorem 4.20. (Universal Coefficient Theorem) Let G be an abelian group.
Then there is a split short exact sequence

0→ Ext(Hn−1(X);G)→ Hn(X;G)→ Hom(Hn(X), G)→ 0.

Corollary 4.21. If Y is (n− 1) - connected for n > 1, and π = πn(Y ), then

Hn(Y ;π) ∼= Hom(π, π).

Proof. Since Y is (n−1) connected, Hn−1(Y ) = 0, so the universal coefficient
theorem says that Hn(Y ;π) ∼= Hom(Hn(Y ), π). But the Hurewicz theorem
says that the Hurewicz homomorphism h∗ : π = πn(Y ) → Hn(Y ) is an
isomorphism. The corollary follows by combining these two isomorphisms.

For an (n− 1) - connected space Y as above, let ι ∈ Hn(Y ;π) be the class
corresponding to the identity map id ∈ Hom(π, π) under the isomorphism in
this corollary. This is called the fundamental class. Given any other space X,
we therefore have a set map

φ : [X,Y ]→ Hn(X,π)

defined by φ([f ]) = f∗(ι) ∈ Hn(X;π). The classification theorem for Eilenberg
- MacLane spaces is the following.
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Theorem 4.22. For n ≥ 2 and π any abelian group, let K(π, n) denote an
Eilenberg - MacLane space with πn(K(π, n)) = π, and all other homotopy
groups zero. Let ι ∈ Hn(K(π, n);π) be the fundamental class. Then for any
CW - complex X, the map

φ : [X,K(π, n)]→ Hn(X;π)

[f ]→ f∗(ι)

is a bijective correspondence.

We have the following immediate corollary, giving a uniqueness theorem
regarding Eilenberg - MacLane spaces.

Corollary 4.23. Let K(π, n)1 and K(π, n)2 be CW - complexes that are both
Eilenberg - MacLane spaces with the same homotopy groups. Then there is a
natural homotopy equivalence between K(π, n)1 and K(π, n)2.

Proof. Let f : K(π, n)1 → K(π, n)2 be a map whose homotopy class is the
inverse image of the fundamental class under the bijection

φ : [K(π, n)1,K(π, n)2]
∼=−−−−→ Hn(K(π, n)1;π) ∼= Hom(π, π).

This means that f : K(π, n)1 → K(π, n)2 induces the identity map in
Hom(π, π), and in particular induces an isomorphism on πn. Since all other
homotopy groups are zero in both of these complexes, f induces an isomor-
phism in homotopy groups in all dimensions. Therefore by the Whitehead
theorem 4.14, f is a homotopy equivalence.

We begin our proof of this classification theorem by proving a special
case, known as the Hopf - Whitney theorem. This predates knowledge of the
existence of Eilenberg - MacLane spaces.

Theorem 4.24. (Hopf-Whitney theorem) Let Y be any (n − 1) - connected
space with π = πn(Y ). Let X be any n - dimensional CW complex. Then the
map

φ : [X,Y ]→ Hn(X;π)

[f ]→ f∗(ι)

is a bijective correspondence.
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Remark. This theorem is most often used in the context of manifolds, where
it implies that if Mn is any closed, orientable manifold the correspondence

[Mn, Sn]→ Hn(Mn;Z) ∼= Z

is a bijection.

Exercise. Show that this correspondence can alternatively be described as
assigning to a smooth map f : Mn → Sn its degree, deg(f) ∈ Z.

Proof. (Hopf - Whitney theorem) We first set some notation. Let Y be (n−1)
- connected, and have basepoint y0 ∈ Y . Let X(m) denote the m - skeleton
of the n - dimensional complex X. Let Ck(X) = Hk(X(k), X(k−1)) be the
cellular k - chains in X. Alternatively, Ck(X) can be thought of as the free
abelian group on the k - dimensional cells in the CW - decomposition of X.
Let Zk(X) and Bk(X) denote the subgroups of cocycles and coboundaries
respectively. Let Jk be the indexing set for the set of k - cells in this CW -
structure. So that there are attaching maps

αk :
∨
j∈Jk

Skj → X(k)

so that the (k + 1) - skeleton X(k+1) is the mapping cone

X(k+1) = X(k) ∪αk
⋃
j∈Jk

Dk+1
j .

We prove this theorem in several steps, each translating between cellular
cochain complexes or cohomology on the one hand, and homotopy classes of
maps on the other hand. The following is the first step.

Step 1. There is a bijective correspondence between the following set of
homotopy classes of maps of pairs, and the cochain complex with values in π:

φ : [(X(n), X(n−1)), (Y, y0)]→ Cn(X;π).

Proof. A map of pairs f : (X(n), X(n−1)) → (Y, y0) is the same thing as a
basepoint preserving map from the quotient,

f : X(n)/X(n−1) =
∨
j∈Jn

Snj → Y.

So the homotopy class of f defines and is defined by an assignment to every
j ∈ Jn, an element [fj ] ∈ πn(Y ) = π. But by extending linearly, this is the
same as a homomorphism from the free abelian group generated by Jn, i.e
the chain group Cn(X), to π. That is, this is the same thing as a cochain
[f ] ∈ Cn(X;π).



Homotopy Theory of Fibrations 95

Step 2. The map φ : [X,Y ]→ Hn(X;π) is surjective.

Proof. Notice that since X is an n - dimensional CW - complex, all n - dimen-
sional cochains are cocycles, Cn(X;π) = Zn(X;π). So in particular there is a
surjective homomorphism µ : Cn(X;π) = Zn(X;π)→ Zn(X;π)/Bn(X;π) =
Hn(X;π). A check of the definitions of the maps defined so far yields that the
following diagram commutes:

[(X(n), X(n−1)), (Y, y0)]
φ−−−−→∼= Cn(X;π)

ρ

y yµ
[X,Y ] −−−−→

φ
Hn(X;π)

where ρ is the obvious restriction map. By the commutativity of this diagram,
since µ is surjective and φ : [(X(n), X(n−1)), (Y, y0)] → Cn(X;π) is bijective,
then we must have that φ : [X,Y ]→ Hn(X;π) is surjective, as claimed.

In order to show that φ is injective, we will need to examine the coboundary
map

δ : Cn−1(X;π)→ Cn(X;π)

from a homotopy point of view. To do this, recall that the boundary map
on the chain level, ∂ : Ck(X) → Ck−1(X) is given by the connecting ho-
momorphism Hn(X(k), X(k−1))→ Hk−1(X(k−1), X(k−2)) from the long exact
sequence in homology of the triple, (X(k), X(k−1), X(k−2)). This boundary
map can be realized homotopically as follows. Let c(X(k−1)) be the cone on
the subcomplex X(k−1),

c(X(k−1)) = X(k−1) × I/(X(k−1) × {1} ∪ {x0} × I),

which is obviously a contractible space. Consider the mapping cone of the
inclusion X(k−1) ↪→ X(k), X(k)∪c(X(k−1)). By projecting the cone to a point,
there is a projection map

pk : X(k) ∪ c(X(k−1))→ X(k)/X(k−1) =
∨
j∈Jk

Skj

which is a homotopy equivalence. (Note. The fact that this map induces an
isomorphism in homology is straight forward by computing the homology ex-
act sequence of the pair (X(k) ∪ c(X(k−1)), X(k)). The fact that this map is a
homotopy equivalence is a basic point set topological property of CW - com-
plexes coming from the so - called “Homotopy Extension Property”. However
it can be proved directly, by hand, in this case. We leave its verification to the
reader.) Let

uk : X(k) →
∨
j∈Jk

Skj
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be the composition

X(k) ↪→ X(k) ∪ c(X(k−1))
pk−−−−→ X(k)/X(k−1) =

∨
j∈Jk S

k
j .

Then the composition of uk with the attaching map

αk+1 :
∨

j∈Jk+1

Skj → X(k)

(whose mapping cone defines the (k+ 1) - skeleton X(k+1)), is a map between
wedges of k - spheres,

dk+1 :
∨
j∈Jk+1

Skj
αk+1−−−−→ X(k) uk−−−−→ ∨

j∈Jk S
k
j .

The following is immediate from the definitions.

Step 3. The induced map in homology,

(dk+1)∗ : Hk(
∨

j∈Jk+1

Skj )→ Hk(
∨
j∈Jk

Skj )

Ck+1(X)→ Ck(X)

is the boundary homomorphism in the chain complex ∂k+1 : Ck+1(X) →
Ck(X).

Now consider the map

[(X(n), X(n−1)), (Y, y0)]
φ−−−−→∼= Cn(X;π) = Zn(X;π)

µ−−−−→ Hn(X;π).

We then have the following corollary.

Step 4. A map f : X(n)/X(n−1) =
∨
j∈Jn S

n
j → Y has the property that

µ ◦ φ([f ]) = 0 ∈ Hn(X;π)

if and only if there is a map

fn−1 :
∨

j∈J(n−1)

Snj → Y

so that f is homotopic to the composition∨
j∈Jn S

n
j

dn−−−−→ ∨
j∈Jn−1

Snj
fn−1−−−−→ Y.

Proof. Since φ : [(X(n), X(n−1)), (Y, y0)] → Cn(X;π) = Zn(X;π) is a bijec-
tion, µ◦φ([f ]) = 0 if and only if φ([f ]) is in the image of the coboundary map.
The result then follows from step 3.
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Step 5. The composition

X(n) un−−−−→ ∨
j∈Jn S

n
j

dn−−−−→ ∨
j∈Jn−1

Snj

is null homotopic.

Proof. The map un was defined by the composition

X(n) ↪→ X(n) ∪ c(X(n−1)
pn−−−−→
'

∨
j∈Jn S

n
j .

But notice that if we take the quotient X(n) ∪ c(X(n−1)/X(n) we get the
suspension

X(n) ∪ c(X(n−1)/X(n) = ΣX(n−1).

Furthermore, the map between the wedges of the spheres, dn :
∨
j∈Jn S

n
j →∨

j∈Jn−1
Snj is directly seen to be the composition

dn :
∨
j∈Jn

Snj ' X(n) ∪ c(X(n−1)
proj.−−−→ X(n) ∪ c(X(n−1)/X(n) = ΣX(n−1)

Σun−1−−−−→
∨

j∈Jn−1

Snj .

Thus the composition dn ◦ un : X(n) → ∨
j∈Jn S

n
j →

∨
j∈Jn−1

Snj factors
as the composition

X(n) ↪→ X(n) ∪ c(X(n−1)
proj.−−−→ X(n) ∪ c(X(n−1)/X(n) = ΣX(n−1)

Σun−1−−−−→
∨

j∈Jn−1

Snj .

But the composite of the first two terms in this composition,

X(n) ↪→ X(n) ∪ c(X(n−1)
proj.−−−−→ X(n) ∪ c(X(n−1)/X(n)

is clearly null homotopic, and hence so is dn ◦ un.

We now complete the proof of the theorem by doing the following step.

Step. 6. The correspondence φ : [X,Y ]→ Hn(X;π) is injective.

Proof. Let f, g : X → Y be maps with φ([f ]) = φ([g]) ∈ Hn(X;π). Since Y -
is (n− 1) - connected, given any map h : X → Y , the restriction to its (n− 1)
- skeleton is null homotopic. (Exercise. Check this!) Null homotopies define
maps

f̃ , g̃ : X ∪ c(X(n−1))→ Y
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given by f and g respectively on X, and by their respective null homotopies on
the cones, c(X(n−1)). Using the homotopy equivalence pn : X(n)∪c(X(n−1)) '
X(n)/X(n−1) =

∨
j∈Jn S

n
j , we then have maps

f̄ , ḡ : X(n)/X(n−1) → Y

which, when composed with the projection X = X(n) → X(n)/X(n−1) are
homotopic to f and g respectively. Now by the commutativity of the diagram
in step 2, since φ([f ]) = φ([g]), then µ ◦ φ([f̄ ]) = µ ◦ φ([ḡ]). Or equivalently,

µ ◦ φ([f̄ ]− [ḡ]) = 0

where we are using the fact that

[(X(n), X(n−1)), Y ] = [
∨
j∈Jn

Snj , Y ] = ⊕j∈Jnπn(Y )

is a group, and maps to Cn(X;π) as a group isomorphism.
Let ψ : X(n)/X(n−1) → Y represent [f̄ ] − [ḡ] ∈ [

∨
j∈Jn S

n
j , Y ]. Then µ ◦

φ(ψ) = 0. Then by step 4, there is a map ψn−1 :
∨
j∈Jn−1

Snj → Y so that
ψn−1 ◦ dn is homotopic to ψ. Thus the composition

X
proj.−−−−→ X/X(n−1) ψ−−−−→ Y

is homotopic to the composition

X → X(n)/Xn−1 =
∨
j∈Jn S

n
j

dn−−−−→ ∨
j∈Jn−1

Snj
ψn−1−−−−→ Y.

But by step 5, this compostion is null homotopic. Now since ψ represents
[f̄ ]− [ḡ], a null homotopy of the composition

X
proj.−−−−→ X/X(n−1) ψ−−−−→ Y

defines a homotopy between the compositions

X
proj.−−−−→ X/X(n−1) f̄−−−−→ Y and X

proj.−−−−→ X/X(n−1) ḡ−−−−→ Y.

The first of these maps is homotopic to f : X → Y , and the second is homo-
topic to g : X → Y . Hence f ' g, which proves that φ is injective.

We now know that the correspondence φ : [X,Y ]→ Hn(X;π) is surjective
(step 2) and injective (step 6). This completes the proof of this theorem.

We now proceed with the proof of the main classification theorem for
cohomology, using Eilenberg - MacLane spaces, Theorem 4.22.
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Proof. The Hopf Whitney theorem proves this theorem when X is an n -
dimensional CW - complex. We split the proof for general CW - complexes
into two cases.

Case 1. X is n+ 1 - dimensional.
Consider the following commutative diagram

[X,K(π, n)]
φ−−−−→ Hn(X;π)

ρ

y yρ
[X(n),K(π, n)]

φn−−−−→∼= Hn(X(n);π)

(4.1)

where the vertical maps ρ denote the obvious restriction maps, and φn de-
notes the restriction of the correspondence φ to the n - skeleton, which is an
isomorphism by the Hopf - Whitney theorem.

Now by considering the exact sequence for cohomology of the pair
(X,X(n)) = (X(n+1), X(n)), one sees that the restriction map ρ : Hn(X,π)→
Hn(X(n), π) is injective. Using this together with the fact that φn is an iso-
morphism and the commutativity of this diagram, one sees that to show
that φ : [X,K(π, n)] → Hn(X;π) is surjective, it suffices to show that for
γ ∈ Hn(X,π) with ρ(γ) = φn([fn]), where fn : X(n) → K(π, n), then fn can
be extended to a map f : X → K(π, n).

Using the same notation as was used in the proof of the Hopf - Whitney
theorem, since X = X(n+1), we can write

X = X(n) ∪αn+1

⋃
j∈Jn+1

D(n+1)

where αn+1 :
∨
j∈Jn+1

Snj → X(n) is the attaching map. Thus the obstruction

to finding an extension f : X → K(π, n) of the map fn : X(n) → K(π, n), is
the compostion ∨

j∈Jn+1
Snj

αn+1−−−−→ X(n) fn−−−−→ K(π, n).

Now since
∨
j∈Jn+1

Snj is n - dimensional, the Hopf - Whitney theorem says
that this map is determined by its image under φ,

φ([fn ◦ αn+1]) ∈ Hn(
∨

j∈Jn+1

Snj ;π).

But this class is α∗n+1(φ([fn])), which by assumption is α∗n+1(ρ(γ)). But the
composition

Hn(X;π)
ρ−−−−→ Hn(X(n), π)

α∗n+1−−−−→ Hn(
∨
j∈Jn+1

Snj ;π)

are two successive terms in the long exact sequence in cohomology of the
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pair (X(n+1), X(n)) and is therefore zero. Thus the obstruction to finding
the extension f : X → K(π, n) is zero. As observed above this proves that
φ : [X,K(π, n)]→ Hn(X;π) is surjective.

We now show that φ is injective. So suppose φ([f ]) = φ([g]) for f, g : X →
K(π, n). To prove that φ is injective we need to show that this implies that f
is homotopic to g. Let fn and gn be the restrictions of f and g to X(n). That
is,

fn = ρ([f ]) : X(n) → K(π, n) and gn = ρ([g]) : X(n) → K(π, n)

Now by the commutativity of diagram 4.1 and the fact that φn is an isomor-
phism, we have that fn and gn are homotopic maps. Let

Fn : X(n) × I → K(π, n)

be a homotopy between them. That is, F0 = fn : X(n) × {0} → K(π, n) and
F1 = gn : X(n)×{1} → K(π, n). This homotopy defines a map on the (n+ 1)
-subcomplex of X × I defined to be

F̃ : (X × {0}) ∪ (X × {1}) ∪X(n) × I → K(π, n)

where F̃ is defined to be f and g on X ×{0} and X ×{1} respectively, and F
on X(n)×I. But since X is (n+1) - dimensional, X×I is (n+2) - dimensional,
and this subcomplex is its (n + 1) - skeleton. So X × I is the union of this
complex with (n + 2) - dimensional disks, attached via maps from a wedge
of (n + 1) - dimensional spheres. Hence the obstruction to extending F̃ to a
map F : X × I → K(π, n) is a cochain in Cn+2(X × I;πn+1(K(π, n)). But
this group is zero since πn+1(K(π, n)) = 0. Thus there is no obstruction to
extending F̃ to a map F : X × I → K(π, n), which is a homotopy between f
and g. As observed before this proves that φ is injective. This completes the
proof of the theorem in this case.

General Case. Since, by case 1, we know the theorem for (n + 1) -
dimensional CW - complexes, we assume that the dimension of X is ≥ n+ 2.
Now consider the following commutative diagram:

[X,K(π, n)]
φ−−−−→ Hn(X;π)

ρ

y yρ
[X(n+1),K(π, n)]

φn+1−−−−→∼= Hn(X(n+1);π)

where, as earlier, the maps ρ denote the obvious restriction maps, and φn+1

denotes the restriction of φ to the (n + 1) skeleton, which we know is an
isomorphism, by the result of case 1.

Now in this case the exact sequence for the cohomology of the pair
(X,X(n+1)) yields that the restriction map ρ : Hn(X;π) → Hn(X(n+1), π)
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is an isomorphism. Therefore by the commutativity of this diagram, to prove
that φ : [X,K(π, n)] → Hn(X;π) is an isomorphism, it suffices to show that
the restriction map

ρ : [X,K(π, n)]→ [X(n+1),K(π, n)]

is a bijection. This is done by induction on the skeleta X(K) of X, with
K ≥ n + 1. To complete the inductive step, one needs to analyze the ob-
structions to extending maps X(K) → K(π, n) to X(K+1) or homotopies
X(K) × I → K(π, n) to X(K+1) × I, like what was done in the proof of case
1. However in these cases the obstructions will always lie is spaces of cochains
with coefficients in πq(K(π, n)) with q = K orK + 1, and so q ≥ n + 1. But
then πq(K(π, n)) = 0 and so these obstructions will always vanish. We leave
the details of carrying out this argument to the reader.

4.5 Spectral Sequences

One of the great technical achievements of Algebraic Topology was the devel-
opment of spectral sequences. They were originally invented by Leray in the
late 1940’s and since that time have become fundamental calculational tools
in many areas of Geometry, Topology, and Algebra. One of the earliest and
most important applications of spectral sequences was the work of Serre [136]
for the calculation of the homology of a fibration. We divide our discussion
of spectral sequences in these notes into three parts. In the first section we
develop the notion of a spectral sequence of a filtration. In the next section
we discuss the Leray - Serre spectral sequence for a fibration. In the final two
sections we discuss applications: we prove the Hurewicz theorem, calculate
the cohomology of the Lie groups U(n), and O(n), and of the loop spaces
ΩSn. We refer the reader to [109] for a more complete discussion of spectral
sequences.

4.5.1 The spectral sequence of a filtration

A spectral sequence is the algebraic machinery for studying sequences of long
exact sequences that are interelated in a particular way. We begin by illus-
trating this with the example of a filtered complex.

Let C∗ be a chain complex, and let A∗ ⊂ C∗ be a subcomplex. The short
exact sequence of chain complexes

0 −→ A∗ ↪→ C∗ −→ C∗/A∗ −→ 0
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leads to a long exact sequence in homology:

−→ · · · −→ Hq+1(C∗, A∗) −→ Hq(A∗) −→ Hq(C∗) −→ Hq(C∗, A∗) −→ Hq−1(A∗) −→ · · ·

This is useful in computing the homology of the big chain complex, H∗(C∗)
in terms of the homology of the subcomplex H∗(A∗) and the homology of the
quotient complex H∗(C∗, A∗). A spectral sequence is the machinery used to
study the more general situation when one has a filtration of a chain complex
C∗ by subcomplexes

0 = F0(C∗) ↪→ F1(C∗) ↪→ · · · ↪→ Fk(C∗) ↪→ Fk+1(C∗) ↪→ · · · ↪→ C∗ =
⋃
k

Fk(C∗).

Let Dk
∗ be the subquotient complex Dk

∗ = Fk(C∗)/Fk−1(C∗) and so for
each k there is a long exact sequence in homology

−→ Hq+1(Dk
∗) −→ Hq(Fk−1(C∗)) −→ Hq(Fk(C∗)) −→ Hq(D

k
∗) −→ · · ·

By putting these long exact sequences together, in principle one should
be able to use information about ⊕kH∗(Dk

∗) in order to obtain information
about

H∗(C∗) = lim−→
k

H∗(Fk(C∗)).

A spectral sequence is the bookkeeping device that allows one to do this.
To be more specific, consider the following diagram.
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0 0yi yi
Hq(F1(C∗)) Hq−1(F1(C∗))

=−−−−→ Hq−1(D1
∗)yi yi

...
...yi yi

Hq(Fk−p(C∗))
j−−−−→ Hq(D

k−p
∗ )

∂−−−−→ Hq−1(Fk−p−1(C∗))
j−−−−→ Hq−1(Dk−p−1

∗ )yi yi
... Hq−1(Fk−p(C∗))

j−−−−→ Hq−1(Dk−p
∗ )yi yi

...
...yi yi

Hq(Fk−2(C∗)) Hq−1(Fk−3(C∗))yi yi
Hq(Fk−1(C∗))

j−−−−→ Hq(D
k−1
∗ )

∂−−−−→ Hq−1(Fk−2(C∗))
j−−−−→ Hq−1(Dk−2

∗ ))yi yi
Hq(Fk(C∗))

j−−−−→ Hq(D
k
∗)

∂−−−−→ Hq−1(Fk−1(C∗))
j−−−−→ Hq−1(Dk−1

∗ ))yi yi
...

...yi yi
Hq(C∗) Hq−1(C∗)

(4.2)

The columns represent the homology filtration of H∗(C∗) and the three
maps ∂, j, and i combine to give long exact seqences at every level.

Let α ∈ Hq(C∗). We say that α has algebraic filtration k, if α is in the
image of a class αk ∈ Hq(Fk(C∗)) but is not in the image of Hq(Fk−1(C∗)).
In such a case we say that the image j(αk) ∈ Hq(D

k
∗) is a representative of

α. Notice that this representative is not unique. In particular we can add any



104Bundles, Homotopy, and ManifoldsAn introduction to graduate level algebraic and differential topology

class in the image of

d1 = j ◦ ∂ : Hq+1(Dk+1
∗ ) −→ Hq(D

k
∗)

to j(αk) and we would still have a representative of α ∈ Hq(C∗) under the
above definition.

Conversely, let us consider when an arbitrary class β ∈ Hq(D
k
∗) repre-

sents a class in Hq(C∗). By the exact sequence this occurs if and only if
the image ∂(β) = 0, for this is the obstruction to β being in the image of
j : Hq(Fk(C∗)) → Hq(D

k
∗). Furthermore if j(β̃) = β then β represents the

image
i ◦ · · · ◦ i(β̃) ∈ Hq(C∗).

Now ∂(β) = 0 if and only if it lifts all the way up the second vertical tower
in diagram 4.2. The first obstruction to this lifting, (i.e the obstruction to
lifting ∂(β) to Hq−1(Fk−2(C∗)) is that the composition

d1 = j ◦ ∂ : Hq(D
k
∗) −→ Hq−1(Dk−1

∗ )

maps β to zero. That is elements of Hq(C∗) are represented by elements in
the subquotient

ker(d1)/Im(d1)

of Hq(D
k
∗). We use the following notation to express this. We define

Er,s1 = Hr+s(D
r
∗)

and define
d1 = j ◦ ∂ : Er,s1 −→ Er−1,s

1 .

r is said to be the algebraic filtration of elements in Er,s1 and r + s is the
total degree of elements in Er,s1 . Since ∂ ◦ j = 0, we have that

d1 ◦ d1 = 0

and we let

Er,s2 = Ker(d1 : Er,s1 → Er−1,s
1 )/Im(d1 : Er+1,s

1 → Er,s1 )

be the resulting homology group. We can then say that the class α ∈ Hq(C∗)

has as its representative, the class αk ∈ Ek,q−k2 .
Now let us go back and consider further obstructions to an arbitrary class

β ∈ Ek,q−k2 representing a class in Hq(C∗). Represent β as a cycle in E1:
β ∈ Ker(d1 = j ◦ ∂ ∈ Hq(D

k
∗)). Again, β represents a class in Hq(C∗) if and

only if ∂(β) = 0. Now since j ◦ ∂(β) = 0, ∂(β) ∈ Hq−1(Fk−1(C∗)) lifts to a

class, say β̃ ∈ Hq−1Fk−2(C∗). Remember that the goal was to lift ∂(β) all the
way up the vertical tower (so that it is zero). The obstruction to lifting it the
next stage, i.e to Hq−1(Fk−3(C∗)) is that j(β̃) ∈ Hq−1(Dk−2

∗ ). That is, we can
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find such a lifting if and only if j(β̃) = 0. Now the fact that a d1 cycle β has
the property that ∂(β) lifts to Hq−1Fk−2(C∗)) allows to define a map

d2 : Ek,q−k2 −→ Ek−2,q−k+1
2

and more generally,
d2 : Er,s2 −→ Er−2,s+1

2

by composing this lifting with

j : Hs+r−1(Fr−2(C∗)) −→ Hs+r−1(Dr−2
∗ ).

That is, d2 = j ◦ i−1 ◦ ∂. It is straightforward to check that d2 : Er,s2 −→
Er−2,s+1

2 is well defined, and that elements of Hq(C∗) are actually represented
by elements in the subquotient homology groups of E∗,∗2 :

Er,s3 = Ker(d2 : Er,s2 → Er−2,s+1
2 )/Im(d2 : Er+2,s−1

2 → Er,s1 )

Inductively, assume the subquotient homology groups Er,sj have been de-
fined for j ≤ p− 1 and differentials

dj : Er,sj −→ Er−j,s+j−1
j

defined on representative classes in Hr+s(D
r
∗) to be the composition

dj = j ◦ (ij−1 = i ◦ · · · ◦ i)−1 ◦ ∂
so that E∗,∗j+1 is the homology Ker(dj)/Im(dj). We then define

Er,sp = Ker(dp−1 : Er,sp−1 → Er−p+1,s+p−2
p−1 )/Im(dp−1 : Er+p−1,s−p+2

p−1 → Er,sp−1).

Thus Ek,q−kp is a subquotient of Hq(D
k
∗), represented by elements β so that

∂(β) lifts to Hq(Fk−p(C∗)). That is, there is an element β̃ ∈ Hq(Fk−p(C∗)) so
that

ip−1(β̃) = ∂(β) ∈ Hq−1(Fk−1(C∗)).

The obstruction to β̃ lifting to Hq−1(Fk−p−1(C∗)) is j(β) ∈ Hq(D
k−p
∗ ). This

procedure yields a well defined map

dp : Er,sp −→ Er−p,s+p−1
p

given by j ◦ (ip−1)−1 ◦ ∂ on representative classes in Hq(D
k
∗). This completes

the inductive step. Notice that if we let

Er,s∞ = lim−→
p

Er,sp

then Ek,q−k∞ is a subquotient of Hq(D
k
∗) consisting of precisely those classes

represented by elements β ∈ Hq(D
k
∗) so that ∂(β) lifts all the way up the

vertical tower i.e ∂(β) is in the image of ip for all p. This is equivalent to the
condition that ∂(β) = 0 which as observed above is precisely the condition
necessary for β to represent a class in Hq(C∗). These observations can be made
more precise as follows.
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Theorem 4.25. Let Ir,s = Image(Hr+s(Fr(C∗)) −→ Hr+s(C∗)). Then Er,s∞
is isomorphic to the quotient group

Er,s∞
∼= Ir,s/Ir−1,s+1.

Thus the E∗,∗∞ determines H∗(C∗) up to extensions. In particular, if all ho-
mology groups are taken with field coefficients we have

Hq(C∗) ∼=
⊕
r+s=q

Er,s∞ .

In this case we say that {Er,sp , dp} is a spectral sequence starting at Er,s1 =
Hr+s(D

r
∗), and converging to Hr+s(C∗).

Often times a filtration of this type occurs when one has a topological
space X filtered by subspaces,

∗ = X0 ↪→ X1 ↪→ · · · ↪→ Xk ↪→ Xk+1 ↪→ · · · ↪→ X.

An important example is the filtration of a CW - complex X by its skeleta,
Xk = X(k). We get a spectral sequence as above by applying the homology of
the chain complexes to this topological filtration. This spectral sequence con-
verges to H∗(X) with E1 term Er,s1 = Hr+s(Xr, Xr−1). From the construction
of this spectral sequence one notices that chain complexes are irrelevant in this
case; indeed all one needs is the fact that each inclusion Xk−1 ↪→ Xk induces
a long exact sequence in homology.

Exercise. Show that in the case of the filtration of a CW - complex X by
its skeleta, that the E1 -term of the corresponding spectral sequence is the
cellular chain complex, and the E2 - term is the homology of X,

Er,s2 =

{
Hr(X), if s = 0

0 otherwise

Furthermore, show that this spectral sequence “collapses” at the E2 level, in
the sense that

Er,sp = Er,s2 for all p ≥ 2

and hence
Er,s∞ = Er,s2 .

In Chapter 10 we will discuss the notion of a generalized homology theory.
Roughly speaking, a functor h∗(−) is a generalized homology theory. if it
satisfies all the Eilenberg - Steenrod axioms but dimension. In this case the
inclusions of a filtration as above Xk−1 ↪→ Xk induce long exact sequences
in h∗(−), and one gets, by a procedure completely analogous to the above, a
spectral sequence converging to h∗(X) with E1 term

Er,s1 = hr+s(Xr, Xr−1).
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Again, for the skeletal filtration of a CW complex, this spectral sequence is
called the Atiyah - Hirzebruch spectral sequence for the generalized homology
h∗. We will discuss this spectral sequence in more detail in Chapter 10.

4.5.2 The Leray - Serre spectral sequence for a fibration

One of the most important examples of a spectral sequence is the Leray -
Serre spectral sequence of a fibration. Given a fibration F → E → B, the
goal is to understand how the homology of the three spaces (fiber, total space,
base space) are related. In the case of a trivial fibration, E = B × F → B,
the answer to this question is given by the Kunneth formula, which says, that
when taken with field coefficients,

H∗(B × F ; k) ∼= H∗(B; k)⊗k H∗(F : k),

where k is the field.
When p : E → B is a nontrivial fibration with fiber F , one needs a

spectral sequence to study the relation between the homology of E and those
of F and B. This is the Leray-Serre spectral sequence. The idea is to construct
a filtration on a chain complex C∗(E) in terms of the skeletal filtration of a
CW - decomposition of the base space B.

Assume for the moment that p : E → B is a fiber bundle with fiber F . For
the purposes of our discussion we will assume that the base space B is simply
connected. Let B(k) be the k - skeleton of B, and define

E(k) = p−1(B(k)) ⊂ E.

We then have a filtration of the total space E by subspaces

∗ ↪→ E(0) ↪→ E(1) ↪→ · · · ↪→ E(k) ↪→ E(k + 1) ↪→ · · · ↪→ E.

To analyze the E1 - term of the associated homology spectral spectral sequence
we need to compute the E1 - term, Er,s1 = Hr+s(E(r), E(r − 1)). To do this,
write the skeleta of B in the form

B(r) = B(r−1) ∪
⋃
j∈Jr

Dr
j .

Now since each cell Dr is contractible, the restriction of the fibration E to the
cells is trivial, and so

E(r)− E(r − 1) ∼=
⋃
j∈Jr

Dr × F.

Moreover the attaching maps are via the maps

α̃r :
∨
j∈Jr

Sr−1
j × F → E(r − 1)
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induced by the cellular attaching maps αk :
∨
j∈Jk S

k−1
j → B(k−1). Using the

Mayer - Vietoris sequence, one then computes that

Er,s1 = Hr+s(E(r), E(r − 1)) = Hr+s(
⋃
j∈Jr

Dr × F,
⋃
j∈Jr

Sr−1 × F )

= Hr+s(
∨
j∈Jr

Sr × F, F )

= Hr(
∨
j∈Jr

Sr)⊗Hs(F )

= Cr(B;Hs(F )).

These calculations indicate the following result, due to Serre in his thesis
[136]. We refer the reader to that paper for details. It is one of the great pieces
of mathematics literature from the twentieth century.

Theorem 4.26. Let p : E → B be a fibration with fiber F . Assume that F is
connected and B is simply connected. Then there are chain complexes C∗(E)
and C∗(B) computing the homology of E and B respectively, and a filtation of
C∗(E) leading to a spectral sequence converging to H∗(E) with the following
properties:

1. Er,s1 = Cr(B)⊗Hs(F )

2. Er,s2 = Hr(B;Hs(F ))

3. The differential dj has bidegree (−j, j − 1) :

dj : Er,sj → Er−j,s+j−1
j .

4. The inclusion of the fiber into the total space induces a homomorphism

i∗ : Hn(F )→ Hn(E)

which can be computed as follows:

i∗ : Hn(F ) = E0,n
2 → E0,n

∞ ⊂ Hn(E)

where E0,n
2 → E0,n

∞ is the projection map which exists because all the dif-
ferentials dj are zero on E0,n

j .
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5. The projection map induces a homomorphism

p∗ : Hn(E)→ Hn(B)

which can be computed as follows:

Hn(E)→ En,0∞ ⊂ En,02 = Hn(B)

where En,0∞ includes into En,02 as the subspace consisting of those classes
on which all differentials are zero. This is well defined because no class in
En,0j can be a boundary for any j.

Remark. The theorem holds when the base space is not simply con-
nected also. However in that case the E2 -term is homology with “twisted
coefficients”. This has important applications in many situations, however we
will not consider this issue in this book. Again, we refer the reader to Serre’s
thesis [136] or McCleary’s text [109] for details.

We will finish this chapter by describing several applications of this im-
portant spectal sequence. The first, due to Serre himself [136], is the use of
this spectral sequence to prove that even though fibrations do not, in general,
admit long exact sequences in homology, they do admit exact sequences in
homology through a range of dimensions depending on the connectivity of the
base space and fiber.

Theorem 4.27. Let p : E → B be a fibration with connected fiber F , where
B is simply connected and Hi(B) = 0 for 0 < i < n, and Hi(F ) = 0 for
0 < i < m. Then there is an exact sequence

Hn+m−1(F )
i∗−→ Hn+m−1(E)

p∗−→Hn+m−1(B)
τ−→ Hn+m−2(F )

→ · · · → H1(E)→ 0.

Proof. The E2 -term of the Serre spectral sequence is given by

Er,s2 = Hr(B;Hs(F ))

which, by hypothesis is zero for 0 < r < n or 0 < j < m. Let q < n + m.
Then this implies that the composition series for Hq(E), given by the filtration
defining the spectral sequence, reduces to the short exact sequence

0→ E0,q
∞ → Hq(E)→ Eq,0∞ → 0.

Now in general, for these “edge terms”, we have

Eq,0∞ = kernel{dq : Eq,0q → E0,q−1
q } and

E0,q
∞ = coker{dq : Eq,0q → E0,q−1

q }.
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But when q < n + m, we have Eq,0q = Eq,02 = Hq(B) and E0,q−1
q = E0,q−1

2 =
Hq−1(F ) because there can be no other differentials in this range. Thus if we
define

τ : Hq(B)→ Hq−1(F )

to be dq : Eq,0q → E0,q−1
q , for q < n + m, we then have that p∗ : Hq(E) →

Hq(B) maps surjectively onto the kernel of τ , and if q < n+m− 1, then the
kernel of p∗ is the cokernel of τ : Hq+1(B) → Hq(F ). This establishes the
existence of the long exact sequence in homology in this range.

Remark. The homomorphism τ : Hq(B) → Hq−1(F ) for q < n + m in
the proof of this theorem is called the “transgression” homomorphism.

4.5.3 Applications I: The Hurewicz theorem

As promised earlier in this chapter, we now use the Serre spectral sequence
to prove the Hurewicz theorem. The general theorem is a theorem comparing
relative homotopy groups with relative homology groups. We begin by proving
the theorem comparing homotopy groups and homology of a single space.

Theorem 4.28. Let X be an n − 1 - connected space, n ≥ 2. That is, we
assume πq(X) = 0 for q ≤ n − 1. Then Hq(X) = 0 for q ≤ n − 1 and the
previously defined “Hurewicz homomorphism”

h : πn(X)→ Hn(X)

is an isomorphism.

Proof. We assume the reader is familiar with the analogue of the theorem
when n = 1, which says that for X connected, the first homology group
H1(X) is given by the abelianization of the fundamental group

h : π1(X)/[π1, π1] ∼= H1(X)

where [π1, π1] ⊂ π1(X) is the commutator subgroup. We use this preliminary
result to begin an induction argument to prove this theorem. Namely we
assume that the theorem is true for n− 1 replacing n in the statement of the
theorem. We now complete the inductive step. By our inductive hypotheses,
Hi(X) = 0 for i ≤ n − 2 and πn−1(X) ∼= Hn−1(X). But we are assuming
that πn−1(X) = 0. Thus we need only show that h : πn(X) → Hn(X) is an
isomorphism.

Consider the path fibration p : PX → X with fiber the loop space ΩX.
Now πi(ΩX) ∼= πi+1(X), and so πi(ΩX) = 0 for i ≤ n − 2. So our inductive
assumption applied to the loop space says that

h : πn−1(ΩX)→ Hn−1(ΩX)
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is an isomorphism. But πn−1(ΩX) = πn(X). Also, by the Serre exact sequence
applied to this fibration, using the facts that

1. the total space PX is contractible, and

2. the fiber ΩX is n−2 - connected and the base space X is (n−1) - connected

we then conclude that the transgression,

τ : Hn(X)→ Hn−1(ΩX)

is an isomorphism. Hence the Hurewicz map h : πn−1(ΩX) → Hn−1(ΩX) is
the same as the Hurewicz map h : πn(X) → Hn(X), which is therefore an
isomorphism.

We are now ready to prove the more general relative version of this theorem
4.18

Theorem 4.29. Let X be simply connected, and let A ⊂ X be a simply
connected subspace. Suppose that the pair (X,A) is (n − 1) - connected, for
n > 2. That is,

πk(X,A) = 0 if k ≤ n− 1.

Then the Hurewicz homomorphism h∗ : πn(X,A) → Hn(X,A) is an isomor-
phism.

Proof. . Replace the inclusion

ι : A ↪→ X.

by a homotopy equivalent fibration ι̃ : Ã→ X as in 4.7. Let Fι be the fiber.
Then πi(Fι) ∼= πi+1(X,A), by comparing the long exact sequences of the
pair (X,A) to the long exact sequence in homotopy groups for the fibration
Ã→ X. So by the Hurewicz theorem 4.28 we know that πi(F ) = Hi(F ) = 0
for i ≤ n− 2 and

h : πn−1(F )→ Hn−1(F )

is an isomorphism. But as mentioned, πn−1(F ) ∼= πn(X,A) and by compar-
ing the homology long exact sequence of the pair (X,A) to the Serre exact
sequence for the fibration F → Ã → B, one has that Hn−1(F ) ∼= Hn(X,A).
The theorem follows.

As a corollary, we obtain the following strengthening of the Whitehead
Theorem 4.14 which is quite useful in calculations.
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Corollary 4.30. Suppose X and Y are simply connected CW - complexes
and f : X → Y a continuous map that induces an isomorphism in homology
groups,

f∗ : Hk(X)
∼=−−−−→ Hk(Y ) for all k ≥ 0

Then f : X → Y is a homotopy equivalence.

Proof. Replace f : X → Y by the inclusion into the mapping cylinder

f̄ : X ↪→ Ȳ

where Ȳ = Y ∪f X × I which is homotopy equivalent to Y , and f̄ includes X
into Ȳ as X × {1}.

Since X and Y are simply connected, we have that π2(X) ∼= H2(X) and
π2(Y ) ∼= H2(Y ). Thus f∗ : π2(X)→ π2(Y ) is an isomorphism. Again, since X
and Y are simply connected, this implies that πq(Ȳ , X) = 0 for q = 1, 2. Thus
we can apply the relative Hurewicz theorem. However since f∗ : Hk(X) ∼=
Hk(Y ) for all k ≥ 0, we have that Hk(Ȳ , X) = 0 for all k ≥ 0. But then the
Hurewicz theorem implies that πk(Ȳ , X) = 0 for all k, which in turn implies
that f∗ : πk(X) → πk(Y ) is an isomorphism for all k. The theorem follows
from the Whitehead Theorem 4.14.

4.5.4 Applications II: H∗(ΩS
n) and H∗(U(n))

In this section we will use the Serre spectral sequence to compute the homology
of the loop space ΩSn and the cohomology ring of the Lie groups, H∗(U(n)).

Theorem 4.31.

Hq(ΩS
n) =

{
Z if q is a multiple of n− 1, i.e q = k(n− 1)

0 otherwise

Proof. ΩSn is the fiber of the path fibration p : PSn → Sn. Since the total
space of this fibration is contractible, the Serre spectral sequence converges to
0 in positive dimensions. That is,

Er,s∞ = 0

for all r, s, except that E0,0
∞ = Z. Now since the base space, Sn has nonzero

homology only in dimensions 0 and n (when it is Z), then

Er,s2 = Hr(S
n;Hs(ΩS

n))

is zero unless r = 0 or n. In particular, since dq : Er,sq → Er−q,s+q−1
q , we must



Homotopy Theory of Fibrations 113

have that for q < n, dq = 0. Thus Er,s2 = Er,sn and the only possible nonzero
differential dn occurs in dimensions

dn : En,sn → E0,s+n−1
n .

It is helpful to picture this spectral sequence as in the following diagram,
where a dot in the (r, s) - entry denotes a copy of the integers in Er,sn =
Hr(S

n;Hs(ΩS
n)).

dn 
 

dn 
 

dn 
 

 

 n-1

2(n-1)

3(n-1)

r
 n

s
E

n
r,s

Notice that if the generator σn,0 ∈ En,0n is in the kernel of dn, then it

would represent a nonzero class in En,0n+1. But dn+1 and all higher differentials

on En,0n+1 must be zero, for dimensional reasons. That is, En,0n+1 = En,0∞ . But we
saw that En,0∞ = 0. Thus we must conclude that dn(σn,0) 6= 0. For the same

reasoning, (i.e the fact that En,0n+1 = 0) we must have that dn(kσn,0) 6= 0 for
all integers k. This means that the image of

dn : En,0n → E0,n−1
n

is Z ⊂ E0,n−1
n = Hn−1(ΩSn). On the other hand, we claim that dn : En,0n →

E0,n−1
n must be surjective. For if α ∈ E0,n−1

n is not in the image of dn, then
it represents a nonzero class in E0,n−1

n+1 = E0,n−1
∞ . But as mentioned earlier

E0,n−1
∞ = 0. So dn is surjective as well. In fact we have proven that

dn : Z = Hn(Sn) = En,0n → E0,n−1
n = E0,n−1

2 = Hn−1(ΩSn)

is an isomorphism. Hence Hn−1(ΩSn) ∼= Z, as claimed. Now notice this cal-
culation implies a calculation of En,n−1

2 , namely,

En,n−1
2 = Hn(Sn;Hn−1(ΩSn) = Z.
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Repeating the above argument shows that En,n−1
2 = En,n−1

n and that

dn : En,n−1
n → E0,2(n−1)

n

must be an isomorphism. This yields that

Z = E
0,2(n−1)
2 = H2(n−1)(ΩS

n).

Repeating this argument shows that for every q, Z = E
n,q(n−1)
2 = E

n,q(n−1)
n

and that

dn : En,q(n−1)
n → En0, (q + 1)(n− 1) ∼= H(q+1)(n−1)(ΩS

n)

is an isomorphism. And so Hk(n−1)(ΩS
n) = Z for all k.

We can also conclude that in dimensions j not a multiple of n − 1, then
Hj(ΩS

n) must be zero. This is true by the following argument. Assume the
contrary, so that there is a smallest j > 0 not a multiple of n − 1 with
Hj(ΩS

n) = E0,j
2 6= 0. But for dimensional reasons, this group cannot be in the

image of any differential, because the only Er,sq that can be nonzero with r > 0

is when r = n. So the only possibility for a class α ∈ E0,j
2 to represent a class

which is in the image of a differential is dn : En,sn → E0,s+n−1
n . So j = s+n−1.

But since j is the smallest positive integer not of the form a multiple of n− 1
with Hj(ΩS

n) nonzero, then for s < j, En,sn = Hn(Sn, Hs(ΩS
n)) = Hs(ΩS

n)
can only be nonzero if s is a multiple of (n−1), and therefore so is s+n−1 = j.
This contradiction implies that if j is not a multiple of n−1, then Hj((ΩS

n))
is zero. This completes our calculation ofH∗(ΩS

n).

We now use the cohomology version of the Serre spectral sequence to
compute the cohomology of the unitary groups. We first give the cohomological
analogue of 4.26. Again, the reader should consult [136] for details.

Theorem 4.32. Let p : E → B be a fibration with fiber F . Assume that F is
connected and B is simply connected. Then there is a cohomology spectral se-
quence converging to H∗(E), with Er,s2 = Hr(B;Hs(F )), having the following
properties.

1. The differential dj has bidegree (j,−j + 1) :

dj : Er,sj → Er+j,s−j+1
j .

2. For each j, E∗,∗j is a bigraded ring. The ring multiplication consists of
pairings

Ep,qj ⊗ Ei,jj → Ep+i,q+jj .
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3. The differential dj : Er,sj → Er+j,s−j+1
j . is an antiderivation in the sense

that it satisfies the product rule:

dj(ab) = dj(a) · b+ (−1)u+va · dj(b)

where a ∈ Eu,vj .

4. The product in the ring Ej+1 is induced by the product in the ring Ej, and
the product in E∞ is induced by the cup product in H∗(E).

We apply this to the following calculation.

Theorem 4.33. There is an isomorphism of graded rings,

H∗(U(n)) ∼= Λ[σ1, σ3, · · · , σ2n−1],

the graded exterior algebra on one generator σ2k−1 in every odd dimension
2k − 1 for 1 ≤ k ≤ n.

Proof. We prove this by induction on n. For n = 1, U(1) = S1 and we know
the assertion is correct. Now assume that H∗(U(n − 1)) ∼= Λ[σ1, · · ·σ2n−3].
Consider the Serre cohomology spectral sequence for the fibration

U(n− 1) ⊂ U(n)→ U(n)/U(n− 1) ∼= S2n−1.

Then the E2 - term is given by

E∗,∗2
∼= H∗(S2n−1;H∗(U(n− 1)) = H∗(S2n−1)⊗H∗(U(n− 1))

and this isomorphism is an isomorphism of graded rings. But by our inductive
assumption we have that

H∗(S2n−1)⊗H∗(U(n− 1)) ∼= Λ[σ2n−1]⊗ Λ[σ1, · · ·σ2n−3]
∼= Λ[σ1, σ3, · · · , σ2n−1].

Thus
E∗∗2
∼= Λ[σ1, σ3, · · · , σ2n−1]

as graded algebras. Now since all the nonzero classes in E∗,∗2 have odd total
degree (where the total degree of a class α ∈ Er,s2 is r+s), and all differentials
increase the total degree by one, we must have that all differentials in this
spectral sequence are zero. Thus

E∗,∗∞ = E∗,∗2
∼= Λ[σ1, σ3, · · · , σ2n−1].

We then conclude that H∗(U(n)) =∼= Λ[σ1, σ3, · · · , σ2n−1] which completes
the inductive step in our proof.
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4.5.5 Applications III: H∗(K(Q, n))

We will use the Serre spectral sequence to compute the homology of the ra-
tional Eilenberg-MacLane spaces, K(Q;n).

Theorem 4.34. The homology of the Eilenberg-MacLane spaces K(Q, n) is
given as follows:

H̃q(K(Q, 2m);Z) =

{
Q, if q is a positive multiple of 2m ,

0 otherwise.

H̃q(K(Q, 2m+ 1);Z) =

{
Q, if q = 2m+ 1,

0 otherwise.
.

Proof. Consider the path-loop fibration, ΩK(Q, n) → PK(Q, n) → K(Q, n).
Notice that the based loop space, ΩK(Q, n) is an Eilenberg-MacLane space
of type K(Q, n−1). We now prove the theorem by induction on n. For n = 0,
the statement is obvious. Inductively assume the theorem is true for n − 1
and we want to prove it for n. We consider the Serre spectral sequence for
this fibration. Since the path space PK(Q, n) is contractible, the spectral
sequence must converge to zero in positive dimensions. For this to happen,
the spectral sequences must have the following form, depending on whether n
is even or odd. The argument is very similar to that which was carried out in
the calculation of H∗(ΩSn) (Theorem 4.31). We leave the verification of these
descriptions as an exercise for the reader.

The result follows from these spectral sequences.
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FIGURE 4.1
The Serre spectral sequence for the homology of the fibration K(Q, 2m−1)→
PK(Q, 2m)→ K(Q, 2m).
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FIGURE 4.2
The Serre spectral sequence for the homology of the fibration K(Q, 2m) →
PK(Q, 2m+ 1)→ K(Q, 2m+ 1).



5

Classification of Bundles

In this chapter we prove Steenrod’s classification theorem of principal G -
bundles, and the corresponding classification theorem of vector bundles. This
theorem states that for every group G, there is a “classifying space” BG with a
well defined homotopy type so that the homotopy classes of maps from a space
X, [X,BG], is in bijective correspondence with the set of isomorphism classes
of principal G - bundles, PrinG(X). We then describe various examples and
constructions of these classifying spaces, and use them to study structures on
principal bundles, vector bundles, and manifolds.

5.1 Consequences of the homotopy invariance of fiber
bundles

The goal of this section is to examine certain applications of the homotopy in-
variance of fiber bundles (Theorem 2.11), such as the classification of principal
bundles over spheres in terms of the homotopy groups of Lie groups.

The following is a direct corollary of the homotopy invariance of fiber
bundles, Theorem 2.11.

Corollary 5.1. Let p : E → B be a principal G - bundle over a connected
space B. Then for any space X the pull back construction gives a well defined
map from the set of homotopy classes of maps from X to B to the set of
isomorphism classes of principal G - bundles,

ρE : [X,B]→ PrinG(X).

Definition 5.1. A principal G - bundle p : EG → BG is called universal if
the pull back construction

ρEG : [X,BG]→ PrinG(X)

is a bijection for every space X of the homotopy type of a CW complex. The
base space of the universal bundle BG is called a classifying space for G (or
for principal G - bundles).

119
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The main goal of this chapter is to show that universal bundles exist for
every group G, and that the classifying spaces are unique up to homotopy
type.

Applying Theorem 2.11 to vector bundles gives the following,

Corollary 5.2. If f0 : X → Y and f1 : X → Y are homotopic, they induce
the same homomorphism of abelian monoids,

f∗0 = f∗1 : V ect∗(Y )→ V ect∗(X)

V ect∗R(Y )→ V ect∗R(X)

and hence of K theories

f∗0 = f∗1 : K(Y )→ K(X)

KO(Y )→ KO(X)

Corollary 5.3. If f : X → Y is a homotopy equivalence, then it induces
isomorphisms

f∗ : PrinG(Y )
∼=−−−−→ PrinG(X)

V ect∗(Y )
∼=−−−−→ V ect∗(X)

K(Y )
∼=−−−−→ K(X)

Note. In the above statements regarding K-theory, the spaces involved are
assumed to be compact.

The following result is a classification theorem for bundles over spheres. It
begins to describe why understanding the homotopy type of Lie groups is so
important in Topology.

Theorem 5.4. There is a bijective correspondence between principal bundles
and homotopy groups

PrinG(Sn) ∼= πn−1(G)

where as a set πn−1G = [Sn−1, x0; G, {1}], which refers to (based) homotopy
classes of basepoint preserving maps from the sphere Sn−1 with basepoint x0 ∈
Sn−1, to the group G with basepoint the identity 1 ∈ G.

Proof. Let p : E → Sn be a G - bundle. Write Sn as the union of its upper
and lower hemispheres,

Sn = Dn
+ ∪Sn−1 Dn

−.

Since Dn
+ and Dn

− are both contractible, the above corollary says that E re-
stricted to each of these hemispheres is trivial. Morever if we fix a trivialization
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of the fiber of E at the basepoint x0 ∈ Sn−1 ⊂ Sn, then we can extend this
trivialization to both the upper and lower hemispheres. We may therefore
write

E = (Dn
+ ×G) ∪θ (Dn

− ×G)

where θ is a clutching function defined on the equator, θ : Sn−1 → G. That
is, E consists of the two trivial components, (Dn

+ × G) and (Dn
− × G) where

if x ∈ Sn−1, then (x, g) ∈ (Dn
+ ×G) is identified with (x, θ(x)g) ∈ (Dn

− ×G).
Notice that since our original trivializations extended a common trivialization
on the basepoint x0 ∈ Sn−1, then the trivialization θ : Sn−1 → G maps the
basepoint x0 to the identity 1 ∈ G. The assignment of a bundle its clutching
function, will define our correspondence

Θ : PrinG(Sn)→ πn−1G.

To see that this correspondence is well defined we need to check that if E1

is isomorphic to E2, then the corresponding clutching functions θ1 and θ2

are homotopic. Let Ψ : E1 → E2 be an isomorphism. We may assume this
isomorphism respects the given trivializations of these fibers of these bundles
over the basepoint x0 ∈ Sn−1 ⊂ Sn. Then the isomorphism Ψ determines an
isomorphism

(Dn
+ ×G) ∪θ1 (Dn

− ×G)
Ψ−−−−→∼= (Dn

+ ×G) ∪θ2 (Dn
− ×G).

By restricting to the hemispheres, the isomorphism Ψ defines maps

Ψ+ : Dn
+ → G

and
Ψ− : Dn

− → G

which both map the basepoint x0 ∈ Sn−1 to the identity 1 ∈ G, and further-
more have the property that for x ∈ Sn−1,

Ψ+(x)θ1(x) = θ2(x)Ψ−(x),

or, Ψ+(x)θ1(x)Ψ−(x)−1 = θ2(x) ∈ G. Now by considering the linear homo-
topy Ψ+(tx)θ1(x)Ψ−(tx)−1 for t ∈ [0, 1], we see that θ2(x) is homotopic to
Ψ+(0)θ1(x)Ψ−(0)−1, where the two zeros in this description refer to the ori-
gins of Dn

+ and Dn
− respectively, i.e the north and south poles of the sphere

Sn. Now since Ψ+ and Ψ− are defined on connected spaces, their images lie
in a connected component of the group G. Since their image on the basepoint
x0 ∈ Sn−1 are both the identity, there exist paths α+(t) and α−(t) in Sn that
start when t = 0 at Ψ+(0) and Ψ−(0) respectively, and both end at t = 1
at the identity 1 ∈ G. Then the homotopy α+(t)θ1(x)α−(t)−1 is a homotopy
from the map Ψ+(0)θ1(x)Ψ−(0)−1 to the map θ1(x). Since the first of these
maps is homotopic to θ2(x), we have that θ1 is homotopic to θ2, as claimed.
This implies that the map Θ : PrinG(Sn)→ πn−1G is well defined.
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The fact that Θ is surjective comes from the fact that every map Sn−1 → G
can be viewed as the clutching function of the bundle

E = (Dn
+ ×G) ∪θ (Dn

− ×G)

as seen in our discussion of clutching functions in chapter 1.
We now show that Θ is injective. That is, suppose E1 and E2 have homo-

topic clutching functions, θ1 ' θ2 : Sn−1 → G. We need to show that E1 is
isomorphic to E2 As above we write

E1 = (Dn
+ ×G) ∪θ1 (Dn

− ×G)

and
E2 = (Dn

+ ×G) ∪θ2 (Dn
− ×G).

Let H : Sn−1 × [−1, 1] → G be a homotopy so that H1 = θ1 and H1 = θ2.
Identify the closure of an open neighborhood N of the equator Sn−1 in Sn

with Sn−1 × [−1, 1] Write D+ = D2
+ ∪ N̄ and D− = D2

− ∪ N̄ Then D+ and
D− are topologically closed disks and hence contractible, with

D+ ∩ D− = N̄ ∼= Sn−1 × [−1, 1].

Thus we may form the principal G - bundle

E = D+ ×G ∪H D− ×G
where by abuse of notation, H refers to the composition

N̄ ∼= Sn−1 × [−1, 1]
H−−−−→ G.

We leave it to the interested reader to verify that E is isomorphic to both
E1 and E2. This completes the proof of the theorem.

5.2 Universal bundles and classifying spaces

The goal of this section is to study universal principal G - bundles, the result-
ing classification theorem, and the corresponding classifying spaces. We will
discuss several examples including the universal bundle for any subgroup of
the general linear group. We postpone the proof of the existence of universal
bundles for all groups until the next section.

In order to identify universal bundles, we need to recall the following def-
inition from homotopy theory. Recall that all spaces we are considering have
the homotopy type of CW -complexes.

The following is the main result of this section. It identifies when a principal
bundle is universal.
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Theorem 5.5. Let p : E → B be a principal G - bundle, where the total space
E is contractible. Then this bundle is universal in the sense that if X is any
space of the homotopy type of a CW -complex, the induced pull-back map

ψ : [X,B]→ PrinG(X)

f → f∗(E)

is a bijective correspondence.

For the purposes of this book we will prove the theorem in the setting
where the action of G on the total space E is cellular. That is, there is a CW
- decomposition of the space E which, in an appropriate sense, is respected
by the group action. In practical terms there is not much loss in making
these assumptions, since the actions of compact Lie groups on manifolds, and
algebraic actions on projective varieties satisfy this property. For the proof
of the theorem in its full generality we refer the reader to Steenrod’s book
[143], and for a full reference on equivariant CW - complexes and how they
approximate a wide range of group actions, we refer the reader to [91].

In order to make the notion of cellular action precise, we need to define
the notion of an equivariant CW - complex, or a G - CW - complex. The
idea is the following. Recall that a CW - complex is a space that is made up
out of disks of various dimensions whose interiors are disjoint. In particular
it can be built up skeleton by skeleton, and the (k + 1)st skeleton X(k+1) is
constructed out of the kth skeleton X(k) by attaching (k+ 1) - dimensional
disks via “attaching maps”, Sk → X(k).

A “G - CW - complex” is one that has a group action so that the orbits
of the points on the interior of a cell are uniform in the sense that each point
in a cell Dk has the same isotropy subgroup, say H, and the orbit of a cell
itself is of the form G/H ×Dk. This leads to the following definition.

Definition 5.2. A G - CW - complex is a space with G -action X which
is topologically the direct limit of G - invariant subspaces {X(k)} called the
equivariant skeleta,

X(0) ⊂ X(1) ⊂ · · · ⊂ X(k−1) ⊂ X(k) ⊂ · · ·X

where for each k ≥ 0 there is a countable collection of k dimensional disks,
subgroups of G, and maps of boundary spheres

{Dk
j , Hj < G, φj : ∂Dk

j ×G/Hj = Sk−1
j ×G/Hj → X(k−1) j ∈ Ik}

so that

1. Each “attaching map” φj : Sk−1
j ×G/Hj → X(k−1) is G -equivariant, and
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2.
X(k) = Xk−1)

⋃
φj j∈Ij

(Dk
j ×G/Hj).

This notation means that each “ disk orbit ” Dk
j ×G/Hj is attached to X(k−1)

via the map φj : Sk−1
j ×G/Hj → X(k−1).

We leave the following as an exercise to the reader.

Exercise. Prove that when X is a G - CW complex the orbit space X/G
has the an induced structure of a (non-equivariant) CW - complex.

Note. Observe that in a G -CW complex X with a free G action, all disk
orbits are of the form Dk ×G, since all isotropy subgroups are trivial.

We now prove Theorem 5.5 under the assumption that the principal bundle
p : E → B has the property that with respect to group action of G on E, then
E has the structure of a G - CW - complex. The basespace is then given the
induced CW - structure. The spaces X in the statement of the theorem are
assumed to be of the homotopy type of CW - complexes.

Proof. We first prove that the pull - back map

ψ : [X,B]→ PrinG(X)

is surjective. So let q : P → X be a principal G - bundle, with P a G - CW -
complex. We prove there is a G - equivariant map h : P → E that maps each
orbit pG homeomorphically onto its image, h(y)G. We prove this by induction
on the equivariant skeleta of P . So assume inductively that the map h has
been constructed on the (k − 1) - skeleton,

hk−1 : P (k−1) → E.

Since the action of G on P is free, all the k - dimensional disk orbits are of
the form Dk ×G. Let Dk

j ×G be a disk orbit in the G-CW - structure of the

k - skeleton P (k). Consider the disk Dk
j × {1} ⊂ Dk

j ×G. Then the map hk−1

extends to Dk
j × {1} if and only if the composition

Sk−1
j × {1} ⊂ Sk−1

j ×G φj−−−−→ P (k−1) hk−1−−−−→ E

is null homotopic. But since E is contractible, any such map is null homotopic
and extends to a map of the disk, γ : Dk

j × {1} → E. Now extend γ equiv-

ariantly to a map hk,j : Dk
j ×G→ E. By construction hk,j maps the orbit of

each point x ∈ Dk
j equivariantly to the orbit of γ(x) in E. Since both orbits

are isomorphic to G (because the action of G on both P and E are free), this
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map is a homeomorphism on orbits. Taking the collection of the extensions
hk,j together then gives an extension

hk : P (k) → E

with the required properties. This completes the inductive step. Thus we may
conclude we have a G - equivariant map h : P → E that is a homeomorphism
on the orbits. Hence it induces a map on the orbit space f : P/G = X →
E/G = B making the following diagram commute

P
h−−−−→ E

q

y yp
X −−−−→

f
B

Since h induces a homeomorphism on each orbit, the maps h and f deter-
mine a homeomorphism of principal G - bundles which induces an equivariant
isomorphism on each fiber. This implies that h induces an isomorphism of
principal bundles to the pull - back

P
h−−−−→∼= f∗(E)

q

y yp
X −−−−→

=
X.

Thus the isomorphism class [P ] ∈ PrinG(X) is given by f∗(E). That is,
[P ] = ψ(f), and hence

ψ : [X,B]→ PrinG(X)

is surjective.

We now prove ψ is injective. To do this, assume f0 : X → B and f1 : X →
B are maps so that there is an isomorphism

Φ : f∗0 (E)
∼=−−−−→ f∗1 (E).

We need to prove that f0 and f1 are homotopic maps. Now by the cellular
approximation theorem (see [141]) we can find cellular maps homotopic to
f0 and f1 respectively. We therefore assume without loss of generality that
f0 and f1 are cellular. This, together with the assumption that E is a G -
CW complex, gives the pull back bundles f∗0 (E) and f∗1 (E) the structure of
G -CW complexes.

Define a principal G - bundle E → X × I by

E = f∗0 (E)× [0, 1/2] ∪Φ f
∗
1 (E)× [1/2, 1]



126Bundles, Homotopy, and ManifoldsAn introduction to graduate level algebraic and differential topology

where v ∈ f∗0 (E)× {1/2} is identified with Φ(v) ∈ f∗1 (E)× {1/2}. E also has
the structure of a G - CW - complex.

Now by the same kind of inductive argument that was used in the sur-
jectivity argument above, we can find an equivariant map H : E → E that
induces a homeomorphism on each orbit, and that extends the obvious maps
f∗0 (E)× {0} → E and f∗1 (E)× {1} → E. The induced map on orbit spaces

F : E/G = X × I → E/G = B

is a homotopy between f0 and f1. This proves the correspondence Ψ is injec-
tive, and completes the proof of the theorem.

The following result establishes the homotopy uniqueness of universal bun-
dles.

Theorem 5.6. Let E1 → B1 and E2 → B2 be universal principal G - bundles.
Then there is a bundle map

E1
h̃−−−−→ E2y y

B1 −−−−→
h

B2

so that h is a homotopy equivalence.

Proof. The fact that E2 → B2 is a universal bundle means, by Theorem 5.5
that there is a “classifying map” h : B1 → B2 and an isomorphism h̃ : E1 →
h∗(E2). Equivalently, h̃ can be thought of as a bundle map h̃ : E! → E2 lying
over h : B1 → B2. Similarly, using the universal property of E1 → B1, we
get a classifying map g : B2 → B1 and an isomorphism g̃ : E2 → g∗(E1), or
equivalently, a bundle map g̃ : E2 → E1. Notice that the composition

g ◦ f : B1 → B2 → B1

is a map whose pull back,

(g ◦ f)∗(E1) = g∗(f∗(E1))
∼= g∗(E2)
∼= E1.

That is, (g ◦ f)∗(E1) ∼= id∗(E1), and hence by Theorem 5.5 we have g ◦ f '
id : B1 → B1. Similarly, f ◦ g ' id : B2 → B2. Thus f and g are homotopy
inverses of each other.
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Because of this theorem, the basespace of a universal principal G - bundle
has a well defined homotopy type. We denote this homotopy type by BG, and
refer to it as the classifying space of the group G. We also use the notation
EG to denote the total space of a universal G - bundle.

We have the following immediate result about the homotopy groups of the
classifying space BG.

Corollary 5.7. For any group G, there is an isomorphism of homotopy
groups,

πn−1G ∼= πn(BG).

Proof. By considering Theorems 5.4 and 5.5 we see that both of these homo-
topy groups are in bijective correspondence with the set of principal bundles
PrinG(Sn). To realize this bijection by a group homomorphism, consider the
“suspension” of the group G, ΣG obtained by attaching two cones on G along
the equator. That is,

ΣG = G× [−1, 1]/ ∼
where all points of the form (g, 1), (h,−1), or (1, t) are identified to a single
point.

Notice that this suspension construction can be applied to any space with
a basepoint, and in particular ΣSn−1 ∼= Sn.

Consider the principal G bundle E over ΣG defined to be trivial on both
cones with clutching function id : G× {0} =−−−−→ G on the equator. That is,
if C+ = G × [0, 1]/ ∼⊂ ΣG and C− = G × [−1, 0] ⊂ ΣE are the upper and
lower cones, respectively, then

E = (C+ ×G) ∪id (C− ×G)

where ((g, 0), h) ∈ C+ × G is identified with ((g, 0)gh ∈ C− × G. Then by
Theorem 5.5 there is a classifying map

f : ΣG→ BG

such that f∗(EG) ∼= E.
Now for any space X, let ΩX be the loop space of X,

ΩX = {γ : [−1, 1]→ X such that γ(−1) = γ(1) = x0 ∈ X}
where x0 ∈ X is a fixed basepoint. Then the map f : ΣG → BG determines
a map (its adjoint)

f̄ : G→ ΩBG

defined by f̄(g)(t) = f(g, t). But now the loop space ΩX of any connected
space X has the property that πn−1(ΩX) = πn(X) (see the exercise below).
We then have the induced group homomorphism

πn−1(G)
f̄∗−−−−→ πn−1(ΩBG)

∼=−−−−→ πn(BG)

which induces the bijective correspondence described above.
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Exercises. 1. Let X and Y be connected spaces equipped with basepoints.
Prove that there is a bijection

[ΣX,Y ] ∼= [X,ΩY ].

Here the notation [−,−] denotes the set of homotopy classes of basepoint
preserving maps. As a special case, conclude that πn(Y, yo) ∼= πn−1(ΩY, ε0),
where ε0 : S1 → Y is the constant map at the basepoint y0.

2. Let G be a topological group, and consider the map f : G→ ΩBG defined
in the above proof of Corollary 4.10. Prove that f induces an isomorphism in
homotopy groups (in all degrees). Such a map is called a “weak homotopy
equivalence”.

3. Prove that the composition

πn−1(G)
f̄∗−−−−→ πn−1(ΩBG)

∼=−−−−→ πn(BG)

yields the bijection associated with identifying both πn−1(G) and πn(BG)
with PrinG(Sn).

We recall the following definition from homotopy theory.

Definition 5.3. An Eilenberg - MacLane space of type (G,n) is a space X
such that

πk(X) =

{
G if k = n

0 otherwise

We write K(G,n) for an Eilenberg - MacLane space of type (G,n). Recall
that for n ≥ 2, the homotopy groups πn(X) are abelian groups, so in this case
K(G,n) can only exist if G is abelian.

Corollary 5.8. Let π be a discrete group. Then the classifying space Bπ is
an Eilenberg - MacLane space K(π, 1).

Examples.

• R has a free, cellular action of the integers Z by

(t, n)→ t+ n t ∈ R, n ∈ Z.

Since R is contractible, R/Z = S1 = BZ = K(Z, 1).

• The inclusion Sn ⊂ Sn+1 as the equator is clearly null homotopic since
the inclusion obviously extends to a map of the disk. Hence the direct
limit space

lim−→
n

Sn = ∪nSn = S∞
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is contractible. Now Z2 acts freely on each Sn by the antipodal map, and
the inclusions Sn ⊂ Sn+1 are equivariant with respect to these actions.
Hence there is an induced free action of Z2 on S∞. Thus the projection
map

S∞ → S∞/Z2 = RP∞

is a universal principal Z2 = O(1) - bundle, and so

RP∞ = BO(1) = BZ2 = K(Z2, 1)

.

• Similarly, the inclusion of the unit sphere in Cn into the unit sphere in
Cn+1 gives an the inclusion S2n−1 ⊂ S2n+1 which is null homotopic. It is
also equivariant with respect to the free S1 = U(1) - action given by
(complex) scalar multiplication. Then the limit S∞ = ∪nS2n+1 is
aspherical with a free S1 action. We therefore have that the projection

S∞ → S∞/S1 = CP∞

is a principal S1 = U(1) bundle. Hence we have

CP∞ = BS1 = BU(1).

Moreover since S1 is a K(Z, 1), then we have that

CP∞ = K(Z, 2).

• The cyclic groups Zn are subgroups of U(1) = SO(2) given by rotation
by 2π/n. These groups therefore act freely on S∞ as well. Thus the
projection maps

S∞ → S∞/Zn
is a universal principal Zn bundle. The quotient space S∞/Zn is denoted
L∞(n) and is referred to as the infinite Zn - lens space.

These examples allow us to give the following description of line bundles
and their relation to cohomology. We first recall a result that is a special case
of Corollary 4.21 above.

Theorem 5.9. Let G be an abelian group. Then there is a natural isomor-
phism

φ : Hn(K(G,n);G)
∼=−−−−→ Hom(G,G).

Let ι ∈ Hn(K(G,n);G) be φ−1(id). This is called the fundamental class.
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Then as was seen in Chapter 4, ifX has the homotopy type of a CW - complex,
the mapping

[X,K(G,n)]→ Hn(X;G)

f → f∗(ι)

is a bijective correspondence.

With this we can now prove the following:

Theorem 5.10. There are bijective correspondences which allow us to classify
complex line bundles,

V ect1(X) ∼= PrinU(1)(X) ∼= [X,BU(1)] = [X,CP∞] ∼= [X,K(Z, 2)] ∼= H2(X;Z)

where the last correspondence takes a map f : X → CP∞ to the class

c1 = f∗(c) ∈ H2(X),

where c ∈ H2(CP∞) is the generator. In the composition of these correspon-
dences, the class c1 ∈ H2(X) corresponding to a line bundle ζ ∈ V ect1(X)
is called the first Chern class of ζ (or of the corresponding principal U(1) -
bundle).

Proof. These correspondences follow directly from the above considerations,
once we recall that V ect1(X) ∼= PrinGL(1,C)(X) ∼= [X,BGL(1,C)], and that
CP∞ is a model for BGL(1,C) as well as BU(1). This is because, we can
express CP∞ in its homogeneous form as

CP∞ = lim−→
n

(Cn+1 − {0})/GL(1,C),

and that lim−→n
(Cn+1 − {0}) is a contractible space with a free action of

GL(1,C) = C∗.

There is a similar theorem classifying real line bundles:

Theorem 5.11. There are bijective correspondences

V ect1R(X) ∼= PrinO(1)(X) ∼= [X,BO(1)] = [X,RP∞] ∼= [X,K(Z2, 1)] ∼= H1(X;Z2)

where the last correspondence takes a map f : X → RP∞ to the class

w1 = f∗(w) ∈ H1(X;Z2),

where w ∈ H1(RP∞;Z2) is the generator. In the composition of these cor-
respondences, the class w1 ∈ H1(X;Z2) corresponding to a line bundle
ζ ∈ V ect1R(X) is called the first Stiefel - Whitney class of ζ (or of the corre-
sponding principal O(1) - bundle).
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More Examples.

• Let Vn(CN ) be the Stieflel - manifold described in Chapter 2. We claim
that the inclusion of vector spaces CN ⊂ C2N as the first N - coordinates
induces an embedding Vn(CN ) ↪→ Vn(C2N ) which is null homotopic. To
see this, let ι : Cn → C2N be a fixed linear embedding, whose image lies in
the last N - coordinates in C2N . Then given any ρ ∈ Vn(CN ) ⊂ Vn(C2N ),
then t · ι+ (1− t) · ρ for t ∈ [0, 1] defines a one parameter family of linear
embeddings of Cn in C2N , and hence a contraction of the image of Vn(CN )
onto the element ι. Hence the limiting space Vn(C∞) is contractible with
a free GL(n,C) - action. Therefore the projection

Vn(C∞)→ Vn(C∞)/GL(n,C) = Grn(C∞)

is a universal GL(n,C) - bundle. Hence the infinite Grassmannian is the
classifying space

Grn(C∞) = BGL(n,C)

and so we have a classification

V ectn(X) ∼= PrinGL(n,C)(X) ∼= [X,BGL(n,C)] ∼= [X,Grn(C∞)]. (5.1)

• A simlar argument shows that the infinite unitary Stiefel manifold,
V Un (C∞) is aspherical with a free U(n) - action. Thus the projection

V Un (C∞)→ Vn(C∞)/U(n) = Grn(C∞)

is a universal principal U(n) - bundle. Hence the infinite Grassmanian
Grn(C∞) is the classifying space for U(n) bundles as well,

Grn(C∞) = BU(n).

The fact that this Grassmannian is both BGL(n,C) and BU(n) reflects
the fact that every n - dimensional complex vector bundle has a U(n) -
structure, and that structure is unique up to homotopy.

• We have similar universal GL(n,R) and O(n) - bundles:

Vn(R∞)→ Vn(R∞)/GL(n,R) = Grn(R∞)

and
V On (R∞)→ V On (R∞)/O(n) = Grn(R∞).

Thus we have
Grn(R∞) = BGL(n,R) = BO(n)

and so this infinite dimensional Grassmannian classifies real n - dimen-
sional vector bundles as well as principal O(n) - bundles.
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Now suppose p : EG → EG/G = BG is a universal G - bundle. Suppose
further that H < G is a subgroup. Then H acts freely on EG as well, and
hence the projection

EG→ EG/H

is a universal H - bundle. Hence EG/H = BH. Using the infinite dimensional
Stiefel manifolds described above, this observation gives us models for the
classifying spaces for any subgroup of a general linear group. So for example
if we have a subgroup (i.e a faithful representation) H ⊂ GL(n,C), then

BH = Vn(C∞)/H.

This observation also leads to the following useful fact.

Proposition 5.12. . Let p : EG→ BG be a universal principal G - bundle,
and let H < G. Then there is a fiber bundle

BH → BG

with fiber the orbit space G/H.

Proof. This bundle is given by

G/H → EG×G G/H → EG/G = BG

together with the observation that EG×G G/H = EG/H = BH.

The Whitehead Theorem 4.14 will now allow us to prove the following
important relationship between the homotopy type of a topological group and
its classifying space.

Theorem 5.13. Let G be a topological group with the homotopy type of a CW
complex., and BG its classiftying space. Then there is a homotopy equivalence
between G and the loop space,

G ' ΩBG.

Proof. Let p : EG→ BG be a universal G bundle with EG a G - equivariant
CW - complex. In particular, EG is contractible. So let and

H : EG× I → EG

be a contraction. That is, H0 : EG × {0} → EG is the constant map at the
basepoint e0 ∈ EG, , and H1 : EG × {1} → EG is the identity. Composing
with the projection map,

Φ = p ◦H : EG× I → BG
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is a homotopy between the constant map to the basepoint Φ0 : EG× {0} →
b0 ∈ BG and the projection map Φ1 = p : EG × {1} → BG. Consider the
adjoint of Φ,

Φ̄ : EG→ P (BG) = {α : I → BG such thatα(0) = b0.}

defined by Φ̄(e)(t) = Φ(e, t) ∈ BG. Then by definition, the following diagram
commutes:

EG
Φ̄−−−−→ P (BG)

p

y yq
BG = BG

where q(α) = α(1), for α ∈ P (BG). Thus Φ is a map of fibrations that induces
a map on fibers

φ : G→ ΩBG.

Comparing the exact sequences in homotopy groups of these two fibrations,
we see that φ induces an isomorphism in homotopy groups. A result of Milnor
[114] that we will not prove says that if X is a CW complex, then the loop
space ΩX has the homotopy type of a CW - complex. Then the Whitehead
theorem implies that φ : G→ ΩBG is a homotopy equivalence.

We end this section with the following result whose proof is fairly easy
using the theory of classifying spaces.

Proposition 5.14. Let X be an n - dimensional CW - complex, and let ζ
be an m - dimensional vector bundle over X, with m ≥ n. Then ζ has m− n
linearly independent cross sections. If ξ is a d - dimensional complex bundle
over X, then ξ admits d − [n/2] linearly independent cross sections, where
[n/2] is the integral part of n/2.

.

Proof. Let ζ be classified by a map fm : X → BO(m). To prove the theorem
we need to prove that fm lifts (up to homotopy) to a map fnX → BO(n).
We would then have that

ζ ∼= f∗m(γm) ∼= f∗n(γn)⊕ εm−n

where γk is the universal k - dimensional vector bundle over BO(k), and εj
represents the j - dimensional trivial bundle. These isomorphisms would then
produce the m− n linearly independent cross sections of ζ. over X.

We first observe the following lemma.

Lemma 5.15. The homotopy fiber of the map BO(n)→ BO(m) is homotopy
equivalent to the space of orbits, O(m)/O(n).
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Proof. Notice that if EO(m) → BO(m) is a universal O(m)-bundle, then by
viewing O(n) as a subgroup of O(m) we may consider the projection onto the
orbit space

EO(m)→ EO(m)/O(n).

Notice that this is a principal O(n) bundle, and since the total space EO(m) is
contractible, it is a model for a universal principal O(n)-bundle. In particular
we have that the base space is a model for the classifying space,

EO(m)/O(n) ' BO(n).

Moreover this says that the projection map EO(m)/O(n) → EO(m)/O(m),
which is obviously a fiber bundle, is a model for the map BO(n) → BO(m).
But the fiber of this bundle is clearly the orbit space, O(m)/O(n). The lemma
follows.

To complete the proof of the proposition, notice that by a simple induction
argument using Theorem 4.33 shows that the fiber O(m)/O(n) is (n − 1)-
connected. That is, πq(O(m)/O(n)) = 0 for q ≤ n − 1. This means that all
obstructions vanish for lifting the n - skeleton of X to the total space BO(n).
Since we are assuming X is n - dimensional, this completes the proof. The
complex case is proved similarly.

Corollary 5.16. Let X be a compact, n - dimensional CW complex. Then
every element of the reduced real K - theory, K̃O(X) can be represented by
a n - dimensional vector bundle. Every element of the complex K - theory,
K̃(X) can be represented by an [n/2] - dimensional complex vector bundle.

5.3 Classifying gauge groups

In this section we describe the classifying space of the group of automorphisms
of a principal G - bundle, or the gauge group of the bundle. We describe the
classifying space in two different ways: in terms of the space of connections
on the bundle, and in terms of the mapping space of the base manifold to
the classifying space BG. These constructions are important in Yang - Mills
theory, and we refer the reader to [9] and [42] for more details.

Let A be a connection on a principal bundle P −→M where M is a closed
manifold equipped with a Riemannian metric. The Yang - Mills functional
applied to A, YM(A) is the square of the L2 norm of the curvature,

YM(A) =
1

2

∫
M

‖FA‖2 d(vol).
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We view YM as a mapping YM : A(P ) −→ R. The relevance of the gauge
group in Yang - Mills theory is that YM preserves this group of symmetries.

Definition 5.4. The gauge group G(P ) of the principal bundle P is the group
of bundle automorphisms of P −→ M . That is, an element φ ∈ G(P ) is a
bundle isomorphism of P with itself lying over the identity:

P
φ−−−−→∼= Py y

M
=−−−−→ M.

Equivalently, G(P ) is the group G(P ) = AutG(P ) of G - equivariant diffeomor-
phisms of the space P , inducing the identity map on the orbit space P/G = M .

The gauge group G(P ) can be thought of in several equivalent ways. The
following one is particularly useful.

Consider the conjugation action of the Lie group G on itself,

G×G −→ G

(g, h) −→ ghg−1.

This left action defines a fiber bundle

Ad(P ) = P ×G G −→ P/G = M

with fiber G. We leave the following as an exercise for the reader.

Proposition 5.17. The gauge group of a principal bundle P −→ M is nat-
urally isomorphic (as topological groups) to the group of sections of Ad(P ),
C∞(M ;Ad(P )).

The gauge group G(P ) acts on the space of connections A(P ) by the pull-
back construction. More specifically, if f : P → Q is any smooth map of
principal G - bundles and A is a connection on Q, then there is a natural pull
back connection f∗(A) on Q, defined by pulling back the equivariant splitting
of the tangent bundle TQ to an equivariant splitting of TP in the obvious
way. The pull - back construction for automorphisms φ : P −→ P defines an
action of G(P ) on A(P ).

We leave the proof of the following is an exercise for the reader.

Proposition 5.18. Let P be the trivial bundle M ×G→M . Then the gauge
group G(P ) is given by the function space from M to G,

G(P ) ∼= C∞(M ;G).
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Furthermore if φ : M → G is identified with an element of G(P ), and A ∈
Ω1(M ; g) is identified with an element of A(G), then the induced action of φ
on G is given by

φ∗(A) = φ−1Aφ+ φ−1dφ.

It is not difficult to see that in general the gauge group G(P ) does not
act freely on the space of connections A(P ). However there is an important
subgroup G0(P ) < G(P ) that does. This is the group of based gauge transfor-
mations. To define this group, let x0 ∈ M be a fixed basepoint, and let Px0

be the fiber of P at x0.

Definition 5.5. The based gauge group G0(P ) is a subgroup of the group of
bundle automorphisms G(P ) which pointwise fix the fiber Px0

. That is,

G0(P ) = {φ ∈ G(P ) : if v ∈ Px0
then φ(v) = v}.

Theorem 5.19. If M is connected the based gauge group G0(P ) acts freely
on the space of connections A(P ).

Proof. (Sketch) Suppose that A ∈ A(P ) is a fixed point of φ ∈ G0(P ). That
is, φ∗(A) = A. We need to show that φ = 1.

The equivariant splitting ωA given by a connection A defines a notion of
parallel transport in P along curves in M (see [69]). It is not difficult to see
that the statement φ∗(A) = A implies that application of the automorphism
φ commutes with parallel transport. Now let w ∈ Px be a point in the fiber of
an element x ∈M . Given curve γ in M between the basepoint x0 and x this
means that

φ(w) = Tγ(φ(Tγ−1(w))

where Tγ is parallel transport along γ. But since Tγ−1(w) ∈ Px0
and φ ∈

G0(P ),
φ(Tγ−1(w)) = Tγ−1(w).

Hence φ(w) = Tγ(T−1
γ (w)) = w. That is, φ = 1.

Remark. Notice that this argument actually says that if A ∈ A(P ) is the
fixed point of any gauge transformation φ ∈ G(P ), then φ is determined by
its action on a single fiber.

Let B(P ) and B0(P ) be the orbit spaces of connections on P up to guage
and based gauge equivalence respectively,

B(P ) = A(P )/G(P ) B0(P ) = A(P )/G0(P ).
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Now it is straightforward to check directly that the Yang - Mills functional
in invariant under gauge transformations. Thus it yields maps

YM : B(P )→ R and YM : B0(P )→ R.

It is therefore important to understand the homotopy types of these orbit
spaces. Because of the freeness of the action of G0(P ), the homotopy type of
the orbit space G0(P ) is easier to understand.

We end this section with a discussion of its homotopy type. Since the space
of connections A(P ) is affine, it is contractible. Moreover it is possible to show
that the free action of the based gauge group G0(P ) defines a principal bundle
A(P ) → A(P )/G0(P ) = B0(P ) (See [42]). Thus B0(P ) is a model for the
classifying space of the based gauge group,

B0(P ) = BG0(P ).

But the classifying spaces of the gauge groups are relatively easy to un-
derstand. (see [9].)

Theorem 5.20. Let G −→ EG −→ BG be a universal principal bundle for
the Lie group G (so that EG is aspherical). Let y0 ∈ BG be a fixed basepoint.
Then there are homotopy equivalences

BG(P ) 'MapP (M,BG) and B0(P ) ' BG0(P ) 'MapP0 (M,BG)

where Map(M,BG) is the space of all continuous maps from M to BG and
Map0(M,BG) is the space of those maps that preserve the basepoints. The
superscript P denotes the path component of these mapping spaces consisting
of the homotopy class of maps that classify the principal G - bundle P .

Proof. (Sketch) Consider the space of all G - equivariant maps from P to EG,
MapG(P,EG). The gauge group G(P ) ∼= AutG(P ) acts freely on the left of
this space by composition. It is easy to see that MapG(P,EG) is contractible,
and its orbit space is given by the space of maps from the G - orbit space of
P (= M) to the G - orbit space of EG (= BG),

MapG(P,EG)/G(P ) ∼= MapP (M,BG).

Furthermore the projection map to the orbit space is known to be a lo-
cally trivial fiber bundle (see [9]). This proves that Map(M,BG) = BG(P ).
Similarly MapG0 (P,EG), the space of G - equivariant maps that send the
fiber Px0

to the fiber EGy0
, is an contractible space with a free G0(P ) ac-

tion, whose orbit space is MapP0 (M,BG). As before we can conclude that
MapP0 (M,BG) = BG0(P ).
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5.4 Existence of universal bundles: the Milnor join con-
struction and the simplicial classifying space

In the last section we proved a “recognition principle” for universal principal
G bundles. Namely, if the total space of a principal G - bundle p : E → B
is contractible, then it is universal. We also proved a homotopy uniqueness
theorem, stating among other things that the homotopy type of the base space
of a universal bundle, i.e the classifying space BG, is well defined. We also
described many examples of universal bundles, and in particular have a model
for the classifying space BG, using Stiefel manifolds, for every subgroup of a
general linear group.

The goal of this section is to prove the general existence theorem. Namely,
for every group G, there is a universal principal G - bundle p : EG → BG.
We will give two constructions of the universal bundle and the corresponding
classifying space. One, due to Milnor [115] involves taking the “infinite join”
of a group with itself. The other is an example of a simplicial space, called the
simplicial bar construction. It is originally due to Eilenberg and MacLane [44].
These constructions are essentially equivalent when G has a CW -structure,
and they both yield G - CW - complexes. Since they are so useful in algebraic
topology and combinatorics, we will also take this opportunity to introduce
the notion of a general simplicial space and show how these classifying spaces
are important examples.

5.4.1 The join construction

One can think of the “join” of two spaces X and Y , written X ∗ Y as the
space consisting of points that lie on a line that connects a point in X to a
point in Y . The following is a more precise definition:

Definition 5.6. The join X ∗ Y is defined by

X ∗ Y = X × I × Y/ ∼

where I = [0, 1] is the unit interval and the equivalence relation is given by
(x, 0, y1) ∼ (x, 0, y2) for any two points y1, y2 ∈ Y , and similarly (x1, 1, y) ∼
(x2, 1, y) for any two points x1, x2 ∈ X.

A point (x, t, y) ∈ X ∗ Y can be viewed as a point on the line connecting
x to y. Here are some examples.

Examples.

• Let y be a single point. Then X ∗ y is the cone CX = X × I/X × {1} .
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• Let Y = {y1, y2} be the space consisting of two distinct points. Then
X ∗ Y is the suspension ΣX discussed earlier. Notice that the suspension
can be viewed as the union of two cones, with vertices y1 and y2

respectively, attached along the equator.

• Exercise. Prove that the join of two spheres, is another sphere,

Sn ∗ Sm ∼= Sn+m+1.

• Let {x0, · · · , xk} be a collection of k + 1 - distinct points. Then the k -
fold join x0 ∗ x1 ∗ · · · ∗ xk is the convex hull of these points and hence is
the k - dimensional simplex ∆k with vertices {x0, · · · , xk}.

Observe that the space X sits naturally as a subspace of the join X ∗ Y as
endpoints of line segments,

ι : X ↪→ X ∗ Y
x→ (x, 0, y).

Notice that this formula for the inclusion makes sense and does not depend
on the choice of y ∈ Y . There is a similar embedding

j : Y ↪→ X ∗ Y
y → (x, 1, y).

Lemma 5.21. The inclusions ι : X ↪→ X ∗ Y and j : Y ↪→ X ∗ Y are null
homotopic.

Proof. Pick a point y0 ∈ Y . By definition, the embedding ι : X → X ∗ Y
factors as the composition

ι : X ↪→ X ∗ y0 ⊂ X ∗ Y
x→ (x, 0, y0).

But as observed above, the join X∗y0 is the cone on X and hence contractible.
This means that ι is null homotopic, as claimed. The fact that j : Y ↪→ X ∗Y
is null homotopic is proved in the same way.

Now let G be a group and consider the iterated join

G∗(k+1) = G ∗G ∗ · · · ∗G

where there are k + 1 copies of the group element. This space has a free G
action given by the diagonal action

g · (g0, t1, g1, · · · , tk, gk) = (gg0, t1, gg1, · · · , tk, ggk).
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Exercise. 1. Prove that there is a natural G - equivariant map

∆k ×Gk+1 → G∗(k+1)

which is a homeomorphism when restricted to ∆̃k ×Gk+1 where ∆̃k ⊂ ∆k is
the interior. Here G acts on ∆k ×Gk+1 trivially on the simplex ∆k and
diagonally on Gk+1.
2. Use exercise 1 to prove that if G is a CW complex, the iterated join
G∗(k+1) has the structure of a G - CW - complex.

Define J (G) to be the infinite join

J (G) = lim
k→∞

G∗(k+1)

where the limit is taken over the embeddings ι : G∗(k+1) ↪→ G∗(k+2) Since
these embedding maps are G -equivariant, we have an induced G - action on
J (G).

Theorem 5.22. If G is a CW -complex, the projection map

p : J (G)→ J (G)/G

is a universal principal G - bundle.

Proof. By the above exercise the space J (G) has the structure of a G - CW
- complex with a free G - action. Therefore by the results of the last section
the projection p : J (G) → J (G)/G is a principal G - bundle. To see that
J (G) has trivial homotopy groups, and therefore since it is a CW complex it
is contractible, notice that since Sn is compact, any map α : Sn → J (G) is
homotopic to one that factors through a finite join (that by abuse of notation
we still call α), α : Sn → G∗(n+1) ↪→ J (G). But by the above lemma the
inclusion G∗(n+1) ⊂ J (G) is null homotopic, and hence so is α. Thus J (G)
is contractible. By the results of last section, this means that the projection
J (G)→ J (G)/G is a universal G - bundle.

5.4.2 Simplicial spaces and classifying spaces

We therefore now have a universal bundle for every topological group G with
a CW -structure. We actually know a fair amount about the geometry of the
total space EG = J (G) which, by the above exercise can be described as the
union of simplices, where the k - simplices are parameterized by k+ 1 -tuples
of elements of G,

EG = J (G) =
⋃
k

∆k ×Gk+1/ ∼



Classification of Bundles 141

and so the classifying space can be described by

BG = J (G)/G ∼=
⋃
k

∆k ×Gk/ ∼

It turns out that in these constructions, the simplices are glued together along
faces, and these gluings are parameterized by the k + 1 - product maps ∂i :
Gk+2 → Gk+1 given by multiplying the ith and (i+ 1)st coordinates.

Having this type of data (parameterizing spaces of simplices as well as
gluing maps) is an example of an object known as a “simplicial set” which is
an important combinatorial object in topology. We now describe this notion in
more detail and show how these universal G - bundles and classifying spaces
can be viewed in these terms.

Good references for this theory are [38], [103].

The idea of simplicial sets is to provide a combinatorial technique to study
cell complexes built out of simplices; i.e simplicial complexes. A simplicial
complex X is built out of a union of simplices, glued along faces. Thus if Xn

denotes the indexing set for the n - dimensional simplices of X, then we can
write

X =
⋃
n≥0

∆n ×Xn/ ∼

where ∆n is the standard n - simplex in Rn;

∆n = {(t1, · · · , tn) ∈ Rn : 0 ≤ tj ≤ 1, and

n∑
i=1

ti ≤ 1}.

The gluing relation in this union can be encoded by set maps among the
Xn’s that would tell us for example how to identify an n− 1 simplex indexed
by an element of Xn−1 with a particular face of an n - simplex indexed by an
element of Xn. Thus in principal simplicial complexes can be studied purely
combinatorially in terms of the sets Xn and set maps between them. The
notion of a simplicial set is a generalization of simplicial complex that makes
this idea precise.

Definition 5.7. A simplicial set X∗ is a collection of sets

Xn, n ≥ 0

together with set maps

∂i : Xn −→ Xn−1 and sj : Xn −→ Xn+1

for 0 ≤ i, j ≤ n called face and degeneracy maps respectively. These maps
are required to satisfy the following compatibility conditions
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∂i∂j = ∂j−1∂i for i < j

sisj = sj+1si for i < j

and

∂isj =


sj−1∂i for i < j

1 for i = j, j + 1

sj∂i−1 for i > j + 1

As mentioned above, the maps ∂i and sj encode the combinatorial infor-
mation necessary for gluing the simplices together. To say precisely how this
works, consider the following maps between the standard simplices:

δi : ∆n−1 −→ ∆n and σj : ∆n+1 −→ ∆n

for 0 ≤ i, j ≤ n defined by the formulae

δi(t1, · · · , tn−1) =

{
(t1, · · · , ti−1, 0, ti, · · · , tn−1) for i ≥ 1

(1−∑n−1
q=1 tq, t1, · · · , tn−1) for i = 0

and

σj(t1, · · · , tn+1) =

{
(t1, · · · , ti−1, ti + ti+1, ti+2, · · · , tn+1) for i ≥ 1

(t2, · · · , tn+1) for i = 0 .

δi includes ∆n−1 in ∆n as the ith face, and σj projects, in a linear fashion,
∆n+1 onto its jth face.

We can now define the space associated to the simplicial set X∗ as follows.

Definition 5.8. The geometric realization of a simplicial set X∗ is the space

‖X∗‖ =
⋃
n≥0

∆n ×Xn/ ∼

where if t ∈ ∆n−1 and x ∈ Xn, then

(t, ∂i(x)) ∼ (δi(t), x)

and if t ∈ ∆n+1 and x ∈ Xn then

(t, sj(x)) ∼ (σj(t), x).

In the topology of ‖X∗‖, each Xn is assumed to have the discrete topology,
so that ∆n ×Xn is a discrete set of n - simplices.



Classification of Bundles 143

Thus ‖X∗‖ has one n - simplex for every element of Xn, glued together in
a way determined by the face and degeneracy maps.

Example. Consider the simplicial set S∗ defined as follows. The set of n -
simplices is given by

Sn = Z/(n+ 1), generated by an element τn.

The face maps are given by

∂i(τ
r
n) =

{
τ rn−1 if r ≤ i ≤ n
τ r−1
n−1 if 0 ≤ i ≤ r − 1.

The degeneracies are given by

si(τ
r
n) =

{
τ rn+1 if r ≤ i ≤ n
τ r+1
n+1 if 0 ≤ i ≤ r − 1.

Notice that there is one zero simplex, two one simplices, one of them the
image of the degeneracy s0 : S0 −→ S1, and the other nondegenerate (i.e not
in the image of a degeneracy map). Notice also that all simplices in dimensions
larger than one are in the image of degeneracy maps. Hence we have that the
geometric realization

‖S∗‖ = ∆1/0 ∼ 1 = S1.

Let X∗ be any simplicial set. There is a particularly nice and explicit way
for computing the homology of the geometric realization, H∗(‖X∗‖).

Consider the following chain complex. Define Cn(X∗) to be the free abelian
group generated by the set of n - simplices Xn. Define the homomorphism

dn : Cn(X∗) −→ Cn−1(X∗)

by the formula

dn([x]) =

n∑
i=0

(−1)i∂i([x])

where x ∈ Xn.

Proposition 5.23. The homology of the geometric realization H∗(‖X∗‖) is
the homology of the chain complex

−→ · · · dn+1−−−−→ Cn(X∗)
dn−−−−→ Cn−1(X∗)

dn−1−−−−→ · · · d0−−−−→ C0(X∗).

Proof. It is straightforward to check that the geometric realization ‖X∗‖ is a
CW - complex and that this is the associated cellular chain complex.
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Besides being useful computationally, the following result establishes the
fact that all CW complexes can be studied simplicially.

Theorem 5.24. Every CW complex has the homotopy type of the geometric
realization of a simplicial set.

Proof. Let X be a CW complex. Define the singular simplicial set of X ,
S(X)∗ as follows. The n simplices S(X)n is the set of singular n - simplices,

S(X)n = {c : ∆n −→ X}.

The face and degeneracy maps are defined by

∂i(c) = c ◦ δi : ∆n−1 −→ ∆n −→ X

and
sj(c) = c ◦ σi : ∆n+1 −→ ∆n −→ X.

Notice that the associated chain complex to S(X)∗ as in 5.23 is the sin-
gular chain complex of the space X. Hence by 5.23 we have that

H∗(‖S(X)‖) ∼= H∗(X).

This isomorphism is actually realized by a map of spaces

E : ‖S(X)∗‖ −→ X

defined by the natural evaluation maps

∆n × S(X)n −→ X

given by
(t, c) −→ c(t).

It is straightforward to check that the map E does induce an isomorphism in
homology. In fact it induces an isomorphism in homotopy groups. We will not
prove this here; it is more technical and we refer the reader to [103] for de-
tails. Note that it follows from the homological isomorphism by the Hurewicz
theorem if we knew that X was simply connected. As we’ve mentioned be-
fore, a map between spaces that induces an isomorphism in homotopy groups
is called a weak homotopy equivalence. Thus any space is weakly homotopy
equivalent to a CW - complex (i.e the geometric realization of its singular
simplicial set). But by the Whitehead theorem, two CW complexes that are
weakly homotopy equivalent are homotopy equivalent. Hence X and ‖S(X)∗‖
are homotopy equivalent.
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We next observe that the notion of simplicial set can be generalized as
follows. We say that X∗ is a simplicial space if it is a simplicial set (i.e it
satisfies definition 5.7) with the extra data that the sets Xn have the structure
of a compactly-generated topological space, and the face and degeneracy maps

∂i : Xn −→ Xn−1 and sj : Xn −→ Xn+1

are continuous maps. The definition of the geometric realization of a simplicial
space X∗, ‖X∗‖, is the same as in 5.8 with the proviso that the topology of
each ∆n × Xn is the product topology. Notice that since the “set of n -
simplices” Xn is actually a space, it is not necessarily true that ‖X∗‖ is a
CW complex. However if in fact each Xn is a CW complex and the face and
degeneracy maps are cellular, then ‖X∗‖ does have a natural CW structure
induced by the product CW - structures on ∆n ×Xn.

Notice that this simplicial notion generalizes even further. For example
a simplicial group would be defined similarly, where each Xn would be a
group and the face and degeneracy maps are group homomorphisms. Simpli-
cial vector spaces, modules, etc. are defined similarly. The categorical nature
of these definitions should by now be coming clear. Indeed more generally
one can define a simplicial object in a category C using the above def-
inition where now the Xn’s are assumed to be objects in the category and
the face and degenarcies are assumed to be morphisms. If the category C is a
subcategory of the category of compactly-generated topological spaces, then
geometric realizations can be defined as in Definition 5.8. For example the ge-
ometric realization of a simplicial (abelian) group turns out to be a topological
(abelian) group. (Try to verify this for yourself!)

The notion of a simplicial object in a category C can be formalized some-
what in the following way.

Let ∆ denote the simplex category. The objects of ∆ are nonempty, linearly
ordered sets of the form [n] = {0, 1, · · · , n}. A morphism φ : [n] → [m] is a
non-strictly order-preserving set map. Important examples of such morphisms
are “coface maps” δi, i = 0, · · · , n : [n−1]→ [n], where δi is defined to be the
unique injective, order preserving set map from [n−1] to [n] whose image does
not contain i. There are also “codegeneracy maps” σj , j = 0, · · · , n : [n+1]→
[n], where σj is the unique surjective order preserving set map [n + 1] → [n]
such that j is in the image of two elements.

We can then define a simplicial object X in a category C to be a con-
travariant functor

X : ∆→ C.
Given such a simplicial object X, the p simplicies are given by Xp = X([p]),

and the face and degeneracy maps

∂i : Xn −→ Xn−1 and sj : Xn −→ Xn+1

are given by X(δi) and X(σj), respectively.
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Exercise: Show that he two definitions of a simplicial object in a category C
given above are equivalent.

If C is a subcategory of the category of compactly-generated topological
spaces, then the geometric realization, ‖X‖ of a simplicial object in C, can be
defined as in Definition 5.8. Observe that ‖X‖ is then object in C.

We now use this simplicial theory to construct universal principal G -
bundles and classifying spaces.

Let G be a topological group and let EG∗ be the simplicial space defined
as follows. The space of n - simplices is given by the n + 1 - fold cartesian
product

EGn = Gn+1.

The face maps ∂i : Gn+1 −→ Gn are given by the formula

∂i(g0, · · · , gn) = (g0, · · · , ĝi, · · · , gn).

The degeneracy maps sj : Gn+1 −→ Gn+2 are given by the formula

sj(g0, · · · , gn) = (g0, · · · , gj , gj , · · · , gn).

Exercise. Show that the geometric realization ‖EG∗‖ is weakly contractible
(i.e has the weak homotopy type of a point).

Hint. Let ‖EG∗‖(n) be the nth - skeleton,

‖EG∗‖(n) =

n⋃
p=0

∆p ×Gp+1.

Then show that the inclusion of one skeleton in the next
‖EG∗‖(n) ↪→ ‖EG∗‖(n+1) is null - homotopic. One way of doing this is to
establish a homeomorphism between ‖EG∗‖(n) and n - fold join G ∗ · · · ∗G.

Notice that the group G acts freely on the right of ‖EG∗‖ by the rule

‖EG∗‖ ×G =

⋃
p≥0

∆p ×Gp+1

×G −→ ‖EG∗‖ (5.2)

(t; (g0, · · · , gp))× g −→ (t; (g0g, · · · , gpg)) .

Thus we can define EG = ‖EG∗‖. The projection map

p : EG→ EG/G = BG
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is principal G-bundles whose total space is weakly contractible. Therefore it
is universal principal G - bundle.

This description gives the classfiying space BG an induced simplicial struc-
ture described as follows.

Let BG∗ be the simplicial space whose n - simplices are the cartesian
product

BGn = Gn. (5.3)

The face and degeneracy maps are given by

∂i(g1, · · · , gn) =


(g2, · · · , gn) for i = 0

(g1, · · · , gigi+1, · · · gn) for 1 ≤ i ≤ n− 1

(g1, · · · , gn−1) for i = n.

The degeneracy maps are given by

sj(g1, · · · , gn) =

{
(1, g1, · · · , gn) for j = 0

(g1, · · · gj , 1, gj+1, · · · , gn) for j ≥ 1.

The simplicial projection map

p : EG∗ −→ BG∗

defined on the level of n - simplicies by

p(g0, · · · , gn) = (g0g
−1
1 , g1g

−1
2 , · · · , gn−1g

−1
n )

is easily checked to commute with face and degeneracy maps and so induces
a map on the level of geometric realizations

p : EG = ‖EG∗‖ −→ ‖BG∗‖
which induces a homeomorphism

BG = EG/G
∼=−−−−→ ‖BG∗‖.

Thus for any topological group this construction gives a simplicial space
model for its classifying space. This is referred to as the simplicial bar con-
struction. Notice that when G is discrete the bar construction is a CW
complex for the classifying space BG = K(G, 1) and 5.23 gives a particu-
larly nice complex for computing its homology. (The homology of a K(G, 1)
is referred to as the homology of the group G.)

The n - chains are the group ring

Cn(BG∗) = Z[Gn] ∼= Z[G]⊗n
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and the boundary homomorphisms

dn : Z[G]⊗n −→ Z[G]⊗n−1

are given by

dn(a1 ⊗ · · · ⊗ an) = (a2 ⊗ · · · ⊗ an)+

n−1∑
i=1

(−1)i(a1 ⊗ · · · ⊗ aiai+1 ⊗ · · · ⊗ an)

+ (−1)n(a1 ⊗ · · · ⊗ an−1).

This complex is called the bar complex for computing the homology of
a group and was discovered by Eilenberg and MacLane in the mid 1950’s.

5.4.3 Topological categories, their classifying spaces, and
Quillen’s Theorems A and B

We end this chapter by discussing a generalization of the notion of the clas-
sifying space of a topological group. Notice that the bar construction of the
classifying space of a group did not use the full group structure. It only used
the existence of an associative multiplication with unit. In particular it did
not use the existence of inverse. So one can study the classifying space BA
of a monoid A. Indeed one can define the classifying space BC of any “small
category” C in a similar way. (A “small” category is one whose objects and
morphisms are sets.) These are important construction in algebraic - K - the-
ory as well as homotopy theory, and we describe some basic properties of this
construction here. The main reference for this material is Quillen’s ground-
breaking work [129].

Throughout this section C will be a topological category, meaning it is a
small category, and the sets of objects and morphisms are topologized. Fur-
thermore, the source and target maps,

σC : MorC → ObC . and τC : MorC → ObC

are continuous. Of course important examples of topological categories are
discrete categories where the topologies on the objects and morphisms are all
discrete.

As suggested above, one can associate to a topological category C a sim-
plicial space, called its nerve, denoted NC. This is a generalization of the bar
construction of a group. The space of 0-simplices of NC is the space of objects,
N0C = ObC . For p ≥ 1 the space of p-simplices, NpC is given by the space of
p-tuples of composable morphisms

X0
µ1−→ X1

µ2−→ · · · µp−→ Xp (5.4)
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topologized as a subspace of the p-fold cartesian product of MorC . The face
and degeneracy maps are defined as they are for the simplicial classifying space
of a group (5.3). Namely, the ith face of this simplex is obtained by deleting
the object Xi and composing the morphisms µi+1 ◦ µi : Xi−1 → Xi+1. The
ith degeneracy of this simplex is obtained by inserting the identity morphism
id : Xi → Xi to obtain a (p+ 1)-simplex.

Definition 5.9. The classifying space of the topological category C, BC, is
the geometric realizaiton of the nerve

BC = |NC|.

Notice that from this perspective, a topological monoid can be thought of
as a topological category in which there is only one object, and a topological
group is a topological monoid in which every morphism is invertible. To com-
plete this collection of ideas, a topological groupoid is a topological category
in which every morphism is invertible.

Given a continuous functor between topological categories (i.e a functor
that is continuous on both object and morphism spaces), F : C1 → C2, one
gets an induced map of classifying spaces,

BF : BC1 → BC2.

Definition 5.10. We say that a functor F : C1 → C2 is a fibration if the
induced map of classifying spaces

BF : BC1 → BC2

is a fibration. Similarly, we say that such a functor is an “equivalence” (some-
times called a “Quillen equivalence”) if the induced map classifying spaces, BF
is a weak homotopy equivalence.

It is natural to ask what properties of a functor F : C1 → C2 assure that it
will be a fibration or an equivalence. Quillen began this study in [129]. In this
section we will describe a few of these results. These results are quite useful
in modern homotopy theory.

One observation, due to Milnor [120] is that if C1 and C2 are two topological
categories, then the canonical map

B(C1 × C2)→ BC1 ×BC2

is a homeomorphism, assuming the product is given the compactly generated
topology. (Try to prove this yourself!) This quickly implies the following, which
was originally observed by Segal [135].
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Proposition 5.25. A natural transformation Θ : F → G of functors between
topological categories C1 and C2 induces a homotopy

BΘ : BC1 × I → BC2
between BF and BG.

Proof. Consider the category I defined by the ordered set {0 < 1}. In oth-
erwords, I has two objects, 0 and 1, and a unique nonidentity morphism
0 → 1. Observe that the classifying space BI is homeomorphic to the inter-
val, I = [0, 1]. The triple (F ,G,Θ) can be viewed as a functor

C1 × I → C2
and therefore gives, upon passage to classifying spaces, a homotopy

BC1 × I → BC2.

Now recall that a functor F : C1 → C2 has a left adjoint functor G : C2 → C1
if there is a natural transformation

Θ : G ◦ F → id : C1 → C1 and Ψ : id→ F ◦ G : C2 → C2.

A functor F having a right adjoint functor G is defined in terms of the existence
of a natural transformations F ◦ G → id : C2 → C2 and id→ G ◦ F : C1 → C1.
The following is then an immediate corollary.

Corollary 5.26. If a functor F : C1 → C2 has either a left or right adjoint,
then F is an equivalence.

An object X0 of a category C is said to be initial, if given any other object
X, there is a unique morphism X0 → X. Similarly, an object X1 is final if,
given any other object X there is a unique morphism X → X1. We now have
the following very useful corollary that allows us to recognize contractible
classifying spaces.

Corollary 5.27. A topological category having either an initial or final ob-
ject has a contractible classifying space. (In this case we say the category is
contractible.)

Proof. In these cases the unique functor from the category to the category
{0} consisting of one object and no nonidentity morphisms, has an adjoint.
The result follows.

As an example of a topological category with an initial object we define
the “based path category”.



Classification of Bundles 151

Definition 5.11. Let X be a connected space with basepoint x0 ∈ X, Let
P0X be the “based path category” of X. The objects of PX are paths starting
at x0, α : [0, r] → X for some r ≥ 0 such that α(0) = x0. A morphism
from α1 : [0, r] → X to α2 : [0, s] → X is a path φ : [r, s] → X such that
the concantenation of paths, φ · α1 : [0, s] → X is equal to the path α2. The
concantenation φ · α1 is defined by

φ · α1(t) =

{
α1(t) if t ∈ [0, r],

φ(t) if t ∈ [r, s].

This category is topologized in the obvious way.

Exercise. Show that the constant path ε : [0, 0] → X at x0 is an initial
object of P0X. We therefore may conclude that the classifying space, B(PX)
is contractible. The reader may want to compare this path category and its
classifying space to the path space PX defined in Proposition 4.5.

Now let C and D be topological categories, and let F : C → D be a contin-
uous functor between them. We will now describe a slight generalization of a
result of Quillen [129] that can identify the homotopy type of the homotopy
fiber of the induced map on classifying spaces BF : BC → BD.

Definition 5.12. (1). Let Y ∈ D be an object. The “under category” F ↘ Y
is the topological category whose objects are pairs (X, v) where X is an object
of C and v is a morphism in D from Y to F(X). A morphism from (X, v) to
(X ′, v′) is a morphism α : X → X ′ in C such that F(α)◦v = v′. Notice that a
morphism in D from Y to Y ′ naturally induces a functor F ↘ Y ′ → F ↘ Y .

(2) The “over category” F ↙ Y is defined similarly. Its objects are pairs
(X, v) where X is an object in C and v is a morphism in D from F(X) to Y .
A morphism from (X, v) to (X ′, v′) is a morphism α : X → X ′ in C such that
v′ ◦ F(α) = v. Notice that a morphism in D from Y to Y ′ induces a functor
F ↙ Y → F ↙ Y ′.

We have the following immediate result.

Lemma 5.28. Consider the identity functor of a topological category, id : C →
C. Then for any object Y in C, (Y, idY ) is an initial object in the undercategory
id ↘ Y . Here idY : Y → Y is the identity morphism of Y . Similarly, for
any object Y in C, then in the overcategory id ↙ Y the object (Y, idY ) is a
final object. Therefore the classifying spaces B(id ↘ Y ) and B(id ↙ Y ) are
contractible.

Now given a continuous functor between topological categories F : C → D,
and Y ∈ D an object, notice that we have natural functors j : F ↙ Y → C,
F ′ : F ↙ Y → idD ↙ Y and j′ : idD ↙ D → D defined on objects as follows.
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• j(X, v) = X

• F ′(X, v) = F(X)

• j′(Y, v) = Y

To describe the functors on the level of morphisms suppose α : (X, v) →
(X ′, v′) is a morphism in F ↙ Y , then j(α) : j(X, v) = X → j(X ′, v′) = X ′

is simply given by α : X → X ′. F ′ and j′ are defined similarly on morphisms.
Now notice that the following square of categories and functors commutes for
every object Y in D:

F ↙ Y
j−−−−→ C

F ′
y yF

idD ↙ Y −−−−→
j′

D

The following is a statement of Quillen’s famous “Theorem B” in [129].
For it we need the following definition.

Definition 5.13. Consider a commutative square of maps between spaces,

X
f̄−−−−→ .Y

p

y yq
Z −−−−→

f
W.

Let hF (p) and hF (q) be the homotopy fibers of the maps p and q respectively.
There is an induced map f̃ : hF (p)→ hF (q).

The above square is said to be “homotopy cartesian” if the induced map of
homotopy fibers

f̃ : hF (p)→ hF (q)

is a weak homotopy equivalence.

Theorem 5.29. (Quillen [129]) Suppose F : C → D is a continuous functor
of topological categories. Suppose that the following conditions are met:

1. The target maps τC : MorC → ObC and τD : MorD → ObD are fibrations.

2. The restriction of the functor to object spaces, F : ObC → ObD is a fibra-
tion.



Classification of Bundles 153

3. For any morphism α in D between objects Y1 and Y2, the induced functor

F ↙ Y1 → F ↙ Y2

is an equivalence (i.e induces a weak homotopy equivalence of classifying
spaces).

Then the induced square of maps classifying spaces,

B(F ↙ Y )
Bj−−−−→ BC

BF ′
y yBF

B(idD ↙ Y ) −−−−→
j′

BD

is homotopy cartesian.

Remark.
Quillen’s Theorem B assumes that the categories are discrete, and it there-

fore does not need the first and second hypotheses stated above. His “Theorem
A” is a special case, when one assumes that the undercategories are all con-
tractible. In this case one can conclude that the functor F is a (Quillen) equiv-
alence in that it induces a weak homotopy equivalence of classifying spaces.
The reader is encouraged to read Quillen’s beautiful proofs of his Theorems
A and B.

The result as stated here in the setting of topological categories has been
known for many years, but has been difficult to find explicitly in the literature.
A writeup in this form can be found in [58], [59].

We now have the following immediate corollary to Quillen’s Theorem B.

Corollary 5.30. Assuming the hypotheses of Theorem 5.29, then the homo-
topy fiber of

BF : BC → BD
is weakly homotopy equivalent to B(F ↙ Y ) for any object Y of D.

Proof. This follows from Theorem 5.29 immediately because by Lemma 5.28
above, B(idD ↙ Y ) is contractible.

We now consider the following very useful application of this theorem.

Definition 5.14. Let X be a connected topological space with basepoint x0 ∈
X. Let XI be the (unbased) path category of X. It is a topological category
whose objects are points x ∈ X, topologized using the topology of X. The space
of morphisms from x1 to x2 is the space of paths α : [0, r]→ X for some r > 0,
with α(0) = x1 and α(1) = x2. Composition of morphisms is concantenation
of paths.
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Corollary 5.31. There is a weak homotopy equivalence, B(XI) ' X.

Proof. Let P0X be the based path category considered above (5.11). We con-
sider the “evaluation functor”

Ev : P0X → XI

defined on an object α : [0, r] → X to be Ev(α) = α(r) ∈ X. Recall that
a morphism between objects α1 : [0, r] → X and α2 : [0, s] → X is a path
γ : [r, s]→ X such that the concantenation γ ·α1 = α2 : [0, s]→ X. We define
the value of the functor Ev on the morphism γ to equal γ, viewed as a path
between α1(r) and α2(s). Clearly Ev is a well-defined continuous functor.

We leave it to the reader to check that the functor Ev satisfies the first
two hypotheses of Theorem 5.29. We now check that it satisfies the third
hypothesis. Namely, we need to check that for any morphism γ between objects
x1 and x2 in the category XI , the induced functor on over categories, which
by abuse of notation we also call γ,

γ : Ev ↙ x1 → Ev ↙ x2

is a Quillen equivalence. Now γ is a path γ : [r, s] → X between x1 and x2.
Consider the “inverse” path γ−1 : [s, 2s− r]→ X given by

γ−1(t) = γ(2s− t).
Since γ−1 is a morphism between γ−1(s) = γ(s) = x2 and γ−1(2s − r) =
γ(r) = x1, it induces a functor of over categories,

γ−1 : Ev ↙ x2 → Ev ↙ x1.

We leave it to the reader to check that the composition functors

γ−1 ◦ γ : Ev ↙ x1 → Ev ↙ x1 and γ ◦ γ−1 : Ev ↙ x2 → Ev ↙ x2

induce maps between classifying spaces that are homotopic to the identity.
Thus Ev : P0X → XI satisfies the hypotheses of Theorem 5.29, and we

conclude that the induced map of classifying spaces

BEv : BP0X → BXI

has homotopy fiber weakly homotopy equivaent to B(Ev ↙ x) for any x ∈ X.
We consider the homotopy type of B(Ev ↙ x0) where x0 ∈ X is the

basepoint. Notice that an object in Ev ↙ x0 is a pair (α, β), where α : [0, r]→
X is a path that starts at x0 (i.e α(0) = x0), and β is a path β : [r, s] → X
with β(r) = α(r) and β(s) = x0. By concantinating these two paths, we may
view this object as a loop γ : [0, s] → X starting and ending at x0. The only
extra data in this object is the number r with 0 ≤ r ≤ s. So an equivalent
formulation of the category Ev ↙ x0 is the category whose objects are triples
(γ, r, s), where γ : [0, s]→ X is a loop at x0 (i.e γ(0) = γ(s) = x0) and r is a
number with 0 ≤ r ≤ s.

From this point of view, the morphisms can be described as follows. There
is a unique morphism (γ1, r1, s1)→ (γ2, r2, s2) if and only if
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1. r1 ≤ r2, and

2. s1 = s2 and γ2 = γ1 : [0, s1]→ X.

There are no other morphisms. In other words, the category Ev ↙ x0 is a
partially ordered topological space, with

(γ1, r1, s1) ≤ (γ2, r2, s2)

if and only if the above conditions are satisfied.

From this description of the over category Ev ↙ x0 it is straightforward
to complete the following exercise.

Exercise. Use this description of the category Ev ↙ x0 to show that the
classifying space B(Ev ↙ x0) has the weak homotopy type of the based loop
space ΩX.

With this exercise we now know that the homotopy fiber of the map BEv :
BP0X → BXI is the based loop space ΩX. Since the total space of this
fibration, BP0X is contractible (see the exercise after Definition 5.11), this
implies the base space BXI must be weakly homotopy equivalent to X.

5.5 Some Applications

In a sense, much of what we will study in the next chapter are applications of
the classification theorem for principal bundles. In this section we describe a
few immediate applications.

5.5.1 Line bundles over projective spaces

By the classification theorem we know that the set of isomorphism classes of
complex line bundles over the projective space CPn is given by

V ect1(CPn) ∼= PrinGL(1,C)(CPn) ∼= PrinU(1)(CPn) ∼= [CPn, BU(1)] = [CPn,CP∞]

= [CPn,K(Z, 2)] ∼= H2(CPn,Z) ∼= Z

Theorem 5.32. Under the above isomorphism,

V ect1(CPn) ∼= Z

the n - fold tensor product of the universal line bundle γ⊗n1 corresponds to the
integer n ≥ 0.
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Proof. The classification theorem says that every line bundle ζ over CPn is
the pull back of the universal line bundle via a map fζ : CPn → CP∞. That
is,

ζ ∼= f∗ζ (γ1).

The cohomology class corresponding to ζ, the first Chern class c1(ζ), is given
by

c1(ζ) = f∗ζ (c) ∈ H2(CPn) ∼= Z

where c ∈ H2(CP∞) ∼= Z is the generator. Clearly ι∗(c) ∈ H2(CPn) is the
generator, where ι : CPn ↪→ CP∞ is natural inclusion. But ι∗(γ1) = γ1 ∈
V ect1(CPn). Thus γ1 ∈ V ect1(CPn) ∼= Z corresponds to the generator.

To see the effect of taking tensor products, consider the following “tensor
product map”

BU(1)× · · · ×BU(1)
⊗−−−−→ BU(1)

defined to be the unique map (up to homotopy) that classifies the external
tensor product γ1⊗· · ·⊗γ1 over BU(1)×· · ·×BU(1). Using CP∞ ∼= Gr1(C∞)
as our model for BU(1), this tensor product map is given by taking k lines
`1, · · · , `k in C∞ and considering the tensor product line

`1 ⊗ · · · ⊗ `k ⊂ C∞ ⊗ · · · ⊗ C∞
∼=−−−−→
ψ

C∞

where ψ : C∞ ⊗ · · · ⊗ C∞ ∼= C∞ is a fixed isomorphism. The induced map

τ : CP∞ × · · · × CP∞ → CP∞ ∼= K(Z, 2)

is determined up to homotopy by its effect on H2. Clearly the restriction to
each factor is the identity map and so

τ∗(c) = c1+· · ·+ck ∈ H2(CP∞×· · ·×CP∞) = H2(CP∞)⊕· · ·⊕H2(CP∞) ∼= Z⊕· · ·⊕Z

where ci denotes the generator of H2 of the ith factor in the product. Therefore
the composition

tk : CP∞ ∆−−−−→ CP∞ × · · · × CP∞ τ−−−−→ CP∞

has the property that t∗k(c) = kc ∈ H2(CP∞). But also we have that on the
bundle level,

t∗k(γ1) = γ⊗k1 ∈ V ect1(CP∞).

The theorem now follows.

We have a similar result for real line vector bundles over real projective
spaces.

Theorem 5.33. The only nontrivial real line bundle over RPn is the canonical
line bundle γ1.
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Proof. We know that γ1 is nontrivial because its restriction to S1 = RP1 ⊂
RPn is the Moebeus strip line bundle, which is nonorientable, and hence non-
trivial. On the other hand, by the classification theorem,

V ect1R(RPn) ∼= [RPn, BGL(1,R)] = [RPn,RP∞] = [RPn,K(Z2, 1)]

∼= H1(RPn,Z2) ∼= Z2.

Hence there is only one nontrivial line bundle over RPn.

.

5.5.2 Structures on bundles and homotopy liftings

The following theorem is a direct consequence of the classification theorem.
We leave its proof as an exercise.

Theorem 5.34. . Let p : E → B be a principal G - bundle classified by
a map f : B → BG. Let H < G be a subgroup. By the naturality of the
construction of classifying spaces, this inclusion induces a map (well defined
up to homotopy) ι : BH → BG. Then the bundle p : E → B has an H -
structure (i.e a reduction of its structure group to H) if and only if there is a
map

f̃ : B → BH

so that the composition

B
f̃−−−−→ BH

ι−−−−→ BG

is homotopic to f : B → BG. In particular if p̃ : Ẽ → B is the principal H -
bundle classified by f̃ , then there is an isomorphism of principal G bundles,

Ẽ ×H G ∼= E.

The map f̃ : B → BH is called a “lifting” of the classifying map f : B →
BG. It is called a lifting because, as we saw at the end of the last section, the
map ι : BH → BG can be viewed as a fiber bundle, by taking our model for
BH to be BH = EG/H. Then ι is the projection for the fiber bundle

G/H → EG/H = BH
ι−−−−→ EG/G = BG.

This bundle structure will allow us to analyze in detail what the obstructions
are to obtaining a lift f̃ of a classifying map f : B → BG. We will study this
is Chapter 6.

Examples.
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• An orientation of a bundle classified by a map f : B → BO(k) is a lifting
f̃ : B → BSO(k). Notice that the map ι : BSO(k)→ BO(k) can be
viewed as a two - fold covering map

Z2 = O(k)/SO(k)→ BSO(k)
ι−−−−→ BO(k).

• An almost complex structure on a bundle classified by a map
f : B → BO(2n) is a lifting f̃ : B → BU(n). Notice we have a bundle

O(2n)/U(n)→ BU(n)→ BO(2n).

The following example will be particularly useful in the next chapter when
we define characteristic classes and do calculations with them.

Theorem 5.35. A complex bundle vector bundle ζ classified by a map f :
B → BU(n) has a nowhere zero section if and only if f has a lifting f̃ : B →
BU(n−1). Similarly a real vector bundle η classified by a map f : B → BO(n)
has a nowhere zero section if and only if f has a lifting f̃ : B → BO(n− 1).
Notice we have the following bundles:

S2n−1 = U(n)/U(n− 1)→ BU(n− 1)→ BU(n)

and
Sn−1 = O(n)/O(n− 1)→ BO(n− 1)→ BO(n).

This theorem says that BU(n − 1) forms a sphere bundle (S2n−1) over
BU(n), and similarly, BO(n − 1) forms a Sn−1 - bundle over BO(n). We
identify these sphere bundles as follows.

Corollary 5.36. The sphere bundles

S2n−1 → BU(n− 1)→ BU(n)

and
Sn−1 → BO(n− 1)→ BO(n)

are isomorphic to the unit sphere bundles of the universal vector bundles γn
over BU(n) and BO(n) respectively.

Proof. We consider the complex case. The real case is proved in the same
way. Notice that the model for the sphere bundle in the above theorem is the
projection map

p : BU(n− 1) = EU(n)/U(n− 1)→ EU(n)/U(n) = BU(n).
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But γn is the vector bundle EU(n) ×U(n) Cn → BU(n) which therefore has
unit sphere bundle

S(γn) = EU(n)×U(n) S
2n−1 → BU(n) (5.5)

where S2n−1 ⊂ Cn is the unit sphere with the induced U(n) - action. But
S2n−1 ∼= U(n)/U(n − 1) and this diffeomorphism is equivariant with respect
to this action. Thus the unit sphere bundle is given by

S(γn) = EU(n)×U(n) U(n)/U(n− 1) ∼= EU(n)/U(n− 1) = BU(n− 1)

as claimed.

We observe that by using the Grassmannian models for BU(n) and BO(n),
then their relation to the sphere bundles can be seen explicitly in the following
way. This time we work in the real case.

Consider the embedding

ι : Grn−1(RN ) ↪→ Grn(RN × R) = Grn(RN+1)

defined by
(V ⊂ RN )→ (V × R ⊂ RN × R).

Clearly as N →∞ this map becomes a model for the inclusion BO(n− 1) ↪→
BO(n). Now for V ∈ Grn−1(RN ) consider the vector (0, 1) ∈ V ×R ⊂ RN×R.
This is a unit vector, and so is an element of the fiber of the unit sphere bundle
S(γn) over V × R. Hence this association defines a map

j : Grn−1(RN )→ S(γn)

which lifts ι : Grn−1(RN ) ↪→ Grn(RN+1). By taking a limit over N we get a
map j : BO(n− 1)→ S(γn).

There is a homotopy inverse to the map j which we will call ρ : S(γn) →
BO(n− 1). To define ρ we again first work on the finite Grassmannian level.

Let (W,w) ∈ S(γn), the unit sphere bundle over Grn(RK). Thus W ⊂ RK
is an n -dimensional subspace and w ∈W is a unit vector. Let Ww ⊂W denote
the orthogonal complement to the vector w in W . Thus Ww ⊂W ⊂ RK is an
n− 1 - dimensional subspace. This association defines a map

ρ : S(γn)→ Grn−1(RK)

and by taking the limit over K, defines a map ρ : S(γn) → BO(n − 1). We
leave it to the reader to verify that j : BO(n − 1) → S(γn) and ρ : S(γn) →
BO(n− 1) are homotopy inverse to each other.
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5.5.3 Embedded bundles and K -theory

The classification theorem for vector bundles says that for every n - dimen-
sional complex vector bundle ζ over X, there is a classifying map fζ : X →
BU(n) so that ζ is isomorphic to pull back, f∗(γn) of the universal vector bun-
dle. A similar statement holds for real vector bundles. Using the Grassmannian
models for these classifying spaces, we obtain the following as a corollary.

Theorem 5.37. Every n - dimensional complex bundle ζ over a space X can
be embedded in a trivial infinite dimensional bundle, X×C∞. Similarly, every
n - dimensional real bundle η over X can be embedded in the trivial bundle
X × R∞.

Proof. Let fζ : X → Grn(C∞) = BU(n) classify ζ. So ζ ∼= f∗(γn). But recall
that

γn = {(V, v) ∈ Grn(C∞)× C∞ such that v ∈ V.}
Hence γn is naturally embedded in the trivial bundleGrn(C∞)×C∞. Thus ζ ∼=
f∗(γn) is naturally embedded in X×C∞. The real case is proved similarly.

Notice that because of the direct limit topology on Grn(C∞) =
lim−→Grn(CN ), if X is a compact space, any map f : X → Grn(C∞) has

image that lies in Grn(CN ) for some finite N . But notice that over this fi-
nite Grassmannian, γn ⊂ Grn(CN )×CN . The following is then an immediate
corollary. This result was used in Chapter 3 in our discussion about K -theory.

Corollary 5.38. If X is a compact space of the homotopy type of a CW -
complex, then every n - dimensional complex bundle zeta can be embedded in
a trivial bundle X ×CN for some N . The analogous result also holds for real
vector bundles.

Let f : X → BU(n) classify the n - dimensional complex vector bundle ζ.
Then clearly the composition f : X → BU(n) ↪→ BU(n+1) classifies the n+1
dimensional vector bundle ζ ⊕ ε1, where as before, ε1 is the one dimensional
trivial line bundle. This observation leads to the following.

Proposition 5.39. Let ζ1 and ζ2 be two n -dimensional vector bundles over
X classified by f1 and f2 : X → BU(n) respectively. Then if we add trivial
bundles, we get an isomorphism

ζ1 ⊕ εk ∼= ζ2 ⊕ εk
if and only if the compositions,

f1, f2 : X → BU(n) ↪→ BU(n+ k)

are homotopic.
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Now recall from the discussion of K - theory in the Chapter 3 that the set
of stable isomorphism classes of vector bundles SV ect(X) is isomorphic to the
reduced K - theory, K̃(X), when X is compact. This proposition then implies
the following important result, which displays how in the case of compact
spaces, computing K -theory reduces to a specific homotopy theory calcula-
tion.

Definition 5.15. Let BU be the limit of the spaces

BU = lim−→
n

BU(n).

Similarly,
BO = lim−→

n

BO(n).

Theorem 5.40. For X compact there are isomorphisms (bijective correspon-
dences)

K̃(X) ∼= SV ect(X) ∼= [X,BU ]

and
K̃O(X) ∼= SV ectR(X) ∼= [X,BO].

5.5.4 Representations and flat connections

Recall the following classification theorem for covering spaces.

Theorem 5.41. . Let X be a connected space. Then the set of isomorphism
classes of connected covering spaces, p : E → X is in bijective correspondence
with conjugacy classes of normal subgroups of π1(X). This correspondence
sends a covering p : E → B to the image p∗(π1(E)) ⊂ π1(X).

Let π = π1(X) and let p : E → X be a connected covering space with
π1(E) = N C π. Then the group of deck transformations of E is the quotient
group π/N , and so can be thought of as a principal π/N - bundle. Viewed
this way it is classified by a map fE : X → B(π/N), which on the level of
fundamental groups,

f∗ : π = π1(X)→ π1(B(π/N)) = π/N

(5.6)

is just the projection on to the quotient space. In particular the universal
cover X̃ → X is the unique simply connected covering space. It is classified
by a map

γX : X → Bπ
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which induces an isomorphism on the fundamental group.

Now let θ : π → G be any group homomorphism. By the naturality of
classifying spaces this induces a map on classifying spaces,

Bθ : Bπ → BG.

This induces a principal G - bundle over X classified by the composition

X
γX−−−−→ Bπ

Bθ−−−−→ BG.

The bundle this map classifies is given by

X̃ ×π G→ X

where π acts on G via the homomorphism θ : π → G.

This construction defines a map

ρ : Hom(π1(X), G)→ PrinG(X).

Now if X is a smooth manifold then its universal cover p : X̃ → X induces an
isomorphism on tangent spaces,

Dp(x) : TxX̃ → Tp(x)X

for every x ∈ X̃. Thus, viewed as a principal π - bundle, it has a canonical
connection. Notice furthermore that this connection is flat, i.e its curvature is
zero.

Exercise.
Check this claim! That is, show that the canonical connection on a covering

space is flat.

Now notice that any bundle of the form X̃ ×π G → X has an induced
flat connection. This says that the image of ρ : Hom(π1(X), G)→ PrinG(X)
consists of principal bundles equipped with flat connections.

Notice furthermore that by taking G = GL(n,C) the map ρ assigns to
an n - dimensional representation an n - dimensional vector bundle with flat
connection

ρ : Repn(π1(X))→ V ectn(X).

By taking the sum over all n and passing to the Grothendieck group com-
pletion,we get a homomorphism of rings from the representation ring to K -
theory,

ρ : R(π1(X))→ K(X).

An important question is what is the image of this map of rings. We end this
section by describing a famous theorem of Atiyah and Segal describing this
image. As we said, we know the image is contained in the classes represented



Classification of Bundles 163

by bundles that have flat connections. Let X = Bπ, where π a finite group.
Here K(Bπ) will denote [Bπ,Z × BO] (which may not be isomorphic to the
Grothendieck group of vector bundles since Bπ is not necessarily compact).

Let
ε : R(π)→ Z and ε : K(Bπ)→ Z

be the augmentation maps induced by sending a representation or a vector
bundle to its dimension. Let I ⊂ R(π) and I ⊂ K(Bπ) denote the kernels
of these augmentations, i.e the “augmentation ideals”. Finally let R̄(π) and
K̄(Bπ) denote the completions of these rings with respect to these ideals.
That is,

R̄(π) = lim←−
n

R(π)/In and K̄(Bπ) = lim←−
n

K(Bπ)/In

where In is the product of the ideal I with itself n - times.

Theorem 5.42. (Atiyah and Segal) [11] For π a finite group, the induced
map on the completions of the rings with respect to the augmentation ideals,

ρ : R̄(π)→ K̄(Bπ)

is an isomorphism.
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Characteristic Classes

In this chapter we define and calculate characteristic classes for principal
bundles and vector bundles. Characteristic classes are the basic cohomologi-
cal invariants of bundles and have a wide variety of applications throughout
topology and geometry. Characteristic classes were introduced originally by E.
Stiefel in Switzerland and H. Whitney in the United States in the mid 1930’s.
Stiefel, who was a student of H. Hopf intoduced in his thesis certain “charac-
teristic homology classes” determined by the tangent bundle of a manifold. At
about the same time Whitney studied general sphere bundles, and later in-
troduced the general notion of a characteristic cohomology class coming from
a vector bundle, and proved the product formula for their calculation.

In the early 1940’s, L. Pontrjagin, in Moscow, introduced new charac-
teristic classes by studying the Grassmannian manifolds, using work of C.
Ehresmann from Switzerland. In the mid 1940’s, after just arriving in Prince-
ton from China, S.S Chern defined characteristic classes for complex vector
bundles using differential forms and his calculations resulted in a great clari-
fication of the theory.

Much of the modern view of characteristic classes has been greatly influ-
enced by the highly influential book of Milnor and Stasheff [121]. This book
was originally circulated as lecture notes written in 1957 and finally published
in 1974. This book is one of the great textbooks in modern mathematics.
These notes follow, in large part, their treatment of the subject. The reader
is encouraged to consult their book for further details.

6.1 Preliminaries

Definition 6.1. Let G be a topological group (possibly with the discrete topol-
ogy). Then a “characteristic class” for principal G - bundles is an assignment
to each principal G - bundle p : P → B a cohomology class

c(P ) ∈ H∗(B)

165
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satisfying the following naturality condition. If

P1
f̄−−−−→ P2

p1

y yp2

B1 −−−−→
f

B2

is a map of principal G - bundles inducing an equivariant homeomorphism on
fibers, then

f∗(c(P2)) = c(P1) ∈ H∗(B1).

Remarks. 1. In this definition cohomology could be taken with any co-
efficients, including, for example, DeRham cohomology, which has coefficients
in the real numbers R. The particular cohomology theory used is referred to
as the “values” of the characteristic classes.

2. The same definition of characteristic classes applies to real or complex
vector bundles as well as principal bundles.

The following is an easy consequence of the definition.

Lemma 6.1. Let c be a characteristic class for principal G - bundles so that
c takes values in Hq(−), for q ≥ 1. Then if ε is the trivial G bundle,

ε = X ×G→ X

then c(ε) = 0.

Proof. The trivial bundle ε is the pull - back of the constant map to the one
point space e : X → pt of the bundle ν = G→ pt. Thus c(ε) = e∗(c(ν)). But
c(ν) ∈ Hq(pt) = 0 when q > 0.

The following observation is also immediate from the definition.

Lemma 6.2. Characteristic classes are invariant under isomorphism. More
specifically, Let c be a characteristic class for principal G - bundles. Also let
p1 : E1 → X and p2 : E2 → X be isomorphic principal G - bundles. Then

c(E1) = c(E2) ∈ H∗(X).

Thus for a given space X, a characteristic class c can be viewed as a map

c : PrinG(X)→ H∗(X).

3. The naturality property in the definition can be stated in more functorial
terms in the following way.
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Cohomology (with any coefficients) H∗(−) is a contravariant functor from
the category hoT op of topological spaces and homotopy classes of maps, to the
category Ab of abelian groups. By the results of chapter 2, the set of principal
G - bundles PrinG(−) can be viewed as a contravariant functor from the
category hoT op to the category of sets Sets.
Definition 6.2. (Alternative) A characteristic class is a natural transfor-
mation c between the functors PrinG(−) and H∗(−):

c : PrinG(−) H∗(−)

Examples.

1. The first Chern class c(ζ) is a characteristic class on principal U(1) -
bundles, or equivalently, complex line bundles. If ζ is a line bundle over
X, then c1(ζ) ∈ H2(X;Z). As we saw in the last chapter, c1 is a
complete invariant of line bundles. That is to say, the map

c1 : PrinU(1)(X)→ H2(X;Z)

is an isomorphism.

2. The first Stiefel - Whitney class w1(η) is a characteristic class of two fold
covering spaces (i.e a principal Z2 = O(1) - bundles) or of real line
bundles. If η is a real line bundle over a space X, then
w1(η) ∈ H1(X;Z2). Moreover, as we saw in the last chapter, the first
Stiefel - Whitney class is a complete invariant of line bundles. That is,
the map

w1 : PrinO(1)(X)→ H1(X;Z2)

is an isomorphism.

We remark that the first Stiefel - Whitney class can be extended to be a
characteristic class of real n - dimensional vector bundles (or principal O(n)
- bundles) for any n. To see this, consider the subgroup SO(n) < O(n). As
we saw in the last chapter, a bundle has an SO(n) structure if and only if it
is orientable. Moreover the induced map of classifying spaces gives a 2 - fold
covering space or principal O(1) - bundle,

Z2 = O(1) = O(n)/SO(n)→ BSO(n)→ BO(n).

This covering space defines, via its classifying map w1 : BO(n) → BO(1) =
RP∞ an element w1 ∈ H1(BO(n);Z2) which is the first Stiefel - Whitney class
of this covering space.

Now let η be any n - dimensional real vector bundle over X, and let

fη : X → BO(n)

be its classifying map.
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Definition 6.3. The first Stiefel - Whitney class w1(η) ∈ H1(X;Z2) is de-
fined to be

w1(η) = f∗η (w1) ∈ H1(X;Z2)

The first Chern class c1 of an n - dimensional complex vector bundle ζ over
X is defined similarly, by pulling back the first Chern class of the principal
U(1) - bundle

U(1) ∼= U(n)/SU(n)→ BSU(n)→ BU(n)

via the classifying map fζ : X → BU(n).

The following is an immediate consequence of the above lemma and the
meaning of SO(n) and SU(n) - structures.

Theorem 6.3. Given a complex n - dimensional vector bundle ζ over X,
then c1(ζ) ∈ H2(X) is zero if and only if ζ has an SU(n) -structure.

Furthermore, given a real n - dimensional vector bundle η over X, then
w1(η) ∈ H1(X;Z2) is zero if and only if the bundle η has an SO(n) - structure,
which is equivalent to η being orientable.

We now use the classification theorem for bundles to describe the set of
characteristic classes for principal G - bundles.

Let R be a commutative ring and let CharG(R) be the set of all character-
istic classes for principal G bundles that take values in H∗(−;R). Notice that
the sum (in cohomology) and the cup product of characteristic classes is again
a characteristic class. This gives CharG the structure of a ring. (Notice that
the unit in this ring is the constant characteristic class c(ζ) = 1 ∈ H0(X).

Theorem 6.4. There is an isomorphism of rings

ρ : CharG(R)
∼=−−−−→ H∗(BG;R)

Proof. Let c ∈ CharG(R). Define

ρ(c) = c(EG) ∈ H∗(BG;R)

where EG → BG is the universal G - bundle over BG. By definition of the
ring structure of CharG(R), ρ is a ring homomorphism.

Now let γ ∈ Hq(BG;R). Define the characteristic class cγ as follows. Let
p : E → X be a principal G - bundle classified by a map fE : X → BG. Define

cγ(E) = f∗E(γ) ∈ Hq(X;R)

where f∗E : H∗(BG : R) → H∗(X;R) is the cohomology ring homomorphism
induced by fE . This association defines a map

c : H∗(BG;R)→ CharG(R)

which immediately seen to be inverse to ρ.



Characteristic Classes 169

6.2 Chern Classes and Stiefel - Whitney Classes

In this section we compute the rings of unitary characteristic classes
CharU(n)(Z) and Z2 - valued orthogonal characteristic classes CharO(n)(Z2).
These are the characteristic classes of complex and real vector bundles and
as such have a great number of applications. By Theorem 6.4 computing
these rings of characteristic classes reduces to computing the cohomology rings
H∗(BU(n);Z) and H∗(BO(n);Z2). The following is the main theorem of this
section.

Theorem 6.5. a. The ring of U(n) characteristic classes is a polynomial
algebra on n - generators,

CharU(n)(Z) ∼= H∗(BU(n);Z) ∼= Z[c1, c2, · · · , cn]

where ci ∈ H2i(BU(n);Z) is known as the ith - Chern class.
b.The ring of Z2 - valued O(n) characteristic classes is a polynomial algebra

on n - generators,

CharO(n)(Z2) ∼= H∗(BO(n);Z2) ∼= Z2[w1, w2, · · · , wn]

where wi ∈ Hi(BO(n);Z2) is known as the ith - Stiefel - Whitney class.

This theorem will be proven by induction on n. For n = 1, BU(1) = CP∞
and BO(1) = RP∞ and so the theorem describes the ring structure in the
cohomology of these projective spaces. To complete the inductive step we will
study the sphere bundles

Sn−1 → BO(n− 1)→ BO(n)

and
S2n−1 → BU(n− 1)→ BU(n)

described in the last chapter. In particular recall from Corollary 5.36 that in
these fibrations, BO(n− 1) and BU(n− 1) are the unit sphere bundles S(γn)
of the universal bundle γn over BO(n) and BU(n) respectively. Let D(γn) be
the unit disk bundles of the universal bundles. That is, in the complex case,

D(γn) = EU(n)×U(n) D
2n → BU(n)

and in the real case,

D(γn) = EO(n)×O(n) D
n → BO(n)

where D2n ⊂ Cn and Dn ⊂ Rn are the unit disks, and therefore have the
induced unitary and orthogonal group actions.

Here is one easy observation about these disk bundles.
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Proposition 6.6. The projection maps

p : D(γn) = EU(n)×U(n) D
2n → BU(n)

and
D(γn) = EO(n)×O(n) D

n → BO(n)

are homotopy equivalences.

Proof. Both of these bundles have zero sections Z : BU(n) → D(γn) and
Z : BO(n)→ D(γn). In both the complex and real cases, we have p ◦ Z = 1.
To see that Z ◦ p ' 1 consider the homotopy H : D(γn)× I → D(γn) defined
by H(v, t) = tv.

We will use this result when studying the cohomology exact sequence of
the pair (D(γn), S(γn)):

· · · → Hq−1(S(γn))
δ−−−−→ Hq(D(γn), S(γn))→ Hq(D(γn))→ Hq(S(γn))

δ−−−−→ Hq+1(D(γn), S(γn))→ Hq+1(D(γn))→ · · ·
(6.1)

Using the above proposition and Corollary 5.36 we can substitute
H∗(BU(n)) for H∗(D(γn)), and H∗(BU(n − 1)) for H∗(S(γn)) in this se-
quence to get the following exact sequence

· · · → Hq−1(BU(n− 1))
δ−→ Hq(D(γn), S(γn))→ Hq(BU(n)) (6.2)

ι−→ Hq(BU(n− 1))
δ−→ Hq+1(D(γn), S(γn))→ Hq+1(BU(n))→ · · · .

and we get a similar exact sequence in the real case

· · · → Hq−1(BO(n− 1);Z2)
δ−→ Hq(D(γn), S(γn);Z2)→ Hq(BO(n);Z2)

(6.3)

ι−→ Hq(BO(n− 1);Z2)
δ−→ Hq+1(D(γn), S(γn);Z2)→ Hq+1(BO(n);Z2)→ · · ·

These exact sequences will be quite useful for inductively computing the
cohomology of these classifying spaces, but to do so we need a method for
computing H∗(D(γn), S(γn)), or more generally, H∗(D(ζ), S(ζ)), where ζ is
any Euclidean vector bundle and D(ζ) and S(ζ) are the associated unit disk
bundles and sphere bundles respectively. The quotient space,
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T (ζ) = D(ζ)/S(ζ) (6.4)

is called the Thom space of the bundle ζ. As the name suggests, this construc-
tion was first studied by R. Thom [150], and has been quite useful in both
bundle theory and cobordism theory. Notice that on each fiber (say at x ∈ X)
of the n - dimensional disk bundle ζ, the Thom space construction takes the
unit n - dimensional disk modulo its boundary (n − 1) - dimensional sphere
which therefore yields an n - dimensional sphere, with marked basepoint, say
∞x ∈ Sn(ζx) = Dn(ζx)/Sn−1(ζx). The Thom space construction then identi-
fies all the basepoints ∞x to a single point. Notice that for a bundle over a
point Rn → pt, the Thom space T (Rn) = Dn/Sn−1 = Sn ∼= Rn ∪ ∞. More
generally, notice that when the basespace X is compact, then the Thom space
is simply the one point compactification of the total space of the vector bundle
ζ,

T (ζ) ∼= ζ+ = ζ ∪∞ (6.5)

where we think of the extra point in this compactification as the common
point at infinity assigned to each fiber. In order to compute with the above
exact sequences, we will need to study the cohomology of Thom spaces. But
before we do we examine the topology of the Thom spaces of product bundles.
For this we introduce the “smash product” construction.

Let X and Y be spaces with basepoints x0 ∈ X and y0 ∈ Y .

Definition 6.4. The wedge X ∨ Y is the “one point union”,

X ∨ Y = X × y0 ∪ x0 × Y ⊂ X × Y.

The smash product X ∧ Y is given by

X ∧ Y = X × Y/X ∨ Y.

Observations. 1. The k be a field. Then the Kunneth formula gives

H̃∗(X ∧ Y ; k) ∼= H̃∗(X; k)⊗ H̃∗(Y ; k).

2. Let V and W be vector spaces, and let V + and W+ be their one point
compactifications. These are spheres of the same dimension as the respective
vector spaces. Then

V + ∧W+ = (V ×W )+.

So in particular,
Sn ∧ Sm = Sn+m.
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Proposition 6.7. Let ζ be an n - dimensional vector bundle over a space
X, and let η be an m - dimensional bundle over X. Let ζ × η be the product
n+m - dimensional vector bundle over X ∧Y . Then the Thom space of ζ× η
is given by

T (ζ × η) ∼= T (ζ) ∧ T (η).

Proof. Notice that the disk bundle is given by

D(ζ × η) ∼= D(ζ)×D(η)

and its boundary sphere bundle is given by

S(ζ × η) ∼= S(ζ)×D(η) ∪D(ζ)× S(η).

Thus

T (ζ × η) = D(ζ × η)/S(ζ × η) ∼= (D(ζ)×D(η))/ (S(ζ)×D(η) ∪D(ζ)× S(η))
∼= (D(ζ)/S(ζ)) ∧ (D(η)/S(η))
∼= T (ζ) ∧ T (η).

We now proceed to study the cohomology of Thom spaces.

6.2.1 The Thom Isomorphism Theorem

We begin by describing a cohomological notion of orientability of an vector
bundle ζ over a space X. Give ζ a Euclidean structure.

Consider the 2 - fold cover over X defined as follows. Let Eζ be the prin-
cipal O(n) bundle associated to ζ. Also let Genn be the set of generators of
Hn(Sn) ∼= Z. So Genn is a set with two elements. Moreover the orthogonal
group O(n) acts on Sn = Rn∪∞ by the usual linear action on Rn extended to
have a fixed point at∞ ∈ Sn. By looking at the induced map on cohomology,
there is an action of O(n) on Genn. We can then define the double cover

G(ζ) = Eζ ×O(n) Genn −→ Eζ/O(n) = X.

Lemma 6.8. The double covering G(ζ) is isomorphic to the orientation double
cover Or(ζ).

Proof. Recall from chapter 1 that the orientation double cover Or(ζ) is given
by

Or(ζ) = Eζ ×O(n) Or(Rn)
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where Or(Rn) is the two point set consisting of orientations of the vector space
Rn. A matrix A ∈ O(n) acts on this set trivially if and only if the determinant
detA is positive. It acts nontrivially (i.e permutes the two elements) if and only
if detA is negative. Now the same is true of the action of O(n) on Genn. This
is because A ∈ O(n) induces multiplication by detA on Hn(Sn).

Exercise. Verify this claim. That is, prove that A ∈ GL(n,R) induces multi-
plication by the sign of detA on Hn(Sn).

Since Or(Rn) and Genn are both two point sets with the same action
of GL(n,R), the corresponding two fold covering spaces Or(ζ) and G(ζ) are
isomorphic.

Corollary 6.9. An orientation of an n - dimensional vector bundle ζ is equiv-
alent to a section of G(ζ) and hence defines a continuous family of generators

ux ∈ Hn(Sn(ζx)) ∼= Z

for every x ∈ X. Here Sn(ζx) is the unit disk of the fiber ζx modulo its
boundary sphere. Sn(ζx) is called the sphere at x.

Now recall that given a pair of spaces A ⊂ Y , there is a relative cup
product in cohomology,

Hq(Y )⊗Hr(Y,A)
∪−−−−→ Hq+r(Y,A).

So in particular the relative cohomology H∗((Y,A) is a (graded) module
over the (graded) ring H∗(Y ).

In the case of a vector bundle ζ over a space X, we then have that
H∗(D(ζ), S(ζ)) = H̃∗(T (ζ)) is a module over H∗(D(ζ)) ∼= H∗(X). So in
particular, given any cohomology class in the Thom space, α ∈ Hr(T (ζ)) we
get an induced homomorphism

Hq(X)
∪α−−−−→ Hq+r(T (ζ)).

Our next goal is to prove the famous Thom Isomorphism Theorem which
can be stated as follows.

Theorem 6.10. Let ζ be an oriented n - dimensional real vector bundle over a
connected space X. Let R be any commutative ring with unit. The orientation
gives generators ux ∈ Hn(Sn(ζx);R) ∼= R. Then there is a unique class (called
the Thom class) in the cohomology of the Thom space

u ∈ Hn(T (ζ);R)

so that for every x ∈ X, if

jx : Sn(ζx) ↪→ D(ζ)/S(ζ) = T (ζ)
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is the natural inclusion of the sphere at x in the Thom space, then under the
induced homomorphism in cohomology,

j∗x : Hn(T (ζ);R)→ Hn(Sn(ζx);R) ∼= R

j∗x(u) = ux.
Furthermore The induced cup product map

γ : Hq(X;R)
∪u−−−−→ H̃q+n(T (ζ);R)

is an isomorphism for every q ∈ Z. So in particular H̃r(T (ζ);R) = 0 for
r < n.

If ζ is not an orientable bundle over X, then the theorem remains true if
we take Z2 coefficients, R = Z2.

Proof. We prove the theorem for oriented bundles. We leave the nonorientable
case (when R = Z2) to the reader. We also restrict our attention to the case
R = Z, since the theorem for general coefficients will follow immediately from
this case using the universal coefficient theorem.

Case 1: ζ is the trivial bundle X × Rn.
In this case the Thom space T (ζ) is given by

T (ζ) = X ×Dn/X × Sn−1.

The projection of X to a point, X → pt defines a map

π : T (ζ) = X ×Dn/X × Sn−1 → Dn/Sn−1 = Sn.

Let u ∈ Hn(T (ζ)) be the image in cohomology of a generator,

Z ∼= Hn(Sn)
π∗−−−−→ Hn(T (ζ)).

The fact that taking the cup product with this class

Hq(X)
∪u−−−−→ Hq+n(T (ζ)) = Hq+n(X ×Dn, X × Sn−1) = Hq+n(X × Sn, X × pt)

is an isomorphism for every q ∈ Z follows from the universal coefficient theo-
rem.

Case 2: X is the union of two open sets X = X1 ∪ X2, where we know
the Thom isomorphism theorem holds for the restrictions ζi = ζ|Xi for i = 1, 2
and for ζ1,2 = ζ|X1∩X2

.
We prove the theorem for X using the Mayer - Vietoris sequence for co-

homology. Let X1,2 = X1 ∩X2.

→ Hq−1(T (ζ1,2))→ Hq(T (ζ))→ Hq(T (ζ1))⊕Hq(T (ζ2))→ Hq((T (ζ1,2))→ · · ·
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Looking at this sequence when q < n, we see that since

Hq(T (ζ1,2)) = Hq(T (ζ1)) = Hq(T (ζ2)) = 0,

then by exactness we must have that Hq(T (ζ)) = 0.
We now let q = n, and we see that by assumption, Hn(T (ζ1)) ∼=

Hn(T (ζ2)) ∼= Hn(T (ζ1,2)) ∼= Z, and that the Thom classes of each of the
restriction maps Hn(T (ζ1)) → Hn(T (ζ1,2)) and Hn(T (ζ2)) → Hn(T (ζ1,2))
correspond. Moreover Hn−1(T (ζ1,2)) = 0. Hence by the exact sequence,
Hn(T (ζ)) ∼= Z and there is a class u ∈ Hn(T (ζ)) that maps to the direct
sum of the Thom classes in Hn(T (ζ1))⊕Hn(T (ζ2)).

Now for q ≥ n we compare the above Mayer - Vietoris sequence with the
one of base spaces,

→ Hq−1(X1,2)→ Hq(X)→ Hq(X1)⊕Hq(X2)→ Hq(X1,2)→ · · ·

This sequence maps to the one for Thom spaces by taking the cup product
with the Thom classes. By assumption this map is an isomorphism on H∗(Xi),
i = 1, 2 and on H∗(X1,2). Thus by the Five Lemma it is an isomorphism on
H∗(X). This proves the theorem in this case.

Case 3. X is covered by finitely many open sets Xi, i = 1, · · · , k so that
the restrictions of the bundle to each Xi, ζi is trivial.

The proof in this case is an easy inductive argument (on the number of
open sets in the cover), where the inductive step is completed using cases 1
and 2.

Notice that this case includes the situation when the basespace X is com-
pact.

Case 4. General Case. We now know the theorem for compact spaces.
However it is not necessarily true that the cohomology of a general space (i.e
homotopy type of a C.W complex) is determined by the cohomology of its
compact subspaces. However it is true that the homology of a space X is
given by

H∗(X) ∼= lim−→
K

H∗(K)

where the limit is taken over the partially ordered set of compact subspaces
K ⊂ X. Thus we want to first work in homology and then try to transfer our
observations to cohomology.

To do this, recall that the construction of the cup product pairing actually
comes from a map on the level of cochains,

Cq(Y )⊗ Cr(Y,A)
∪−−−−→ Cq+r(Y,A)

and therefore has a dual map on the chain level

C∗(Y,A)
ψ−−−−→ C∗(Y )⊗ C∗(Y,A).
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and thus induces a map in homology

ψ : Hk(Y,A)→ ⊕r≥0Hk−r(Y )⊗Hr(Y,A).

Hence given α ∈ Hr(Y,A) we have an induced map in homology (the “slant
product”)

/α : Hk(Y,A)→ Hk−r(Y )

defined as follows. If θ ∈ Hk(Y,A) and

ψ(θ) =
∑
j

aj ⊗ bj ∈ H∗(Y )⊗H∗(Y,A)

then
/α(θ) =

∑
j

α(bj) · aj

where by convention, if the degree of a homology class bj is not equal to the
degree of α, then α(bj) = 0.

Notice that this slant product is dual to the cup product map

Hq(Y )
∪α−−−−→ Hq+r(Y,A).

Again, by considering the pair (D(ζ), S(ζ)), and identifying H∗(D(ζ)) ∼=
H∗(X), we can apply the slant product operation to the Thom class, to define
a map

/u : Hk(T (ζ))→ Hk−n(X).

which is dual to the Thom map γ : Hq(X)
∪u−−−−→ Hq+n(T (ζ)). Now since γ is

an isomorphism in all dimensions when restricted to compact sets, then by the
universal coefficient theorem, /u : Hq(T (ζ|K ))→ Hq−n(K) is an isomorphism
for all q and for every compact subset K ⊂ X. By taking the limit over the
partially ordered set of compact subsets of X, we get that

/u : Hq(T (ζ))→ Hq−n(X)

is an isomorphism for all q. Applying the universal coefficient theorem again,
we can now conclude that

γ : Hk(X)
∪u−−−−→ Hk+n(T (ζ))

is an isomorphism for all k. This completes the proof of the theorem.

We now observe that the Thom class of a product of two bundles is the
appropriately defined product of the Thom classes.
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Lemma 6.11. Let ζ and η be an n and m dimensional oriented vector bundles
over X and Y respectively. Then the Thom class u(ζ×η) is given by the tensor
product: u(ζ × η) ∈ Hn+m(T (ζ × η)) is equal to

u(ζ)⊗ u(η) ∈ Hn(T (ζ))⊗Hm(T (η))

∼= Hn+m(T (ζ) ∧ T (η))

= Hn+m(T (ζ × η)).

In this description, cohomology is meant to be taken with Z2 - coefficients if
the bundles are not orientable.

Proof. u(ζ)⊗ u(η) restricts on each fiber (x, y) ∈ X × Y to

ux ⊗ uy ∈ Hn(Sn(ζx))⊗Hm(Sm(ηy))

∼= Hn+m(Sn(ζx) ∧ Sm(ηy))

= Hn+m(Sn+m(ζ × η)(x,y)))

which is the generator determined by the product orientation of ζx × ηy. The
result follows by the uniqueness of the Thom class.

We now use the Thom isomorphism theorem to define a characteristic class
for oriented vector bundles, called the Euler class.

Definition 6.5. The Euler class of an oriented, n dimensional bundle ζ, over
a connected space X, is the n - dimensional cohomology class

χ(ζ) ∈ Hn(X)

defined to be the image of the Thom class u(ζ) ∈ Hn(T (ζ)) under the compo-
sition

Hn(T (ζ)) = Hn(D(ζ), S(ζ))→ Hn(D(ζ)) ∼= Hn(X).

Again, if ζ is not orientable, cohomology is taken with Z2 - coefficients.

Exercise. Verify that the Euler class is a characteristic class according to
our definition.

The following is then a direct consequence of Lemma 6.11.

Corollary 6.12. Let ζ and η be as in 6.11. Then the Euler class of the
product is given by

χ(ζ × η) = χ(ζ)⊗ χ(η) ∈ Hn(X)⊗Hm(Y ) ↪→ Hn+m(X × Y ).
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We will also need the following observation.

Proposition 6.13. Let η be an odd dimensional oriented vector bundle over
a space X. Say dim (η) = 2n+ 1. Then its Euler class has order two:

2χ(η) = 0 ∈ H2n+1(X).

Proof. Consider the bundle map

ν : η → η

v → −v.

Since η is odd dimensional, this bundle map is an orientation reversing au-
tomorphism of η. This means that ν∗(u) = −u, where u ∈ H2n+1(T (η)) is
the Thom class. By the definition of the Euler class this in turn implies that
ν∗(χ(η)) = −χ(η). But since the Euler class is a characteristic class and ν is
a bundle map, we must have ν∗(χ(η)) = χ(η). Thus χ(η) = −χ(η).

6.2.2 The Gysin sequence

We now input the Thom isomorphism theorem into the cohomology exact
sequence of the pair D(ζ), S(ζ)) in order to obtain an important calculational
tool for computing the (co)homology of vector bundles and sphere bundles.

Namely, let ζ be an oriented n - dimensional oriented vector bundle over
a space X, and consider the exact sequence

· · · → Hq−1(S(ζ))
δ−−−−→ Hq(D(ζ), S(ζ))→ Hq(D(ζ))→ Hq(S(ζ))

δ−−−−→ Hq+1(D(ζ), S(ζ))→ Hq+1(D(ζ))→ · · ·

By identifying H∗(D(ζ), S(ζ)) = H̃∗(T (ζ)) and H∗(D(ζ)) ∼= H∗(X), this
exact sequence becomes

· · · → Hq−1(S(ζ))
δ−−−−→ Hq(T (ζ))→ Hq(X)→ Hq(S(ζ))

δ−−−−→ Hq+1(T (ζ))→ Hq+1(X)→ · · ·

Finally, by inputting the Thom isomorphism, Hq−n(X)
∪u−−−−→∼= Hq(T (ζ))

we get the following exact sequence known as the Gysin sequence:

· · · → Hq−1(S(ζ))
δ−−−−→ Hq−n(X)

χ−−−−→ Hq(X)→ Hq(S(ζ))

δ−−−−→ Hq−n+1(X)
χ−−−−→ Hq+1(X)→ · · ·

(6.6)
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We now make the following observation about the homomorphism χ :
Hq(X)→ Hq+n(X) in the Gysin sequence.

Proposition 6.14. The homomorphism χ : Hq(X) → Hq+n(X) is given by
taking the cup product with the Euler class,

χ : Hq(X)
∪χ−−−−→ Hq+n(X).

Proof. The theorem is true for q = 0, by definition. Now in gen-
eral, the map χ was defined in terms of the Thom isomorphism

γ : Hr(X)
∪u−−−−→ Hr+n(T (ζ)), which, by definition is a homomorphism of

graded H∗(X) - modules. This will then imply that

χ : Hq(X)→ Hq+n(X)

is a homomorphism of graded H∗(X) - modules. Thus

χ(α) = χ(1 · α)

= χ(1) ∪ α since χ is an H∗(X) - module homomorphism

= χ(ζ) ∪ α

as claimed.

6.2.3 Proof of Theorem 6.5

the goal of this section is to use the Gysin sequence to prove Theorem 6.5,
which we begin by restating:

Theorem 6.15. a. The ring of U(n) characteristic classes is a polynomial
algebra on n - generators,

CharU(n)(Z) ∼= H∗(BU(n);Z) ∼= Z[c1, c2, · · · , cn]

where ci ∈ H2i(BU(n);Z) is known as the ith - Chern class.
b.The ring of Z2 - valued O(n) characteristic classes is a polynomial algebra

on n - generators,

CharO(n)(Z2) ∼= H∗(BO(n);Z2) ∼= Z2[w1, w2, · · · , wn]

where wi ∈ Hi(BO(n);Z2) is known as the ith - Stiefel - Whitney class.
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Proof. We start by considering the Gysin sequence, applied to the universal
bundle γn over BU(n). We input the fact that the sphere bundle S(γn) is
given by BU(n− 1) see 6.2:

· · · → Hq−1(BU(n− 1))
δ−→ Hq−2n(BU(n))

∪χ(γn)−−−−→ Hq(BU(n)) (6.7)

ι∗−→ Hq(BU(n− 1))
δ−→ Hq−2n+1(BU(n))

∪χ(γn)−−−−→ Hq+1(BU(n))→ · · ·

and we get a similar exact sequence in the real case

· · · → Hq−1(BO(n− 1);Z2)
δ−→ Hq−n(BO(n);Z2)

∪χ(γn)−−−−→ Hq(BO(n);Z2)
(6.8)

ι∗−→ Hq(BO(n− 1);Z2)
δ−→ Hq−n+1(BO(n));Z2)

∪χ(γn)−−−−→ Hq+1(BO(n);Z2)→ · · ·

We use these exact sequences to prove the above theorem by induction on
n. For n = 1 then sequence 6.7 reduces to the short exact sequences,

0→ Hq−2(BU(1))
∪χ(γ1)−−−−→∼= Hq(BU(1))→ 0

for each q ≥ 2. We let c1 ∈ H2(BU(1)) = H2(CP∞) be the Euler class χ(γ1).
These isomorphisms imply that the ring structure of H∗(BU(1)) is that of a
polynomial algebra on this single generator,

H∗(BU(1)) = H∗(CP∞) = Z[c1]

which is the statement of the theorem in this case.
In the real case when n = 1 the Gysin sequence 6.8 reduces to the short

exact sequences,

0→ Hq−1(BO(1);Z2)
∪χ(γ1)−−−−→∼= Hq(BO(1);Z2)→ 0

for each q ≥ 1. We let w1 ∈ H1(BO(1);Z2) = H1(RP∞;Z2) be the Euler class
χ(γ1). These isomorphisms imply that the ring structure of H∗(BO(1);Z2) is
that of a polynomial algebra on this single generator,

H∗(BO(1);Z2) = H∗(RP∞;Z2) = Z2[w1]

which is the statement of the theorem in this case.

We now inductively assume the theorem is true for n− 1. That is,

H∗(BU(n−1)) ∼= Z[c1, · · · , cn−1] and H∗(BO(n−1);Z2) ∼= Z2[w1, · · · , wn−1].
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We first consider the Gysin sequence 6.7, and observe that by exactness, for
q ≤ 2(n− 1), the homomorphism

ι∗ : Hq(BU(n))→ Hq(BU(n− 1))

is an isomorphism. That means there are unique classes, c1, · · · , cn−1 ∈
H∗(BU(n)) that map via ι∗ to the classes of the same name in H∗(BU(n −
1)). Furthermore, since ι∗ is a ring homomorphism, every polynomial in
c1, · · · , cn−1 in H∗(BU(n − 1)) is in the image under ι∗ of the correspond-
ing polynomial in the these classes in H∗(BU(n)). Hence by our inductive
assumption,

ι∗ : H∗(BU(n))→ H∗(BU(n− 1)) = Z[c1, · · · , cn−1]

is a split surjection of rings. But by the exactness of the Gysin sequence 6.7
this implies that this long exact splits into short exact sequences,

0→ H∗−2n(BU(n))
∪χ(γn)−−−−−→ H∗(BU(n))

ι∗−−−−→ H∗(BU(n− 1)) ∼= Z[c1, · · · cn−1]→ 0

Define cn ∈ H2n(BU(n)) to be the Euler class χ(γn). Then this sequence
becomes

0→ H∗−2n(BU(n))
∪cn−−−−→ H∗(BU(n))

ι∗−−−−→ Z[c1, · · · cn−1]→ 0

which implies that H∗(BU(n)) ∼= Z[c1, · · · , cn]. This completes the inductive
step in this case.

In the real case now consider the Gysin sequence 6.8, and observe that by
exactness, for q < n− 1, the homomorphism

ι∗ : Hq(BO(n);Z2)→ Hq(BO(n− 1);Z2)

is an isomorphism. That means there are unique classes, w1, · · · , wn−2 ∈
H∗(BO(n);Z2) that map via ι∗ to the classes of the same name in H∗(BO(n−
1);Z2).

In dimension q = n−1, the exactness of the Gysin sequence tells us that the
homomorphism ι∗Hn−1(BO(n);Z2)→ Hn−1(BO(n−1);Z2) is injective. Also
by exactness we see that ι∗ is surjective if and only if χ(γn) ∈ Hn(BO(n);Z2)
is nonzero. But to see this, by the universal property of γn, it suffices to prove
that there exists some n -dimensional bundle ζ with Euler class χ(ζ) 6= 0.
Now by 6.12, the Euler class of the product

χ(γk × γn−k) = χ(γk)⊗ χ(γn−k) ∈ Hk(BO(k)×BO(n− k);Z2)

= wk ⊗ wn−k ∈ H∗(BO(k);Z2)⊗Hn−k(BO(n− k);Z2)

which, by the inductive assumption is nonzero for k ≥ 1. Thus χ(γn) ∈
Hn(BO(n);Z2) is nonzero, and we define it to be the nth Stiefel - Whitney
class

wn = χ(γn) ∈ Hn(BO(n);Z2).
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As observed above, the nontriviality of χ(γn) implies that ι∗Hn−1(BO(n);Z2)→
Hn−1(BO(n − 1);Z2) is an isomorphism, and hence there is a unique class
wn−1 ∈ Hn−1(BO(n − 1);Z2) (as well as w1, · · ·wn−2) restricting to the in-
ductively defined classes of the same names in H∗(BO(n− 1);Z2).

Furthermore, since ι∗ is a ring homomorphism, every polynomial in
w1, · · · , wn−1 in H∗(BO(n − 1);Z2) is in the image under ι∗ of the corre-
sponding polynomial in the these classes in H∗(BO(n);Z2). Hence by our
inductive assumption,

ι∗ : H∗(BO(n);Z2)→ H∗(BO(n− 1);Z2) = Z2[w1, · · · , wn−1]

is a split surjection of rings. But by the exactness of the Gysin sequence 6.8
this implies that this long exact splits into short exact sequences,

0→ H∗−n(BO(n);Z2)
∪wn−−−→ H∗(BO(n);Z2)

ι∗−→ H∗(BO(n− 1);Z2)
∼= Z2[w1, · · ·wn−1]→ 0

which implies that H∗(BO(n);Z2) ∼= Z2[w1, · · · , wn]. This completes the in-
ductive step and therefore the proof of the theorem.

6.3 The product formula and the splitting principle

Perhaps the most important calculational tool for characteristic classes is the
Whitney sum formula, which we now state and prove.

Theorem 6.16. a. Let ζ and η be vector bundles over a space X. Then the
Stiefel - Whitney classes of the Whitney sum bundle ζ ⊕ η are given by

wk(ζ ⊕ η) =

k∑
j=0

wj(ζ) ∪ wk−j(η) ∈ Hk(X;Z2).

where by convention, w0 = 1 ∈ H0(X;Z2).
b. If ζ and η are complex vector bundles, then the Chern classes of the

Whitney sum bundle ζ ⊕ η are given by

ck(ζ ⊕ η) =

k∑
j=0

cj(ζ) ∪ ck−j(η) ∈ H2k(X).

Again, by convention, c0 = 1 ∈ H0(X).
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Proof. We prove the formula in the real case. The complex case is done the
same way.

Let ζ be an n - dimensional vector bundle over X, and let η be an m -
dimensional bundle. Let N = n + m. Since we are computing wk(ζ ⊕ η), we
may assume that k ≤ N , otherwise this characteristic class is zero.

We prove the Whitney sum formula by induction on N ≥ k. We begin
with the case N = k. Since ζ ⊕ η is a k - dimensional bundle, the kth Stiefel -
Whitney class, wk(ζ ⊕ η) is equal to the Euler class χ(ζ ⊕ η). We then have

wk(ζ ⊕ η) = χ(ζ ⊕ η)

= χ(ζ) ∪ χ(η) by 6.12

= wn(ζ) ∪ wm(η).

This is the Whitney sum formula in this case as one sees by inputting the fact
that for a bundle ρ with j > dim (ρ), wj(ρ) = 0.

Now inductively assume that the Whitney sum formula holds for comput-
ing wk for any sum of bundles whose sum of dimensions is less that or equal
to N − 1 which is greater than or equal to k. Let ζ have dimension n and η
have dimension m with n+m = N . To complete the inductive step we need
to compute wk(ζ ⊕ η).

Suppose ζ is classified by a map fζ : X → BO(n), and η is classified by a
map fη : X → BO(m). Then ζ ⊕ η is classified by the composition

fζ⊕η : X
fζ×fη−−−−→ BO(n)×BO(m)

µ−−−−→ BO(n+m)

where µ is the map that classifies the product of the universal bundles γn×γm
over BO(n)×BO(m). Equivalently, µ is the map on classifying spaces induced
by the inclusion homomorphism of the subgroup O(n)×O(m) ↪→ O(n+m).
Thus to prove the theorem we must show that the map µ : BO(n)×BO(m)→
BO(n+m) has the property that

µ∗(wk) =

k∑
j=0

wj ⊗ wk−j ∈ H∗(BO(n);Z2)⊗H∗(BO(m);Z2). (6.9)

For a fixed j ≤ k, let

pj : Hk(BO(n)×BO(m);Z2)→ Hj(BO(n);Z2)⊗Hk−j(BO(m);Z2)

be the projection onto the summand. So we need to show that pj(µ
∗(wk)) =

wj ⊗ wk−j . Now since n + m = N > k, then either j < n or k − j < m (or
both). We assume without loss of generality that j < n. Now by the proof of
Theorem 6.5

ι∗ : Hj(BO(n);Z2)→ Hj(BO(j);Z2)

is an isomorophism. Moreover we have a commutative diagram:
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Hk(BO(N);Z2)
µ∗−−−−→ Hk(BO(n)×BO(m);Z2)

pj−−−−→ Hj(BO(n);Z2)⊗Hk−j(BO(m);Z2)

ι∗
y yι∗⊗1

Hk(BO(j +m);Z2) −−−−→
µ∗

Hk(BO(j)×BO(m);Z2) −−−−→
pj

Hj(BO(j);Z2)⊗Hk−j(BO(m);Z2).

Since j < n, j + m < n + m = N and ι∗(wk) = wk ∈ Hk(BO(j + m);Z2).
This fact and the commutativity of this diagram give,

(ι∗ ⊗ 1) ◦ pj ◦ µ∗(wk) = pj ◦ µ∗ ◦ ι∗(wk)

= pj ◦ µ∗(wk)

= wj ⊗ wk−j by the inductive assumption.

Since ι∗ ⊗ 1 is an isomorphism in this dimension, and since ι∗(wj ⊗ wk−j) =
wj ⊗ wk−j we have that

pj ◦ µ∗(wk) = wj ⊗ wk−j .
As remarked above, this suffices to complete the inductive step in the proof
of the theorem.

We can restate the Whitney sum formula in the following convenient way.
For an n - dimensional bundle ζ, let

w(ζ) = 1 + w1(ζ) + w2(ζ) + · · ·+ wn(ζ) ∈ H∗(X;Z2)

This is called the total Stiefel - Whitney class. The total Chern class of a
complex bundle is defined similarly.

The Whitney sum formula can be interpreted as saying these total charac-
teristic classes have the “exponential property” that they take sums to prod-
ucts. That is, we have the following:

Corollary 6.17.
w(ζ ⊕ η) = w(ζ) ∪ w(η)

and
c(ζ ⊕ η) = c(ζ) ∪ c(η).

Our next observation implies that these characteristic classes are invariants
of the stable isomorphism types of bundles:

Corollary 6.18. If ζ and η are stably equivalent real vector bundles over a
space X, then

w(ζ) = w(η) ∈ H∗(X;Z2),

Similarly if they are complex bundles,

c(ζ) = c(η) ∈ H∗(X).
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Proof. If ζ and η are stably equivalent, then

ζ ⊕ εm ∼= η ⊕ εr

for some m and r. So
w(ζ ⊕ εm) = w(η ⊕ εr).

But by 6.17
w(ζ ⊕ εm) = w(ζ)w(ε) = w(ζ) · 1 = w(ζ).

Similarly w(η⊕εr) = w(η). The statement follows. The complex case is proved
in the same way.

By our description of K - theory in chapter 3, we have that these charac-
teristic classes define invariants of K - theory.

Theorem 6.19. The Chern classes ci and the Stiefel - Whitney classes wi
define natural transformations

ci : K(X)→ H2i(X)

and
wi : KO(X)→ Hi(X;Z2).

The total characteristic classes

c : K(X)→ H̄∗(X)

and
w : KO(X)→ H̄∗(X;Z2)

are exponential in the sense that

c(α+ β) = c(α)c(β) and w(α+ β) = w(α)w(β).

Here H̄∗(X) is the direct product H̄∗(X) =
∏
qH

q(X).

As an immediate application of these product formulas, we can deduce a
“splitting principle” for characteristic classes. We now explain this principle.

Recall that an n - dimensional bundle ζ over X splits as a sum of n line
bundles if and only if its associated principal bundle has an O(1)× · · · ×O(1)
- structure. That is, the classifying map fζ : X → BO(n) lifts to the n -fold
product, BO(1)n. The analogous observation also holds for complex vector
bundles. If we have such a lifting, then in cohomology, f∗ζ : H∗(BO(n);Z2)→
H∗(X;Z2) factors through ⊗nH∗(BO(1);Z2).

The “splitting principle” for characteristic classes says that this cohomo-
logical property always happens.
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To state this more carefully, recall that H∗(BO(1);Z2) = Z2[w1]. Thus

H∗(BO(1)n;Z2) ∼= Z2[x1, · · · , xn]

where xj ∈ H1 is the generator of the cohomology of the jth factor in this
product. Similarly,

H∗(BU(1)n) ∼= Z[y1, · · · , yn]

where yj ∈ H2 is the generator of the cohomology of the jth factor in this
product.

Notice that the symmetric group Σn acts on these polynomial algebras
by permuting the generators. The subalgebra consisting of polynomials fixed
under this symmetric group action is called the algebra of symmetric polyno-
mials, Sym[x1, · · · , xn] or Sym[y1, · · · , yn].

Theorem 6.20. (Splitting Principle.) The maps

µ : BU(1)n → BU(n) and µ : BO(1)n → BO(n)

induce injections in cohomology

µ∗ : H∗(BU(n))→ H∗(BU(1)n) and µ∗ : H∗(BO(n);Z2)→ H∗(BO(1)n;Z2).

Furthermore the images of these monomorphisms are the symmetric polyno-
mials

H∗(BU(n)) ∼= Sym[y1, · · · , yn] and H∗(BO(n);Z2) ∼= Sym[x1, · · · , xn].

Proof. By the Whitney sum formula,

µ∗(wj) =
∑

j1+···+jn=j

wj1 ⊗ · · · ⊗wjn ∈ H∗(BO(1);Z2)⊗ · · · ⊗H∗(BO(1);Z2).

But wi(γ1) = 0 unless i = 0, 1. So

µ∗(wj) =
∑

1≤i1<···<ij≤n

xi1 · · ·xij ∈ Z2[x1, · · · , xn].

This is the jth - elementary symmetric polynomial, σj(x1, · · · , xn). Thus the
image of Z2[w1, · · · , wn] = H∗(BO(n);Z2) is the subalgebra of Z2[x1, · · · , xn]
generated by the elementary symmetric polynomials, Z2[σ1, · · · , σn]. But
it is well known that the elementary symmetric polynomials generate
Sym[x1, · · · , xn] (see [88]). The complex case is proved similarly.

This result gives another way of producing characteristic classes which is
particularly useful in index theory.
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Let p(x) be a power series in one variable, which is assumed to have a
grading equal to one. Say

p(x) =
∑
i

aix
i.

Consider the corresponding symmetric power series in n -variables,

p(x1, · · · , xn) = p(x1) · · · p(xn).

Let pj(x1, · · · , xn) be the homogeneous component of p(x1, · · · , xn) of grading
j. So

pj(x1, · · · , xn) =
∑

i1+···+in=j

ai1 · · · ainxi11 · · ·xinn .

Since pj is symmetric, by the splitting principle we can think of

pj ∈ Hj(BO(n);Z2)

and hence determines a characteristic class (i.e a polynomial in the Stiefel -
Whitney classes).

Similarly if we give x grading 2, we can think of pj ∈ H2j(BU(n)) and so
determines a polynomial in the Chern classes.

In particular, given a real valued smooth function y = f(x), its Tay-

lor series pf (x) =
∑
k
f(k)(0)
k! xk determines characteristic classes fi ∈

Hi(BO(n);Z2) or fi ∈ H2i(BU(n);Z2).

Exercise. Consider the examples f(x) = ex, and f(x) = tanh(x). Write the
low dimensional characteristic classes fi in H∗(BU(n)) for i = 1, 2, 3, as
explicit polynomials in the Chern classes.

6.4 Applications

In this section all cohomology will be taken with Z2 - coefficients, even if not
explicitly written.

6.4.1 Characteristic classes of manifolds

We have seen that the characteristic classes of trivial bundles are trivial. How-
ever the converse is not true, as we will now see, by examining the character-
istic classes of manifolds.

Definition 6.6. The characteristic classes of a manifold M , wj(M), ci(M),
are defined to be the characteristic classes of the tangent bundle, τM .
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Theorem 6.21. wj(S
n) = 0 for all j, n > 0.

Proof. As we saw in chapter 1, the normal bundle of the standard embedding
Sn ↪→ Rn+1 is a trivial line bundle. Thus

τSn ⊕ ε1 ∼= εn+1

and so τSn is stably trivial. The theorem follows.

Of course we know τS2 is nontrivial since it has no nowhere zero cross
sections. Thus the Stiefel- Whitney classes do not form a complete invariant
of the bundle. However they do constitute a very important class of invariants,
as we will see below.

Write a ∈ H1(RPn;Z2) ∼= Z2 as the generator. Then the total Stiefel -
Whitney class of the canonical line bundle γ1 is

w(γ1) = 1 + a ∈ H∗(RPn).

This allows us to compute the Stiefel - Whitney classes of RPn (i.e of the
tangent bundle T (RPn)).

Theorem 6.22. w(RPn) = (1 + a)n+1 ∈ H∗(RPn;Z2). So wj(RPn) =(
n+1
j

)
aj ∈ Hj(RPn).

Note: Even though the polynomial (1 + a)n+1 has highest degree term
an+1, this class is zero in H∗(RPn) since Hn+1(RPn) = 0.

Proof. As seen in Chapter 3,

TRPn ⊕ ε1 ∼= ⊕n+1γ1.

Thus

w(TRPn) = w(T (RPn)⊕ ε1)

= w(⊕n+1γ1)

= w(γ1)n+1, by the Whitney sum formula

= (1 + a)n+1.

Observation. The same argument shows that the total Chern class of CPn
is

c(CPn) = (1 + b)n+1 (6.10)

where b ∈ H2(CPnZ) is the generator.
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This calculation of the Stiefel - Whitney classes of RPn allows us to rule out
the possibility that many of these projective spaces are parallelizable.

Corollary 6.23. If RPn is parallelizable, then n is of the form n = 2k−1 for
some k.

Proof. We show that if n 6= 2k − 1 then there is some j > 0 such that
wj(RPn) 6= 0. But wj(RPn) =

(
n+1
j

)
aj , so we are reduced to verifying that if m

is not a power of 2, then there is a j ∈ {1, · · · ,m−1} such that
(
m
j

)
≡ 1 mod2.

This follows immediately from the following combinatorial lemma, whose proof
we leave to the reader.

Lemma 6.24. Let j ∈ {1, · · · ,m− 1}. Write j and m in their binary repre-
sentations,

m =

k∑
i=0

ai2
i

j =

k∑
i=0

bi2
i

where the ai’s and bi’s are either 0 or 1. Then(
m

j

)
≡

k∏
i=0

(
ai
bi

)
mod 2.

Note. Here we are adopting the usual conventions that
(

0
0

)
= 1,

(
1
0

)
= 1, and(

0
1

)
= 0.

Since we know that Lie groups are parallelizable, this result says that RPn
can only have a Lie group structure if n is of the form 2k − 1. However a
famous theorem of Adams [3] says that the only RPn’s that are parallelizable
are RP1, RP3, and RP7.

Now as seen in chapter 2 an n - dimensional vector bundle ζn has k -
linearly independent cross sections if and only if

ζn ∼= ρn−k ⊕ εk

for some n−k dimensional bundle ρ. Moreover, having this structure is equiv-
alent to the classifying map

fζ : X → BO(n)
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having a lift (up to homotopy) to a map fρ : X → BO(n− k).
Now the Stiefel - Whitney classes give natural obstructions to the existence

of such a lift because the map ι : BO(n − k) → BO(n) induces the map of
rings

ι∗ : Z2[w1, · · · , wn]→ Z2[w1, · · ·wn−k]

that maps wj to wj for j ≤ n−k, and wj to 0 for n ≥ j > n−k. We therefore
have the following result.

Theorem 6.25. Let ζ be an n -dimensional bundle over X. Suppose wk(ζ)
is nonzero in Hk(X;Z2). Then ζ has no more than n−k linearly independent
cross sections. In particular, if wn(ζ) 6= 0, then ζ does not have a nowhere
zero cross section.

This result has applications to the existence of linearly independent vector
fields on a manifold. The following is an example.

Theorem 6.26. If m is even, RPm does not have a nowhere zero vector field.

Proof. By 6.22

wm(RPm) =

(
m+ 1

m

)
am

= (m+ 1)am ∈ Hm(RPm;Z2).

For m even this is nonzero. Hence wm(RPm) 6= 0.

6.4.2 Spin and SpinC structures

In this section we describe the notions of Spin and SpinC structures on vec-
tor bundles. We then use the Serre spectral sequence to identify characteristic
class conditions for the existence of these structures. These structures are par-
ticularly important in geometry, geometric analysis, and geometric topology.

Recall from Chapter 5 that an n - dimensional vector bundle ζ over a
space X is orientable if and only if it has a SO(n) - structure, which exists
if and only if the classifying map fζ : X → BO(n) has a homotopy lifting to
BSO(n). In Chapter 5 we proved the following property as well.

Proposition 6.27. The n - dimensional bundle ζ is orientable if and only if
its first Stiefel - Whitney class is zero,

w1(ζ) = 0 ∈ H1(X;Z2).
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A Spin structure on ζ is a refinement of an orientation. To define it we
need to further study the topology of SO(n).

The group O(n) has two path components, i.e π0(O(n)) ∼= Z2 and SO(n)
is the path component of the identity map. In particular SO(n) is connected,
so π0(SO(n)) = 0. We have the following information about π1(SO(n)).

Proposition 6.28. π1(SO(2)) = Z. For n ≥ 3, we have

π1(SO(n)) = Z2.

Proof. SO(2) is topologically a circle, so the first part of the theorem follows.
SO(3) is topologically the projective space

SO(3) ∼= RP3

which has a double cover Z2 → S3 → RP3. Since S3 is simply connected, this
is the universal cover of RP3 and hence Z2 = π1(RP3) = π1(SO(3)).

Now for n ≥ 3, consider the fiber bundle SO(n)→ SO(n+ 1)→ SO(n+
1)/SO(n) = Sn. By the long exact sequence in homotopy groups for this
fibration we see that π1(SO(n)) → π1(SO(n + 1)) is an isomorphism for
n ≥ 3. The result follows by induction on n.

Since π1(SO(n)) = Z2, the universal cover of SO(n) is a double covering.
The group Spin(n) is defined to be this universal double cover:

Z2 → Spin(n)→ SO(n).

Exercise. Show that Spin(n) is a group and that the projection map
p : Spin(n)→ SO(n) is a group homomorphism with kernel Z2.

Now the group Spin(n) has a natural Z2 action, since it is the double cover
of SO(n). Define the group SpinC(n) using this Z2 - action in the following
way.

Definition 6.7. The group SpinC(n) is defined to be

SpinC(n) = Spin(n)×Z2
U(1).

where Z2 acts on U(1) by z → −z for z ∈ U(1) ⊂ C.

Notice that there is a principal U(1) - bundle,

U(1)→ SpinC(n) = Spin(n)×Z2
U(1)→ Spin(n)/Z2 = SO(n).

SpinC - structures have been shown to be quite important in the Seiberg -
Witten theory approach to the study of smooth structures on four dimensional
manifolds [87].

The main theorem of this subsection is the following:
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Theorem 6.29. Let ζ be an oriented n - dimensional vector bundle over a
CW - complex X. Let w2(ζ) ∈ H2(X;Z2) be the second Stiefel - Whitney
class of ζ. Then

1. ζ has a Spin(n) structure if and only if w2(ζ) = 0.

2. ζ has a SpinC(n) - structure if and only if w2(ζ) ∈ H2(X;Z2) comes
from an integral cohomology class. That is, if and only if there is a class
c ∈ H2(X;Z) which maps to w2(ζ) under the projection map

H2(X;Z)→ H2(X;Z2).

Proof. The question of the existence of a Spin or SpinC structure is equivalent
to the existence of a homotopy lifting of the classifying map fζ : X → BSO(n)
to BSpin(n) or BSpinC(n). To examine the obstructions to obtaining such
liftings we first make some observations about the homotopy type of BSO(n).

We know that BSO(n) → BO(n) is a double covering (the orientation
double cover of the universal bundle). Furthermore π1(BO(n)) = π0(O(n)) =
Z2, so this is the universal cover of BO(n). In particular this says that BSO(n)
is simply connected and

πi(BSO(n))→ πi(BO(n))

is an isomorphism for i ≥ 2.
Recall that for n odd, say n = 2m + 1, then there is an isomorphism of

groups
SO(2m+ 1)× Z2

∼= O(2m+ 1).

Exercise. Prove this!

This establishes a homotopy equivalence

BSO(2m+ 1)×BZ2
∼= BO(2m+ 1).

The following is then immediate from our knowledge of H∗(BO(2m+1);Z2) ∼=
Z2[w1, · · · , w2m+1] and H∗(BZ2;Z2) ∼= Z2[w1].

Lemma 6.30.

H∗(BSO(2m+ 1);Z2) ∼= Z2[w2, · · · , w2m+1]

where wi ∈ Hi(BSO(2m + 1);Z2) is the ith Stiefel - Whitney class of the
universal oriented (2m+1) - dimensional bundle classified by the natural map
BSO(2m+ 1)→ BO(2m+ 1).
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Corollary 6.31. For n ≥ 3, H2(BSO(n);Z2) ∼= Z2, with nonzero class w2.

Proof. This follows from the lemma and the fact that for n ≥ 3 the inclusion
BSO(n) → BSO(n + 1) induces an isomorphism in H2, which can be seen
by looking at the Serre exact sequence for the fibration Sn → BSO(n) →
BSO(n+ 1).

This allows us to prove the following.

Lemma 6.32. The classifying space BSpin(n) is homotopy equivalent to the
homotopy fiber Fw2

of the map

w2 : BSO(n)→ K(Z2, 2)

classifying the second Stiefel - Whitney class w2 ∈ H2(BSO(n);Z2).

Proof. The group Spin(n) is the universal cover of SO(n), and hence is simply
connected. This means that BSpin(n) is 2 - connected. By the Hurewicz
theorem this implies that H2(BSpin(n);Z2) = 0. Thus the composition

BSpin(n)
p−−−−→ BSO(n)

w2−−−−→ K(Z2, 2)

is null homotopic. Convert the map w2 to a homotopy equivalent fibration,
w̃2 : B̃SO(n) → K(Z2, 2). The map p defines a map (up to homotopy) p̃ :
BSpin(n)→ B̃SO(n), and the composition p̃◦w2 is still null homotopic. A null
homotopy Φ : BSpin(n)× I → K(Z2, 2) between p̃◦w2 and the constant map
at the basepoint, lifts, due to the homotopy lifting property, to a homotopy
Φ̃ : BSpin(n)×I → B̃SO(n) between p̃ and a map p̄ whose image lies entirely
in the fiber over the basepont, Fw2 ,

p̄ : BSpin(n)→ Fw2 .

We claim that p̄ induces an isomorphism in homotopy groups. To see this, ob-
serve that the homomorphism pq : πq(BSpin(n)) → πq(BSO(n)) is equal to
the homomorphism πq−1(Spin(n)) → πq−1(SO(n)) which is an isomorphism
for q ≥ 3 because Spin(n) → SO(n) is the universal cover. But similarly
πq(Fw2

) → πq(BSO(n)) is also an isomorphism for q ≥ 3 by the exact se-
quence in homotopy groups of the fibration Fw2

→ BSO(n)
w2−−−−→ K(Z2, 2),

since w2 induces an isomorphism on π2. BSpin(n) and Fw2 are also both 2 -
connected. Thus they have the same homotopy groups, and we have a com-
mutative square for q ≥ 3,

πq(BSpin(n))
p̄∗−−−−→ πq(Fw2

)

p

y∼= y∼=
πq(BSO(n)) −−−−→

=
πq(BSO(n)).
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Thus p̄ : BSpin(n)→ Fw2
induces an isomorphism in homotopy groups, and

by the Whitehead theorem is a homotopy equivalence.

Notice that we are now able to complete the proof of the first part of the
theorem. If ζ is any oriented, n - dimensional bundle with Spin(n) structure,
its classifying mapfζ : X → BSO(n) lifts to a map f̃ζ : X → BSpin(n),
and hence by this lemma, w2(ζ) = f∗ζ (w2) = f∗ζ ◦ p∗(w2) = 0. Conversely, if
w2(ζ) = 0, then the classifying map fζ : X → BSO(n) has the property that
f∗ζ (w2) = 0. This implies that the composition

X
fζ−−−−→ BSO(n)

w2−−−−→ K(Z2, 2)

is null homotopic. A null homotopy lifts to give a homotopy between fζ and a
map whose image lies in the homotopy fiber Fw2

, which, by the above lemma
is homotopy equivalent to BSpin(n). Thus fζ : X → BSO(n) has a homotopy

lift f̃ζ : X → BSpin(n), which implies that ζ has a Spin(n) - structure.

We now turn our attention to SpinC - structures.

Consider the projection map

p : SpinC(n) = Spin(n)×Z2 U(1)→ U(1)/Z2 = U(1).

p is a group homomorpism with kernel Spin(n). p therefore induces a map on
classifying spaces, which we call c,

c : BSpinC(n)→ BU(1) = K(Z, 2)

which has homotopy fiber BSpin(n). But clearly we have the following homo-
topy commutative diagram

BSpin(n)
⊂−−−−→ B(Spin(n)×bz2 U(1))

=−−−−→ BSpinC(n)

=

y y yp
BSpin(n) −−−−→ B(Spin(n)/Z2) −−−−→

=
BSO(n)

Therefore we have the following diagram between homotopy fibrations

BSpin(n) −−−−→ BSpinC(n)
c−−−−→ K(Z, 2)

=

y y yp
BSpin(n) −−−−→ BSO(n)

w2−−−−→ K(Z2, 2)

where p : K(Z, 2) → K(Z2, 2) is induced by the projection Z → Z2. As
we’ve done before we can assume that p : K(Z, 2) → K(Z2, 2) and w2 :
BSO(n) → K(Z2, 2) have been modified to be fibrations. Then this means
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that BSpinC(n) is homotopy equivalent to the pull - back along w2 of the
fibration p : K(Z, 2)→ K(Z2, 2):

BSpinC(n) ' w∗2(K(Z, 2)).

But this implies that the map fζ : X → BSO(n) homotopy lifts to BSpinC(n)
if and only if there is a map u : X → K(Z, 2) such that p ◦ u : X → K(Z2, 2)
is homotopic to w2 ◦ fζ : X → K(Z2, 2). Interpreting these as cohomology
classes, this says that fζ lifts to BSpinC(n) (i.e ζ has a SpinC(n) - structure)
if and only if there is a class u ∈ H2(X;Z) so that the Z2 reduction of u, p∗(u)
is equal to w2(ζ) ∈ H2(X;Z2). This is the statement of the theorem.

6.4.3 Normal bundles and immersions

Theorem 6.25 has important applications to the existence of immersions of a
manifold M in Euclidean space, which we now discuss.

Let e : Mn # Rn+k be an immersion. Recall that this means that the
derivative at each point,

De(x) : TxM
n → Te(x)Rn+k = Rn+k

is injective. Recall also that the Inverse Function Theorem implies that an
immersion is a local embedding.

The immersion e defines a k - dimensional normal bundle νke whose fiber
at x ∈M is the orthogonal complement of the image of TxM

n in Rn+k under
De(x). In particular we have

TMn ⊕ νke ∼= e∗(TRnk) ∼= εn+k.

Thus we have the Whitney sum relation among the Stiefel - Whitney classes

w(Mn) · w(νke ) = 1. (6.11)

So we can compute the Stiefel - Whitney clases of the normal bundle
formally as the power series

w(νke ) = 1/w(M) ∈ H̄∗(M ;Z2).

This proves the following:

Proposition 6.33. The Stiefel - Whitney classes of the normal bundle to an
immersion e : Mn # Rn+k are independent of the immersion. They are called
the normal Stiefel - Whitney classes, and are written w̄i(M). These classes
are determined by the formula

w(M) · w̄(M) = 1.
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Example. w̄(RPn) = 1/(1 + a)n+1 ∈ H̄∗(RPn;Z2).

So for example, when n = 2k, k > 0, w(RP2k) = 1 +a+a2k . This is true since

by 6.24
(

2k+1
r

)
≡ 1 mod 2 if and only if r = 0, 1, 2k. Thus the total normal

Stiefel - Whitney class is given by

w̄(RP2k) = 1/(1 + a+ a2k) = 1 + a+ a2 + · · ·+ a2k−1.

Note. The reason this series is truncated a a2k−1 is because

(1 + a+ a2k)(1 + a+ a2 + · · ·+ a2k−1) = 1 ∈ H∗(RPn;Z2)

since Hq(RPn) = 0 for q > n.

Corollary 6.34. There is no immersion of RP2k in RN for N ≤ 2k+1 − 2.

Proof. The above calculation shows that w̄2k−1(RP2k) 6= 0. Thus it cannot
have a normal bundle of dimension less than 2k − 1. The result follows.

6.5 Pontrjagin Classes

In this section we define and study Pontrjagin classes. These are integral char-
acteristic classes for real vector bundles and are defined in terms of the Chern
classes of the complexification of the bundle. We will then show that polyno-
mials in Pontrjagin classes and the Euler class define all possible characteristic
classes for oriented, real vector bundles when the values of the characteristic
classes is cohomology with coefficients in an integral domain R which con-
tains 1/2. By the classification theorem, to deduce this we must compute
H∗(BSO(n);R). For this calculation we follow the treatment given in Milnor
and Stasheff [121].
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6.5.1 Orientations and Complex Conjugates

We begin with a reexamination of certain basic properties of complex vector
bundles.

Let V be an n - dimensional C - vector space with basis {v1, · · · , vn}.
By multiplication of these basis vectors by the complex number i, we get a
collection of 2n - vectors {v1, iv1, v2, iv2, · · · , vn, ivn} which forms a basis for
V as a real 2n - dimensional vector space. This basis then determines an
orientation of the underlying real vector space V .

Exercise. Show that the orientation of V that the basis
{v1, iv1, v2, iv2, · · · , vn, ivn} determines is independent of the choice of the
original basis {v1, · · · , vn}

Thus every complex vector space V has a canonical orientation. By choos-
ing this orientation for every fiber of a complex vector bundle ζ, we see that
every complex vector bundle has a canonical orientation. By the results of sec-
tion 6.2 this means that every n - dimensional complex vector bundle ζ over a
space X has a canonical choice of Thom class u ∈ H2n(T (ζ)) and hence Euler
class

χ(ζ) = cn(ζ) ∈ H2n(X).

Now given a complex bundle ζ there exists a conjugate bundle ζ̄ which is
equal to ζ as a real, 2n - dimensional bundle, but whose complex structure is
conjugate. More specifically, recall that a complex structure on a 2n - dimen-
sional real bundle ζ determines and is determined by a linear transformation

Jζ : ζ → ζ

with the property that J2
ζ = Jζ ◦ Jζ = −id. If ζ has a complex structure then

Jζ is just scalar multiplication by the complex number i on each fiber. If we
replace Jζ by −Jζ we define a new complex structure on ζ referred to as the
conjugate complex structure. We write ζ̄ to denote ζ with this structure. That
is,

Jζ̄ = −Jζ .
Notice that the identity map

id : ζ → ζ̄

is anti-complex linear (or conjugate complex linear) in the sense that

id(Jζ · v) = −Jζ̄ · id(v).

We note that the conjugate bundle ζ̄ is often not isomorphic to ζ as com-
plex vector bundles. For example, consider the two dimensional sphere as
complex projective space

S2 = CP1 = C ∪∞.
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The tangent bundle τ(CP1) has the induced structure as a complex line bun-
dle.

Proposition 6.35. The complex line bundles τ(S2) and τ̄(S2) are not iso-
morphic.

Proof. Suppose φ : τ(S2) → τ̄(S2) is a isomorphism as complex vector bun-
dles. Then at every tangent space

φx : TxS
2 → TxS

2

is a an isomorphism that conjugates the complex structure. Any such iso-
morphism is given by reflection through a line `x in the tangent plane TxS

2.
Therefore for every x we have picked a line `x ⊂ TxS

2. This defines a (real)
one dimensional subbundle ` of τ(S2), which, by the classification theorem is
given by an element of

[S2, BO(1)] ∼= H1(S2,Z2) = 0.

Thus ` is a trivial subbundle of τ(S2). Hence we can find a nowhere vanishing
vector field on S2, which gives us a contradiction.

Exercise. Let γ̄n be the conjugate of the universal bundle γn over BU(n).
By the classification theorem, γ̄n is classified by a map

q : BU(n)→ BU(n)

having the property that q∗(γn) = γ̄n. Using the Grassmannian model of
BU(n), find an explicit description of a map q : BU(n)→ BU(n) with this
property.

The following describes the effect of conjugating a vector bundle on its
Chern classes.

Theorem 6.36. ck(ζ̄) = (−1)kck(ζ)

Proof. Suppose ζ is an n - dimensional bundle. By the classification theorem
and the functorial property of Chern classes it suffices to prove this theorem
when ζ is the universal bundle γn over BU(n). Now in our calculations of
the cohomology of these classifying spaces, we proved that the inclusion ι :
BU(k)→ BU(n) induces an isomorphism in cohomology in dimension k,

ι∗ : H2k(BU(n))
∼=−−−−→ H2k(BU(k)).
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Hence it suffices to prove this theorem for the universal k - dimensional bundle
γk over BU(k).

Now ck(γk) = χ(γk) and similarly, ck(γ̄k) = χ(γ̄k). So it suffices to prove
that

χ(γk) = (−1)−kχ(γ̄k).

But by the observations above, this is equivalent to showing that the canonical
orientation of the underlying real 2k - dimensional bundle from the complex
structures of γk and γ̄k are the same if k is even, and opposite if k is odd.
To do this we only need to compare the orientations at a single point. Let
x ∈ BU(k) be given by Ck ⊂ C∞ as the first k - coordinates. If {e1, · · · , ek}
forms the standard basis for Ck, then the orientations of γk(x) determined by
the complex structures of γk and γ̄k are respectively represented by the real
bases

{e1, ie1, · · · , ek, iek} and {e1,−ie1, · · · , ek,−iek}.
The change of basis matrix between these two basis has determinant (−1)k.
The theorem follows.

Now suppose η is a real n - dimensional vector bundle over a space X, we
then let ηC be its complexification

ηC = η ⊗R C.

ηC has the obvious structure as an n - dimensional complex vector bundle.

Proposition 6.37. There is an isomorphism

φ : ηC
∼=−−−−→ η̄C.

Proof. Define

φ : ηC → η̄C

η ⊗ C→ η ⊗ C̄
v ⊗ z → v ⊗ z̄

for v ∈ η and z ∈ C. Clearly φ is an isomorphism of complex vector bundles.

Corollary 6.38. For a real n - dimensional bundle η, then for k odd,

2ck(ηC) = 0.

Proof. By 6.36 and 6.37

ck(ηC) = (−1)kck(ηC).

Hence for k odd ck(ηC) has order 2.
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6.5.2 Pontrjagin classes

We now use these results to define Pontrjagin classes for real vector bundles.

Definition 6.8. Let η be an n - dimensional real vector bundle over a space
X. Then define the ith - Pontrjagin class

pi(η) ∈ H4i(X;Z)

by the formula
pi(η) = (−1)ic2i(ηC).

Remark. The signs used in this definition are done to make calculations in
the next section come out easily.

As we’ve done with Stiefel - Whitney and Chern classes, define the total
Pontrjagin class

p(η) = 1 + p1(η) + · · ·+ pi(η) + · · · ∈ H̄∗(X,Z).

The following is the Whitney sum formula for Pontrjagin classes, and fol-
lows immediately for the Whitney sum formula for Chern classes and Corollary
6.38.

Theorem 6.39. For real bundles η and ξ over X, we have

2(p(η ⊕ ξ)− p(η)p(ξ)) = 0 ∈ H∗(X;Z).

In particular if R is a commutative integral domain containing 1/2, then
viewed as characteristic classes with values in H∗(X;R), we have

p(η ⊕ ξ) = p(η)p(ξ) ∈ H̄∗(X : R).

Remark. Most often Pontryagin classes are viewed as having values in
rational cohomology, and so the formula p(η ⊕ ξ) = p(η)p(ξ) applies.

We now study the Pontrjagin classes of a complex vector bundle. Let ζ be
a complex n - dimensional bundle over a space X, and let ζC = ζ ⊗R C be
the complexification of its underlying real 2n - dimensional bundle. So ζC is a
complex 2n - dimensional bundle. We leave the proof of the following to the
reader.

Proposition 6.40. As complex 2n - dimensional bundles,

ζC ∼= ζ ⊕ ζ̄.
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This result, together with 6.36 and the definition of Pontrjagin classes
imply the following.

Corollary 6.41. Let ζ be a complex n - dimensional bundle. Then its Pon-
tryagin classes are determined by its Chern classes according to the formula

1− p1 + p2 − · · · ± pn = (1− c1 + c2 − · · · ± cn)(1 + c1 + c2 + · · ·+ cn)

∈ H∗(X,Z).

Example. We will compute the Pontrjagin classes of the tangent bundle of
projective space, τ(CPn). Recall that the total Chern class is given by

c(τ(CPn)) = (1 + a)n+1

where a ∈ H2(CPn) ∼= Z is the generator. Notice that this implies that for
the conjugate, τ̄(CPn) we have

c(τ̄(CPn)) = (1− a)n+1

Thus by the above formula we have

1− p1 + p2 − · · · ± pn = (1 + a)n+1(1− a)n+1

= (1− a2)n+1.

We therefore have the formula

pk(CPn) =

(
n+ 1

k

)
a2k ∈ H4k(CPn).

Notice that this example also implies the following:

Corollary 6.42. The total Pontrjagin class of the complex projective space
CPn is given by

p(τ(CPn)) = (1 + a2)n+1

Now let η be an oriented real n- dimensional vector bundle. Then the
complexification ηC = η ⊗ C = η ⊕ iη which is simply η ⊕ η as real vector
bundles.

Lemma 6.43. The above isomorphism

ηC ∼= η ⊕ η

of real vector bundles takes the canonical orientation of ηC to (−1)
n(n−1)

2 times
the orientation of η ⊕ η induced from the given orientation of η.
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Proof. Pick a particular fiber, ηx. Let {v1, · · · , vn} be a C - basis for V . Then
the basis {v1, iv1, · · · , vnivn} determines the orientation for ηx ⊗ C. However
the basis {v1, · · · , vn, iv1, · · · ivn} gives the natural basis for (η ⊕ iη)x. The

change of basis matrix has determinant (−1)
n(n−1)

2 .

Corollary 6.44. If η is an oriented 2k - dimensional real vector bundle, then

pk(η) = χ(η)2 ∈ H4k(X).

Proof.

pk(η) = (−1)kc2k(η × C)

= (−1)kχ(η ⊗ C)

= (−1)k(−1)k(2k−1)χ(η ⊕ η)

= χ(η ⊕ η)

= χ(η)2.

6.5.3 Oriented characteristic classes

We now use the results above to show that Pontrjagin classes and the Euler
class yield all possible characteristic classes for oriented vector bundles, if the
coefficient ring contains 1/2. More specifically we prove the following.

Theorem 6.45. Let R be an integral domain containing 1/2. Then

H∗(BSO(2n+ 1);R) = R[p1, · · · , pn]

H∗(BSO(2n);R) = R[p1, · · · , pn−1, χ(γ2n)]

Remark. This theorem can be restated by saying that H∗(BSO(n);R) is
generated by {p1, · · · , p[n/2]} and χ, subject only to the relations

χ = 0 if n is odd

χ2 = p[n/2] if n is even.
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Proof. In this proof all cohomology will be taken with R coefficients. We first
observe that since SO(1) is the trivial group, BSO(1) is contractible, and so
H̃∗(BSO(1)) = 0. This will be the first step in an inductive proof. So we
assume the theorem has been proved for BSO(n − 1), and we now compute
H∗(BSO(n)) using the Gysin sequence:

· · · → Hq−1(BSO(n− 1))
δ−−−−→ Hq−n(BSO(n))

∪χ−−−−→ Hq(BSO(n))
ι∗−−−−→

Hq(BSO(n− 1))
δ−−−−→ Hq−n+1(BSO(n))

∪χ−−−−→ Hq+1(BSO(n))→ · · ·
(6.12)

Case 1. n is even.

Since the first n/2 − 1 Pontrjagin classes are defined in H∗(BSO(n)) as
well as in H∗(BSO(n − 1)), the inductive assumption implies that ι∗ :
H∗(BSO(n)) → H∗(BSO(n − 1)) is surjective. Thus the Gysin sequence
reduces to short exact sequences

0→ Hq(BSO(n))
∪χ−−−−→ Hq+n(BSO(n))

ι∗−−−−→ Hq+n(BSO(n− 1))→ 0.

The inductive step then follows.

Case 2. n is odd, say n = 2m+ 1.

By Proposition 6.13 in this case the Euler class χ has order two in integral
cohomology. Thus since R contains 1/2, in cohomology with R coefficients, the
Euler class is zero. Thus the Gysin sequence reduces to short exact sequences:

0→ Hj(BSO(2m+ 1))
ι∗−−−−→ H∗(BSO(2m))→ Hj−2m(BSO(2m+ 1))→ 0.

Thus the map ι∗ makes H∗(BSO(2m + 1)) a subalgebra of H∗(BSO(2m)).
This subalgeabra contains the Pontrjagin classes and hence it contains the
graded algebra A∗ = R[p1, · · · pm]. By computing ranks we will now show
that this is the entire image of ι∗. This will complete the inductive step in this
case.

So inductively assume that the rank of Aj−1 is equal to the rank of
Hj(BSO(2m + 1)). Now we know that every element of Hj(BSO(2m)) can
be written uniquely as a sum a+ χb where a ∈ Aj and b ∈ Aj−2m. Thus

Hj(BSO(2m)) ∼= Aj ⊕Aj−2m

which implies that

rk(Hj(BSO(2m)) = rk(Aj) + rk(Aj−2m).
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But by the exactness of the above sequence,

rk(Hj(BSO(2m)) = rk(Hj(BSO(2m+ 1)) + rk(Hj−2m(BSO(2m+ 1))).

Comparing these two equations, and using our inductive assumption, we con-
clude that

rk(Hj(BSO(2m+ 1)) = rk(Aj).

Thus Aj = ι∗(Hj(BSO(2m + 1))), which completes the inductive argument.

6.6 Connections, Curvature, and Characteristic Classes

In this section we describe how Chern and Pontrjagin classes can be defined
using connections (i.e covariant derivatives) on vector bundles. What we will
describe is an introduction to the theory of Chern and Weil that describe the
cohomology of a classifying space of a compact Lie group in terms of invariant
polynomials on its Lie algebra. The treatment we will follow is from Milnor
and Stasheff [121].

Definition 6.9. Let Mn(C) be the ring of n × n matrices over C. Then an
invariant polynomial on Mn(C) is a function

P : Mn(C)→ C

which can be expressed as a complex polynomial in the entries of the matrix,
and satisfies,

P (ABA−1) = P (B)

for every B ∈Mn(C) and A ∈ GL(n,C).

Examples. The trace function (ai,j)→
∑n
j=1 aj,j and the determinant

function are examples of invariant polynomials on Mn(C).

Now let DA : Ω0(M ; ζ)→ Ω1(M ; ζ) be a connection (or covariant derivative)
on a complex n - dimensional vector bundle ζ. Its curvature is a a two- form
with values in the endomorphism bundle

FA ∈ Ω2(M ;End(ζ))

The endomorphism bundle can be described alternatively as follows. Let Eζ be
the principal GL(n,C) bundle associated to ζ. Then of course ζ = Eζ⊗GL(n,C)

Cn. The endomorphism bundle can then be described as follows. The proof is
an easy exercise that we leave to the reader.
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Proposition 6.46.

End(ζ) ∼= ad(ζ) = Eζ ×GL(n,C) Mn(C)

where GL(n,C) acts on Mn(bc) by conjugation,

A ·B = ABA−1.

Let ω be a differential p - form on M with values in End(ζ),

ω ∈ Ωp(M ;End(ζ)) ∼= Ωp(M ; ad(ζ)) = Ωp(M ;Eζ ×GL(n,C) Mn(C)).

Then on a coordinate chart U ⊂M with local trivialization ψ : ζ|U
∼= U ×Cn

for ζ, and hence the induced coordinate chart and local trivialization for ad(ζ),
ω can be viewed as an n× n matrix of p -forms on M . We write

ω = (ωi,j).

Of course this description depends on the coordinate chart and local trivial-
ization chosen, but at any x ∈ U , then by the above proposition, two trivi-
alizations yield conjugate matrices. That is, if (ωi,j(x)) and (ω′i,j(x)) are two
matrix descriptions of ω(x) defined by two different local trivializations of ζ|U ,
then there exists an A ∈ GL(n,C) with

A(ωi,j(x))A−1 = (ω′i,j(x)).

Now let P be an invariant polynomial on Mn(C) of degree d. Then using
the wedge bracket we can apply P to a matrix of p forms, and produce a
differential form of top dimension pd on U ⊂ M : P (ωi,j) ∈ Ωpd(U). Now
since the polynomial P is invariant under conjugation, the form P (ωi,j) is
independent of the local trivialization of ζ|U . These forms therefore fit together
to give a well defined global form

P (ω) ∈ Ω∗(M). (6.13)

If P is homogeneous of degree d, then

P (ω) ∈ Ωpd(M). (6.14)

An important example is when ω = FA ∈ Ω2(M ;End(ζ)) is the curvature
form of a connection DA on ζ. We have the following fundamental lemma,
that will allow us to define characteristic classes in terms of these forms and
invariant polynomials.

Lemma 6.47. For any connection DA and invariant polynomial (or invariant
power series) P , the differential form P (FA) is closed. That is,

dP (FA) = 0.
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Proof. (following Milnor and Stasheff [121]) Let P be an invariant polynomial
or power series. We write P (A) = P (ai,j) where the ai,j ’s are the entries of the
matrix. We can then consider the matrix of partial derivatives (∂P/∂(xi,j))
where the xi,j ’s are indeterminates. Let FA = (ωi,j) be the curvature matrix
of two - forms on an open set U with a given trivialization. Then the exterior
derivative has the following local expression

dP (FA) =
∑

(∂P/∂ωi,j)dωi,j . (6.15)

In matrix notation this can be written as

dP (FA) = trace(P ′(FA)dFA)

Now as seen in Chapter 3, on a trivial bundle, and hence on this local coordi-
nate patch, a connection DA can be viewed as a matrix valued one form,

DA = (αi,j)

and with respect to which the curvature FA has the formula

ωi,j = dαi,j −
∑
k

ωi,k ∧ ωk,j .

In matrix notation we write

FA = dα− α ∧ α.

Differentiating yields the following form of the Bianchi identity

dFA = α ∧ FA − FA ∧ α. (6.16)

We need the following observation.

Claim. The transpose of the matrix of first derivatives of an invariant
polynomial (or power series) P ′(A) commutes with A.

Proof. Let Ej,i be the matrix with entry 1 in the (j, i)-th place and zeros in
all other coordinates. Now differentiate the equation

P ((I + tEj,i)A) = P (A(I + tEj,i))

with respect to t and then setting t = 0 yields∑
k

Ai,k(∂P/∂Aj,k) =
∑
k

(∂P/∂Ak,i)Ak,i.

Thus the matrix A commutes with the transpose of (∂P/∂Ai, j) as claimed.
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We now complete the proof of the lemma. Substituting FA for the matrix
of indeterminates in the above claim means we have

FA ∧ P ′(FA) = P ′(FA) ∧ FA. (6.17)

Now for notational convenience let X = P ′(FA) ∧ α. Then substituting the
Bianchi identity 6.16 into 6.15 and using 6.17 we obtain

dP (FA) = trace (X ∧ FA − FA ∧X)

=
∑

(Xi,j ∧ ωj,i − ωj,i ∧Xi,j).

Since each Xi,j commutes with the 2 - form ωj,i, this sum is zero, which proves
the lemma.

Thus for any connection DA on the complex vector bundle ζ over M , and
invariant polynomial P , the form P (FA) represents a deRham cohomology
class with complex coefficients. That is,

[P (FA)] ∈ H∗(M : C).

Theorem 6.48. The cohomology class [P (FA)] ∈ H∗(X,C) is independent
of the connection DA.

Proof. Let DA0 and DA1 be two connections on ζ. Pull back the bundle ζ over
M × R via the projection map M × R → M . Call this pull - back bundle ζ̄
over M × R. We get the induced pull back connections D̄Ai , i = 0, 1 as well.
We can then form the linear combination of connections

DA = tD̄A1
+ (1− t)DA0

.

Then P (FA) is a deRham cocycle onM×R. Now let i = 0 or 1 and consider the
inclusions ji : M = M×{i} ↪→M×R. The induced connection j∗i (DA) = DAi

on ζ. But since there is an obvious homotopy between j0 and j1 and hence
the cohomology classes

[j∗0 (P (FA)) = P (FA0
)] = [j∗1 (P (FA)) = P (FA1

)].

This proves the theorem.

Thus the invariant polynomial P determines a cohomology class given
any bundle ζ over a smooth manifold. It is immediate that these classes are
preserved under pull - back, and are hence characteristic classes for U(n)
bundles, and hence are given by elements of

H∗(BU(n);C) ∼= C[c1, · · · , cn].
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In order to see how an invariant polynomial corresponds to a polynomial in
the Chern classes we need the following bit of algebra.

Recall the elementary symmetric polynomials σ1, · · ·σn in n -variables,
discussed in section 6.3. If we view the n - variables as the eigenvalues of an
n× n matrix, we can write

det(I + tA) = 1 + tσ1(A) + · · ·+ tnσn(A). (6.18)

Lemma 6.49. Any invariant polynomial on Mn(C) can be expressed as a
polynomial of σ1, · · · , σn.

Proof. Given A ∈Mn(C), chose a B such that BAB−1 is in Jordan canonical
form. Replacing B with diag(ε, ε2, · · · , εn)B, we can make the off diagonal
entries arbitrarily close to zero. By continuity it follows that P (A) depends
only on the diagonal entries of BAB−1, i,e the eigenvalues of A. Since P (A)
is invariant, it must be a symmetric polynomial of these eigenvalues. Hence it
is a polynomial in the elementary symmetric polynomials.

So we now consider the elementary symmetric polynomials, viewed as in-
variant polynomials in Mn(C). Hence by the above constructions they deter-
mine characteristic classes [σr(FA)] ∈ H2r(M ;C) where FA is a connection
on a vector bundle ζ over M .

Now we’ve seen the elementary symmetric functions before in the context
of characteristic classes. Namely we’ve seen that H∗(BU(n)) can be viewed as
the subalgebra of symmetric polynomials in Z[x1, · · ·xn] = H∗(BU(1)× · · · ×
BU(1)), with the Chern class Cr corresponding to the elementary symmetric
polynomial σr. This was the phenomenon of the splitting principle.

We will now use a splitting principle argument to prove the following.

Theorem 6.50. Let ζ be a complex n - dimensional vector bundle with con-
nection DA. Then the cohomology class [σr(FA)] ∈ H2r(X;C) is equal to
(2πi)rcr(ζ), for r = 1, · · · , n.

Proof. We first prove this theorem for complex line bundles. That is, n = 1.
In this case σ1(FA) = FA which is a closed form in Ω2(M ; ad(ζ)) = Ω2(M ;C)
because the adjoint action of GL(1,C) is trivial since it is an abelian group.
In particular FA is closed in this case by Lemma 6.47. Thus FA represents
a cohomology class in H2(M ;C). Moreover as seen above, this cohomology
class [FA] is a characteristic class for line bundles and hence is an element of
H2(BU(1);C) ∼= C generated by the first Chern class c1 ∈ H2(BU(1)). So for
this case we need to prove the following generalization of the Gauss - Bonnet
theorem.
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Lemma 6.51. Let ζ be a complex line bundle over a manifold M with con-
nection DA. Then the curvature form FA is a closed two - form representing
the cohomology class

[FA] = 2πic1(ζ) = 2πiχ(ζ).

Before we prove this lemma we show how this lemma can in fact be in-
terpreted as a generalization of the classical Gauss - Bonnet theorem. So let
DA be a unitary connection on ζ. (That is, DA is induced by a connection
on an associated principal U(1) - bundle.) If we view ζ as a two dimensional,
oriented vector bundle which, to keep notation straight we refer to as ζR, then
DA induces (and is induced by) a connection DAR on the real bundle ζR.
Notice that since SO(2) ∼= U(1) then orthogonal connections on oriented real
two dimensional bundes are equivalent to unitary connections on complex line
bundles.

Since SO(2) is abelian, the real adjoint bundle

ad(ζR) = EζR ×SO(2) M2(R)

is trivial. Hence the curvature FAR is then a 2× 2 matrix valued two - form.

FAR ∈ Ω2(M ;M2(R)).

Moreover, since the Lie algebra of SO(2) consists of skew symmetric 2×2 real
matrices, then it is straightforward to check the following relation between
the original complex valued connection FA ∈ Ω2(M ;C) and the real curvature
form FAR ∈ Ω1(M ;M2(R)).

Claim. If FAR is written as the skew symmetric matrix of 2− forms

FAR =

(
0 ω
−ω 0

)
∈ Ω2(M ;M2(R))

then
FA = iω ∈ Ω2(M ;C).

When the original connection DAR is the Levi - Civita connection associated
to a Riemannian metric on the tangent bundle of a Riemann surface, the
curvature form

ω ∈ Ω2(M,R)

is referred to as the “Gauss - Bonnet”” connection. If dA denotes the area
form with respect to the metric, then we can write

ω = κ dA

then κ is a scalar valued function called the “Gaussian curvature” of the
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Riemann surface M . In this case, by the claim we have [FA] = 2πiχ(T (M)),
and since

〈χ(T (M)), [M ]〉 = χM ,

Where χM the Euler characteristic of M , we have

〈[FA], [M ]〉 =

∫
M

FA = i

∫
M

ω = i

∫
M

κ dA.

Thus the above lemma applied to this case, which states that

〈[FA], [M ]〉 = 2πiχM

is equivalent to the classical Gauss - Bonnet theorem which states that∫
M

κ dA = 2πχM = 2π(2− 2g) (6.19)

where g is the genus of the Riemann surface M .

We now prove the above lemma.

Proof. As mentioned above, since [FA] is a characteristic class for line bundles,
and so it is some multiple of the first Chern class, say [FA] = qc1(ζ). By the
naturality, the coefficient q is independent of the bundle. So to evaluate q it
is enough to compute it on a specific bundle. We choose the tangent bundle
of the unit sphere τ(S2), equipped with the Levi - Civita connection DA

corresponding to the usual round metric (or equivalently the metric coming
from the complex strucure S2 = CP1). In this case the Gaussian curvature is
constant at one,

κ = 1.

Moreover since τ(S2)⊕ ε1 ∼= γ1 ⊕ γ1, the Whitney sum formula yields

〈c1(S2), [S2]〉 = 2〈c1(γ1), [S2]〉 = 2.

Thus we have

〈[FA], [S2]〉 = q〈c1(S2), [S2]〉
= 2q.

Putting these facts together yields that

2q = 〈[FA], [S2]〉

=

∫
S2

FA

= i

∫
S2

κ dA

= i

∫
S2

dA = i · surface area of S2

= i · 4π.
Hence q = 2πi, as claimed.
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We now proceed with the proof of Theorem 6.50 in the case when the
bundle is a sum of line bundles. By the splitting principal we will then be able
to conclude the theorem is true for all bundles.

So let ζ = L1 ⊕ · · · ⊕ Ln where L1, · · · , Ln are complex line bundles over
M . Let D1, · · · , Dn be connections on L!, · · · , Ln respectively. Now let DA be
the connection on ζ given by the sum of these connections

DA = D1 ⊕ · · · ⊕Dn.

Notice that with respect to any local trivialization, the curvature ma-
trix FA is the diagonal n × n matrix with diagonal entries, the curvatures
F1, · · · , Fn of the connections D1, · · ·Dn respectively. Thus the invariant poly-
nomial applied to the curvature form σr(FA) is given by the symmetric poly-
nomial in the diagonal entries,

σr(FA) = σr(F1, · · · , Fr).

Now since the curvatures Fi are closed 2 - forms on M , we have an equation
of cohomology classes

[σr(FA)] = σr([F1], · · · , [Fr]).

By the above lemma we therefore have

[σr(FA)] = σr([F1], · · · , [Fn])

= σr((2πi)c1(L1), · · · , (2πi)c1(Ln))

= (2πi)rσr(c1(L), · · · , c1(Ln)) since σr is symmetric

= (2πi)rcr(L1 ⊕ · · · ⊕ Ln) by the splitting principal 6.20

= (2πi)rcr(ζ)

as claimed.
This proves the theorem when ζ is a sum of line bundles. As observed

above, the splitting principal implies that the theorem then must be true for
all bundles.

We end this section by describing two corollaries of this important theorem.

Corollary 6.52. For any real vector bundle η, the deRham cocycle σ2k(FA)
represent the cohomology class (2π)2kpk(η) ∈ H4k(M ;R), while [σ2k+1(FA)]
is zero in H4k+2(M ;R).

Proof. This just follows from the definition of the Pontrjagin classes in terms
of the even Chern classes of the complexification, and the fact that the odd
Chern classes of the complexification have order two and therefore represent
the zero class in H∗(M ;R).
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Recall that a flat connection is one whose curvature is zero. The following
is immediate form the above theorem.

Corollary 6.53. If a real (or complex) vector bundle has a flat connection,
then all its Pontrjagin (or Chern) classes with rational coefficients are zero.

We recall that a bundle has a flat connection if and only if its structure
group can be reduced to a discrete group. Thus a complex vector bundle with
a discrete structure group has zero Chern classes with rational coefficients.
This can be interpreted as saying that if ι : G ⊂ GL(n,C) is the inclusion of
a discrete subgroup, then the map in cohomology,

Q[c1, · · · , cn] = H∗(BU(n);Q) = H∗(BGLn(C);Q)
ι∗−−−−→ H∗(BG;Q)

is zero.



7

Embeddings and Immersions in Euclidean
Space

7.1 The existence of embeddings: The Whitney Embed-
ding Theorem

The following result is often known as the “Easy Whitney Embedding Theo-
rem”. It tells us that we may view any manifold as a submanifold of Euclidean
space.

Theorem 7.1. Let Mn be a Cr manifold of dimension n. Then there is a
Cr-embedding e : Mn ↪→ RL for L sufficiently large.

Proof. We prove this theorem in the case when Mn is closed. We refer the
reader to [72] for the general case. Since Mn is compact we can find a finite
atlas {φi, Ui}Mi=1 with the following properties:

1. For all i = 1, · · · ,m,B2(0) ⊂ φi(Ui) ⊂ Rn, and

2. Mn =
⋃m
i=1 Int φ

−1
i (B1(0)).

Here Br(0) ⊂ Rn is the open ball around the origin of radius r.
Let λ : Rn → [0, 1] be a C∞ “bump function” such that

λ(x) =

{
1 on B1(0)

0 on Rn −B2(0)

Define λi : Mn → [0, 1] by

λi =

{
λ ◦ φi on Ui

0 on Mn − Ui.

These are “local bump functions”. Notice that the sets Si = λ−1
i (1) ⊂ Ui,

i = 1, · · · ,m cover Mn.
Now define fi : Mn → Rn by

fi(x) =

{
λi(x)φi(x) if x ∈ Ui
0 if x ∈M − Ui

213
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LB G

Notice that fi is Cr. Define gi(x) = (fi(x), λi(x)) ∈ Rn × R = Rn+1, and

g = (g1, · · · , gm) : Mn → Rn+1 × · · · × Rn+1 = Rm(n+1).

g is a Cr map. We claim it is an embedding.
If x ∈ Si, gi is immersive at x, so therefore g is immersive at x. Since the

Si’s cover Mn, gi is an immersion. We observe that g is one-to-one.
Suppose x 6= y and y ∈ Si. If x also lies in Si, then since

fi|Si
= φi|Si

then fi(x) 6= fi(y) since φi is injective. If x does not lie in Si, then

λi(y) = 1 6= λi(x).

So g(x) 6= g(y).
So g : Mn → Rn(m+1) is an injective immersion. Since Mn is compact, g

is an embedding.



Embeddings and Immersions in Euclidean Space 215

 

FIGURE 7.1
A graph of λ when n = 2.

Remark. Notice that this theorem implies that a compact n-manifold Mn

can be embedding in any manifold Nm if the dimension of Nm is sufficiently
large. This is because Nm looks locally like Euclidean space, and so by the
above theorem Nm can be embedding in an open set inside Mn.
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7.2 Obstructions to the existence of embeddings and im-
mersions, the Hirsch-Smale theorem, and the immer-
sion conjecture

A stronger version of Theorem 7.1 was proved by H. Whitney in a seminal
paper published in 1944 [164].

Theorem 7.2. [164] A. (Whitney Embedding Theorem) Let Mn be a compact
Cr manifold of dimension n, with r ≥ 1. Then there is a Cr-embedding e :
Mn ↪→ R2n. Furthermore there is a Cr-immersion j : Mn # R2n−1.

An extension of Whitney’s theorem to the setting of manifolds with bound-
ary is the following:

Theorem 7.3. Let Mn be a Cr-n-dimensional compact manifold with bound-
ary, with r ≥ 1. Then there is a neat Cr embedding of Mn into H2n.

It is natural to ask if Whitney’s theorem is the best possible. More specf-
ically, one can ask the following question. From now on all manifolds we con-
sider are closed and C∞, unless specifically stated otherwise.

Question 1. What is the smallest positive integer φ(n) so that every
compact n-dimensional manifold can be embedded in Rn+φ(n)? Notice that
Whitney’s theorem says that φ(n) ≤ n.

Question 2. What is the smallest positive integer ψ(n) so that every com-
pact n-dimensional manifold can be immersed in Rn+ψ(n)? Whitney’s theorem
says that ψ(n) ≤ n− 1.

Question 1 poses a problem that as of this date is unsolved. There are many
results of the best possible embedding dimension for particular n-manifolds,
but in general the answer to Question 1 is unknown. However in the case when
n is a power of 2 one can prove that Whitney’s result is best possible. That is,
if n = 2k, then φ(2k) = 2k. We give a sketch of a proof of this fact by proving
the following.

Proposition 7.4. The projective space RP2k embeds in R2k+1

by Whitney’s

theorem, but it does not embedd in R2k+1−1.

Proof. (Sketch) We give a sketch of an argument that uses a theory of Haefliger
developed in [68]. For X any space, consider the configuration space of k
ordered, distinct points in X:

F (X, k) = {(x1, · · · , xk) ∈ Xk : xi 6= xj if i 6= j}.
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Notice that the symmetric group Σk acts freely on F (X, k) by permuting the
order of the elements.

Notice that if e : Mn ↪→ RL is an embedding of a manifold into Euclidean
space, there is an induced map of configuration spaces

F (e) : F (Mn, 2)/Σ2 → F (RL, 2)/Σ2.

We claim that F (RL, 2)/Σ2 has the homotopy type of the projective space
RPL−1. To see this, notice that F (RL, 2) is diffeomorphic to RL × (RL −
{0}) via the map that sends (x1, x2) to (x1 + x2, x1 − x2). This is a Σ2-
equivariant diffeomorphism, where the action on RL × (RL − {0}) is given by
(u, v) → (u,−v). But clearly with respect to this action RL × (RL − {0}) is
Σ2-equivariantly homotopy equivalent to the sphere SL−1 with the antipodal
Σ2-action. The claim then follows.

Now since any compact n- manifold Mn embeds in RL for L sufficiently
large, and since any two embeddings into sufficiently large dimensional Eu-
clidean space are isotopic (to be discussed below), then one always comes
equipped with a map, well defined up to homotopy,

ω : F (Mn, 2)/Σ2 → F (R∞, 2)/Σ2 ' RP∞.

Furthermore, by the above claim, if Mn embeds in RL, this map factors, up
to homotopy, through a map ωL : F (Mn, 2)/Σ2 → RPL−1. By Whitney’s
theorem, one can always find such a ωL for L = n. However in the case of

Mn = RP2k , Haefliger showed using obstruction theory that there is no map

ω2k−1 : F (RP2k , 2)/Σ2) → RP2k−2 that factors ω : F (RP2k , 2)/Σ2) → RP∞.

This means that RP2k cannot be embedded in R2k+1−1.

Notice that this proposition says that in the case n = 2k the answer to
Question 1 above is φ(2k) = 2k. But as was mentioned above, in general Ques-
tion 1 is unresolved. However, as we have observed, Haefligger’s theory supplies
a homotopy theoretic obstruction to embedding manifolds in Euclidean space.
We remark that in recent years Haefligger’s theory has been generalized to a
theory of “Embedding Calculus”, as developed by T. Goodwillie, M. Weiss,
and others [62], [63], [162] [163]. This is a beautiful and effective theory for
studying spaces of embeddings of one manifold into an other, using sophisti-
cated homotopy theoretic techniques. We encourage the reader to learn more
about this theory.

The situation with immersions instead of embeddings is considerably eas-
ier, due to the following famous result of Hirsch and Smale [73]. This is an
early example of the h-principle (where “h” stands for homotopy) as defined
by Gromov [61] and developed further by Eliashberg and Mishachev [46]. We
now describe the Hirsch-Smale result.



218Bundles, Homotopy, and ManifoldsAn introduction to graduate level algebraic and differential topology

Suppose f : Mn # Pn+k is an immersion between smooth (C∞) mani-
folds. Then one has the induced map of tangent bundles yielding the commu-
tative diagram

τMn Df−−−−→ τPn+ky y
Mn −−−−→

f
Pn+k

This is an example of a bundle monomorphism, meaning a map of vector
bundles

ζ
γ̄−−−−→ ξy y

X −−−−→
γ

Y

so that γx : ζx → ξγ(x) is a linear monomorphism of vector spaces for each
x ∈ X. We denote the space of such bundle monomorphisms by Mono(ζ, ξ).
Let Imm(Mn, Pn+k) be the space of immersions, topologized in the space
of all maps given the compact-open topology. Then differentiation induces a
map

D : Imm(Mn, Pn+k)→Mono(τMn, τPn+k).

Theorem 7.5. (Hirsch and Smale [73]). Let Mn be a compact, smooth man-
ifold of dimension n, and Pn+k be a smooth manifold of dimension n+k, with
k ≥ 1. Then the map

D : Imm(Mn, Pn+k)→Mono(τMn, τPn+k).

is a weak homotopy equivalence.

Notice that in particular, if Mono(τMn, τRn+k) is nonempty, then there
exists an immersion Mn # Rn+k, for k ≥ 1.

Notice furthermore that a bundle monomorphism γ : τMn → τRn+k de-
termines a k-dimensional normal bundle,

π : νkγ →Mn

where π−1(x) = {v ∈ Rn+k such that v ⊥ γ(TxM
n)}. That is νkγ is the orthog-

onal complement to τMn, inside τRn+k. In other words,

τMn ⊕ νkγ ∼= M × Rn+k.

The following is is a direct consequence of the Hirsch-Smale theorem.
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Corollary 7.6. A compact n-manifold Mn immerses in Rn+k if and only if
there is a k-dimensional bundle νk →Mn such that

τMn ⊕ νk ∼= Mn × Rn+k.

We now give an interpretation of these results in terms of classifying spaces.
We use [30] as a reference. This allows one to recast the question of immersing
manifolds into Euclidean space into a homotopy theoretic problem.

As above, let BO(k) denote the classifying space of k-dimensional vector
bundles, and let BO = limk→∞BO(k). Since every manifold immerses, and
indeed embeds in sufficiently high dimensional Euclidean space, this means
there is a map

ν : Mn → BO

representing this high dimensional (or “stable” ) normal bundle. This map is
well-defined up to homotopy for the following reason. Given any compact space
X with basepoint, the homotopy classes of basepoint preserving maps [X,BO]
represents the set of stable vector bundles SV ect(S), which is isomorphic to
the reducedK-theory, K̃O(X), and is therefore an abelian group. (We refer the
reader to Theorem 3.17 for a discussion of this fact.) In particular the addition
in this abelian group corresponds to the Whitney sum of vector bundles. In
this abelian group structure, the stable normal bundle is the inverse of the
stable tangent bundle represented by the composite

τM : Mn → BO(n)→ BO.

Thus the stable normal bundle map is well-defined, up to homotopy. We may
therefore restate Corollary 7.6 as follows.

Theorem 7.7. Let Mn be a closed n-manifold and ν : Mn → BO represent
its stable normal bundle. Then Mn immerses in Rn+k if and only if there is
a map νk : Mn → BO(k) so that the composite

Mn νk−→ BO(k)→ BO

is homotopic to the stable normal bundle map ν : Mn → BO.

Using this theorem, the work of Brown and Peterson [22] [23] [25], and
the author [28], combined to give a resolution of Question 2 above. We now
outline how this was achieved.

In [101] Massey showed that for every closed n-manifold Mn, the homo-
morphism induced by the stable normal bundle map

ν∗ : H∗(BO;Z/2)→ H∗(Mn;Z/2)

factors through H∗(BO(n − α(n)), where α(n) is the number of ones in the
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dyadic (base 2) expansion of n. That is to say, there is a homomorphism
ν̃∗ : H∗(BO(2n− α(n);Z/2)→ H∗(Mn;Z/2) so that the composition

H∗(BO;Z/2)
ι∗−→ H∗(BO(n− α(n);Z/2)

ν̃∗−→ H∗(Mn;Z/2)

is equal to ν∗. Here ι : BO(n − α(n) → BO is the usual inclusion. Now
recall from Theorem 6.15 that H∗(BO;Z/2) ∼= Z/2[ω1, · · · , ωk, · · · ] and that
H∗(BO(m);Z/2) ∼= Z/2[ω1, · · · , ωm] for every m. So Massey’s result can be
restated as the following.

Theorem 7.8. (Massey [101]) Let Mn be a closed n-dimensional manifold,
and let νM : Mn → BO classify its stable normal bundle. Then

ωi(νM ) = 0

for all i > n− α(n).

For a closed n-manifoldMn, let IMn ⊂ H∗(BO;Z/2) ∼= Z/2[w1, · · · , wi, · · · ]
be the kernel of the stable normal bundle homomorphism, ν∗ :
H∗(BO;Z/2)→ H∗(Mn;Z/2). Let In be the intersection

In =
⋂
Mm

IMn .

Here the intersection is taken over all closed n-manifolds. In is an ideal in
Z/2[w1, · · · , wi, · · · ], and by Massey’s result we know that wi ∈ In for all i >
n−α(n). In [22] [23] Brown and Peterson computed In explicitly, thus refining
Massey’s theorem. In [25] they went further and constructed a “universal
space” for normal bundles of n-manifolds, and proved the following theorem.

Theorem 7.9. (Brown and Peterson [25]). For every n there is a space
BO/In equipped with a map ρn : BO/In → BO satisfying the following prop-
erties.

1. In cohomology ρ∗n : H∗(BO;Z/2) → H∗BO/In;Z/2) is surjective, with
kernel In. That is, ρ∗n induces an isomorphism

H∗(BO/In;Z/2) ∼= H∗(BO;Z/2)/In.

2. Every closed n-manifold Mn admits a map ν̃Mn : Mn → BO/In such that
the composition

Mn ν̃Mn−−−→ BO/In
ρn−→ BO

is homotopic to the stable normal bundle map νMn : Mn → BO.

Notice that by combining the work of Massey and Brown-Peterson, we
have the following commutative diagram for every closed n-manifold Mn:
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H∗(BO;Z/2)
ι∗n−α(n)−−−−−→ H∗(BO(n− α(n);Z/2)

ν∗Mn

y yρ∗n
H∗(Mn;Z/2) ←−−−−

ν̃∗
Mn

H∗(BO;Z/2))/In

Brown and Peterson’s work [25] can be viewed as realizing a part of this
cohomology diagram as coming from a diagram of spaces:

BO
ιn−α(n)←−−−−− BO(n− α(n))

νMn

x
Mn −−−−→

ν̃Mn
BO/In

In [28] the topological realization of this cohomology diagram was made
complete when the author proved the following.

Theorem 7.10. ([28]) For every n there is a map ρ̃n : BO/In → BO(n −
α(n)) such that the composition BO/In

ρ̃n−→ BO(n − α(n))
ιn−α(n)−−−−−→ BO is

homotopic to ρn : BO/In → BO as in Theorem 7.9.

Now let Mn be an n-manifold, and let ν̃Mn : Mn → BO/In be as in
Theorem 7.9. Combining Theorem 7.9 with Theorem 7.10 implies that the
composition

ν̃Mn : Mn ν̃Mn−−−→ BO/In
ρ̃n−→ BO(n− α(n))

factors (up to homotopy) the stable normal bundle map νMn : Mn → BO.
Then by Theorem 7.7 we can conclude the following theorem.

Theorem 7.11. ([28]) Every closed n-manifold Mn admits an immersion

jMn : Mn # R2n−α(n).

We end this section by describing why this is the best possible result. That
is, the answer to Question 2 above, which asks what is the smallest integer ψ(n)
such that every closed n-manifold immerses in Rn+ψ(n) is ψ(n) = n− α(n).

We will actually describe a closed manifold Mn whose normal Stiefel-
Whitney class, wn−α(n)(νMn) is nonzero. This would then supply an obstruc-

tion to immersing Mn into R2n−α(n)−1.
The manifold Mn can be described as follows. Write n as a sum of distinct

powers of 2:
n = 2i1 + 2i2 + · · ·+ 2ir .

Note that r, the number of distinct powers of 2 in this description, is equal to
α(n). We then define

Mn = RP2i1 × RP2i2 × · · · × RP2ir .

We then need to prove the following.
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Proposition 7.12. The normal Stiefel-Whitney class

wn−α(n)(νMn) ∈ Hn−α(n)(Mn;Z/2)

is nonzero.

Proof. . We first observe that the case when n is a power of 2 was proved in
Corollary 6.34. This used the fact that

w̄(RPm) = w(νRPm) =
1

w(RPm)
=

1

(1 + a)m+1
∈
∏
k

Hk(RPm;Z/2),

where a ∈ H1(RPm;Z/2) ∼= Z/2 is the generator. This was proved in the
example following Proposition 6.33 above. In particular,

w̄(RP2j ) = w(νRP2j ) = 1 + a+ a2 · · ·+ a2j−1.

We now turn to the general case.
Write n = 2i1 + 2i2 + · · ·+ 2ir as above, and let Mn = RP2i1 ×· · ·×RP2ir .

Then the total normal Stiefel-Whitney class is given by

w̄(Mn) = w(νMn) = ⊗rj=1w̄(RP2ij ) = ⊗rj=1(1 + aj + · · · a2ij−1
j ) ∈ ⊗rj=1H

∗(RP2ij ;Z/2)

∼= H∗(Mn;Z/2).

Notice that the highest dimensional nonzero monomial in this expression is

a2i1−1 ⊗ · · · ⊗ a2ir−1

which lies in dimension
∑r
j=1(2ij − 1) = n− r = n− α(n). Thus

w̄n−α(n)(νMn) = a2i1−1⊗· · ·⊗a2ir−1 ∈ Hn−α(n)(

r∏
j=1

RP2ij ;Z/2) = Hn−α(n)(Mn;Z/2),

and this class is clearly nonzero.

To summarize, this proposition says that for Mn defined as the product
of projective spaces as above, then wn−α(n)(νMn) ∈ Hn−α(n)(Mn;Z/2) is

nonzero. Thus, even though Mn admits an immersion into R2n−α(n), there is
no immersion of Mn into R2n−α(n)−1. In particular this says that the answer
to Question 2 above is ψ(n) = n− α(n).

7.3 “Turning a sphere inside-out”.

In the last subsection we used the Hirsch - Smale theorem (Theorem 7.5)
to discuss the existence or nonexistence of immersions of manifolds into Eu-
clidean spaces of varying dimensions. In this subsection we discuss the first
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application of this theorem, which was to show that any two immersions of
S2 into R3 are isotopic (sometimes referred to as “regularly homotopic”).

Specifically we will give Smale’s proof of his famous theorem saying that
the identity embedding ι : S2 ↪→ R3 defined by ι(x, y, z) = (x, y, z), is isotopic
as immersions to its opposite, −ι(x, y, z) = −(x, y, z). That is, there exists a
one-parameter family of immersions connecting ι to −ι. Such a one parameter
family is called an “eversion” of the sphere. The fact that such an eversion
exists is perhaps counter-intuitive. It is sometimes described as “turning the
sphere inside out”, and indeed there are now videos showing such eversions.
However Smale’s original proof was a nonconstructive one, which relied on (an
early version of) Theorem 7.5.

Notice that the statement that two immersions f, g : M # N are isotopic
(or “regularly homotopic”) is equivalent to the statement that f and g lie in
the same path component of Imm(M,N). To prove that the immersions ι and
j of S2 into R3 are isotopic, Smale proved the following:

Theorem 7.13. (Smale [138]) The space Imm(S2,R3) is path connected.

Proof. By Theorem 7.5 one has a weak homotopy equivalence

D : Imm(S2,R3)
'−→Mono(τS2, τR3).

We can think about the space Mono(τS2, τR3) in the following way. Con-
sider the fiber bundle

Mono(R2,R3)→ I(τS2,R3)
p−→ S2 (7.1)

where I(τS2,R3) is defined to be the space

I(τS2,R3) = {(x, ψ) : x ∈ S2, and ψ : TxS
2 → R3 is a linear monomorphism.}

Then p(x, ψ) = x ∈ S2. So each fiber of p is equivalent to the Stiefel
manifold V2,3 = Mono(R2,R3). Notice that V2,3 has the homotopy type of
O(3)/O(1) ∼= SO(3). This is true by the following reasoning. Using the Gram-
Schmidt process, one sees that Mono(R2,R3) is homotopy equivalent to the
space of inner-product preserving monomorphisms, Mono<,>(R2,R3). Now
this space has a transitive action of the orthogonal group O(3), and the
isotropy subgroup of the inclusion of R2 in R3 given by (x, y) → (0, x, y)
is O(1) < O(3).

Notice there is a natural homeomorphism

Mono(τS2, τR3)
∼=−→ ΓS2(I(τS2,R3))

where ΓS2(I(τS2,R3)) is the space of (differentiable) sections of the bundle
(7.1). To prove the theorem it then suffices to prove the following.
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Lemma 7.14. The space of sections ΓS2(I(τS2,R3)) is path connected.

Proof. For ease of notation let Γ represent the space ΓS2(I(τS2,R3)) ∼=
Mono(τS2, τR3) ' Imm(S2,R3). Let α, andβ ∈ Γ be any two sectons.
We will show that α and β live in the same path component of Γ. Write
S2 = R2 ∪ ∞, and fix an identification of T∞S

2 with R2. Without loss of
generality we may assume that

α(∞) = β(∞) = (∞, ι) ∈ I(τS2,R3)

where ι : T∞S
2 ∼= R2 ↪→ R3 is the natural inclusion (u, v)→ (0, u, v). This is

because the group SO(3) acts transitively on V2,3, and so one may rotate α
and β if necessary so that they satisfy this basepoint relation. Since SO(3) is
connected such rotations preserve the path components of α and β.

So we may assume that α and β lie in Γb ⊂ Γ which we define to be the
space of sections satisfying this basepoint condition. Notice that Γb can be
viewed as a subspace of the space of all maps S2 to I(TS2,R3) that take ∞
to (∞, ι). This is the two-fold based loop space Ω2I(TS2,R3). Indeed Γb is
exactly that subspace of Ω2I(TS2,R3) which maps to the identity element
in Ω2S2 under the map Ω2p : Ω2I(TS2,R3) → Ω2S2. This map, being the
two-fold loop map of the fibration (7.1), defines a homotopy fibration

Ω2V2,3 → Ω2I(τS2,R3)
Ω2p−−→ Ω2S2. (7.2)

We make a couple of observations about this fibration. First recall that the
homotopy group π2(V2,3) = π2(SO(3)) = 0. This is because SO(3) ∼= RP3 and
the universal cover of RP3 is S3, whose second homotopy group vanishes. This
implies that Ω2RP3 = Ω2SO(3) ∼= Ω2V2,3 is path connected. By considering
this fibration sequence one then deduces that there is a bijection between the
path components of Ω2I(TS2,R3) and of Ω2S2. In fact this bijection is an
isomorphism between abelian groups. This is because the path components of
two-fold loop spaces are abelian groups and Ω2p is a map that preserves this
two-fold loop structure. Thus we may conclude that

π0(Ω2I(τS2,R3)) ∼= π0(Ω2S2) ∼= π2(S2) ∼= Z.

Furthermore, observe that the path components of a two-fold loop space are
all homotopy equivalent. This is seen as follows. Let Ω2Y be a two-fold loop
space. Let g and h represent elements of this space and Ω2

gY and Ω2
hY be the

path components of this space containing g and h respectively. “Multiplying
by g−1h defines a map ×g−1h : Ω2

gY → Ω2
hY which has homotopy inverse

×h−1g : Ω2
hY → Ω2

gY .
We conclude that we can restrict two-fold loop fibration (7.2) to any path

component of Ω2S2 to obtain a homotopy fibration sequence

Ω2V2,3 → Ω2
[n]I(TS2,R3)

Ω2p−−→ Ω2
[n]S

2.
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Here Ω2
[n]S

2 is the component of Ω2S2 containing maps of degree n. But notice
that when n = 1, then by the definition of what a section means, Γb is the
fiber of Ω2p over the identity map of S2, id ∈ Ω2

[1]S
2. We may then conclude

that Γb ' Ω2V2,3, which as just observed, is path connected. In particular our
original sections α and β in γ live in the same path component.

Exercises

Let Mn be a closed differentiable manifold, and let e0 : Mn # RN and
e1 # RN be two immersions of Mn. We say that e0 and e1 are isotopic if
there is a one-parameter family of immersions connecting e0 and e1. That is,
e0 and e1 are isotopic if there is a continuous map H : Mn × [0, 1] → RN so
that

• H(x, 0) = e0(x) and H(x, 1) = e1(x) for all x ∈Mn

• The map Ht : Mn → RN defined by Ht(x) = H(x, t) is a differentiable
immersion for every t ∈ [0, 1].

Smale’s theorem about “turning a sphere inside out” says that any two im-
mersions S2 # R3 are isotopic.

1. Show, however, that there are infinitely many distinct isotopy classes of
immersions S1 # R2. You may use Smale’s theorem saying that the space
of immersions M # RN is weakly homotopy equivalent to the space of
bundle monomorphiisms TM → TRN .

2. Describe a representative of each isotopy class you find.

Final Remark. In discussing eversions of spheres, we proved (ala Smale)
that all immersion of S2 in R3 are regularly homotopic (isotopic). Ultimately,
using Hirsch-Smale theory, this was because π2(V2,3) = 0. However, somewhat
surprisingly, there are infinitely many isotopy classes of immersions of S2 into
R4. This is because π2(V2,4) ∼= Z. We leave it to the reader to fill in the details
of this striking result.





8

Tubular Neighborhoods, more on
Transversality, and Intersection Theory

8.1 The tubular neighborhood theorem

We begin this chapter by proving another important, and basic result in dif-
ferential topology: the “Tubular Neighborhood Theorem”.

Theorem 8.1. Suppose Mn is an n-dimensional smooth manifold, and sup-
pose the Nk ⊂Mn is a k-dimensional submanifold. Then there exists an open
neighborhood η of Nk in Mn that satisfies the following properties:

1. There is a neighborhood deformation retract

p : η → Nk.

That is, p is a smooth map with the property that p ◦ ι = idNk and ι ◦ p :
η → η is homotopic to idη. Here ι : Nk ↪→Mn is the inclusion.

2. Let π : ν → Nk be the normal bundle of Nk in Mn. Then there is a
diffeomorphism Φ : η → ν making the following diagram commute:

η
Φ−−−−→ ν

p

y yπ
Nk −−−−→

=
Nk

Remark. The open set η in this theorem is referred to as a “tubular neigh-
borhood” because, as the theorem states, it is diffeomorphic to the total space
of a vector bundle, ν which locally looks like a “tube”, Nk × Rn−k.

Observe that the statement of this theorem can be made in another way,
which is often quite useful.

Theorem 8.2. (Tubular neighborhood theorem, equivalent formulation.) Sup-
pose e : Nk ↪→ Mn is an embedding of smooth manifolds with normal bun-
dle ν. Assume that Nk is closed. Consider the inclusion of the zero section,

227
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ζ : Nk ↪→ ν. Then the embedding e extends to an embedding ẽ : ν ↪→ Mn

which is a diffeomorphism onto an open subset of Mk. By ẽ “extending” e we
mean that the composition

Nk ζ−→ ν
ẽ−→Mn

is equal to the embedding e : Nk ↪→Mn.

We leave it to the reader to check that this formulation is indeed equivalent
to Theorem 8.1. We begin the proof of Theorem 8.1 by first proving it in the
case where the ambient manifold is Euclidean space.

Theorem 8.3. Let e : Nk ↪→ Rn be an embedding of a closed manifold Nk.
Then Nk has a “tubular neighborhood”.

Proof. Observe that it suffices to show that there is an open neighborhood V
of the zero section Nk ↪→ ν that supports an embedding into Rn that extends
e : Nk → Rn. This is because, by the vector bundle structure of ν there is
clearly an embedding of ν into any neighborhood of the zero section that fixes
the zero section.

Let m be the codimension, m = n − k. Consider the map to the Grass-
mannian,

g : Nk → Grm(Rn)

defined by g(x) = νx ⊂ Rn. That is, g(x) is the normal space to x in Rn. More
precisely,

νx =
(
Dxe(TxN

k)
)⊥
.

Notice that the normal bundle ν → Nk is the pullback, ν = g∗(γm), where
γm → Grm(Rn) is the canonical bundle. Specifically,

g∗(γm) = {(x, v) ∈ Nk × Rn : v ∈ νx}.

Define a map φ : ν → Rn by φ(x, v) = x + v ∈ Rn. As above, identify ν
with g∗(γm). Then notice that the tangent space to ν at (x, 0) is given by

T(x,0)ν = TxM ⊕ νx.

Furthermore, one immediately sees that the derivative of φ at (x, 0),

D(x,0)φ : T(x,0)ν → TxRn

is the identity on on both TxM and on νx. Therefore Dφ has rank n at all
points on the zero section. It follows that φ is an immersion of a neighborhood
U of the zero section in ν. Since the restriction of φ to the zero section itself
is the given by the identity of Nk ⊂ Rn, it implies that the restriction of φ to
a perhaps smaller neighborhood V of the zero section in ν is an embedding.
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We now proceed with the proof of Theorem 8.1.

Proof. By Whitney’s embedding theorem 7.1 we can assume that Mn ⊂ RN
for some sufficiently large N . Let W ⊂ RN be a tubular neighborhood of Mn,
and r : W → Mn a retraction. Give Mn a metric induced by the Euclidean
metric on Rn. Notice we have an inclusion of vector bundles over Nk,

ν ↪→ TMn
|
Nk

↪→ TRN|
Nk

= Nk × RN .

For x ∈ Nk, let Ux = {(x, v) ∈ νx : x+ v ∈W}. Then the set U =
⋃
x∈Nk Ux

can be viewed as a subset of Nk × RN and can then be given the subspace
topology. Notice that by definition, U ⊂ ν and is an open subspace, because
it is the inverse image of W under the map

ν → RN

(x, v)→ x+ v.

The map

φ : U →Mn

φ(x, v) = r(x+ v)

is then easily checked to be a tubular neighborhood of e : Nk ↪→Mn.

The tubular neighborhood theorem is extremely important in differential
topology, and is used quite often. For example, it is crucial in knot theory,
where one studies embeddings of S1 in R3 ⊂ S3. Let K be such a knot. That
is, it is the image of such an embedding. Let η(K) be a tubular neighborhood
of K in S3. Then the fundamental group of the complement, S3 − η(K) is an
extremely important invariant of the isotopy class of the knot, and has been
the main tool in studying knot theory for more than a century. This group
is most often not abelian, but has abelianization = Z. This is seen using the
fact that the abelianiization of π1(S3 − K) is equal to the first homology,
H1(S3 −K), and then using Alexander duality.

8.2 The genericity of transversality

In Chapter 3 we discussed the notions of regular values and transversality. In
this section we will return to these notions and prove that they are generic in
a sense that we will make precise. We will be following the discussion of these
results given in Bredon’s book [16] which is a very good reference for these
concepts.

Recall that if φ : Mn → Nn is smooth, then p ∈M is a critical point of φ
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FIGURE 8.1
The trefoil knot

if the derivative Dpφ has rank strictly smaller than n. If p is critical, φ(p) ∈ N
is a critical value. If x ∈ N is not a critical value, it is called a regular value.
So in particular, x ∈ N is regular

• if m ≥ n and Dpφ is surjective for all p ∈M with φ(p) = x, or

• m < n and x is not in the image of φ.

The following theorem is well known in Analysis and Topology, and its
proof is given in many texts, including the appendix of Bredon’s book [16], as
well as in Hirsch’s book [72].

Theorem 8.4. (Sard’s theorem) If φ : Mm → Rn is C∞, then the set of
critical values has measure zero in Rn.

Before we state an important corollary to this theorem, which we will rely
on heavily, we recall some terms from measure theory.

Definition 8.1. A nowhere dense subspace of a topological space is one
whose set theoretic closure has empty interior. A subspace E ⊂ X is first
category if E is the countable union of subpaces that are nowhere dense. A
residual subspace is the complement of a first category subspace. That is,
it’s complement is the countable union of nowhere dense subspaces. A residual
subspace is sometimes called “everywhere dense”.

Corollary 8.5. (A. B Brown’s theorem) If φ : Mm → Nn is a C∞ map, then
the set of regular values of φ is residual in Nn.

Proof. If C is the set of critical points of φ, and K ⊂ Mm is compact, then
φ(C ∩ K) is a compact subspace of Nn, and its interior is empty by Sard’s
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theorem. Therefore φ(C ∩ K) is nowhere dense. Since Mm is covered by a
countable union of such compace subspaces, φ(C) is first category and thus
it’s complement is residual.

We note that if m = 1, then Sard’s theorem says that there aren’t any
smooth, space-filling curves, unlike in the continuous setting.

We now apply Sard’s theorem to the setting of transversality theory. We
first show that zero sections of vector bundles can be perturbed to be trans-
verse to any map.

Theorem 8.6. Let ξ → Y be a smooth vector bundle over a smooth, compact
manifold. Let X be a smooth manifold and f : X → ξ a smooth map. Then
there is a smooth cross section s : Y → ξ as close to the zero section as
desired, so that f t s(Y ).

Proof. Since Y is compact, we know that there exists a smooth vector bundle
η → Y such that ξ ⊕ η is trivial. That is, there is an isomorphism of vector
bundles over Y ,

Ψ : ξ ⊕ η ∼=−→ Y × Rn,

which we can take to be smooth. Let p : ξ ⊕ η → Rn be the projection of Ψ
onto the Rn factor. We then have a commutative diagram

f∗(ξ ⊕ η)
f̄−−−−→ ξ ⊕ η

π′

y yπ
X −−−−→

f
ξ

Here π is the projection, and f̄ and π′ are the obvious maps induced by f and
π, respectively.

Let z ∈ Rn be a regular value of the composition

f∗(ξ ⊕ η)
f̄−→ ξ ⊕ η p−→ Rn.

By Sard’s theorem z can be chosen to be arbitrarily close to the origin. Since
z is regular, the composition of the derivatives

Dp ◦Df̄ : Tvf
∗(ξ ⊕ η)→ Rn

is surjective for any v ∈ f∗(ξ⊕η) such that p◦f̄(v) = z. Using the trivialization

Ψ : ξ ⊕ η ∼=−→ Y × Rn, we may conclude that the image of Df̄ must span the
complement of that tangent space to Y × {z} at (pY f̄(v), z), where pY is the
projection of the trivialization Ψ onto the Y factor. This means that f̄ is
transverse to the section s′ : Y → ξ⊕ η given in terms of the trivialization Ψ,
by s′(y) = (y, z). Define the section s : Y → ξ by s(y) = π(s′(y). Notice that
the following diagram commutes:
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f∗(ξ ⊕ η)
f̄−−−−→ ξ ⊕ η s′←−−−− Y

π′

y yπ y=

X −−−−→
f

ξ
s←−−−− Y

We claim that f is transverse to s(Y ). To see this, let x ∈ X, y ∈ Y be such
that f(x) = s(y). Then

π(s′(y)) = s(y) = f(x).

By the definition of the pullback bundle, (x, s′(y)) ∈ f∗(ξ ⊕ η) has
f̄(x, s′(y)) = s′(y). Since f̄ t s′(Y ), the images of D(x,s′(y))f̄ and Dys

′ span
Tf̄(x,s′(y))=s′(y)(ξ ⊕ η). Since π is a submersion, we may conclude that the
images of Dxf and Dys span Tf(x)=s(y)ξ. That is, f t s(Y ). Notice that by
Sard’s theorem, the section s may be taken to be arbitrarily close to the zero
section by choosing z ∈ Rn sufficiently close to the 0 ∈ Rn.

Corollary 8.7. Let f : M →W be a smooth map between smooth manifolds.
Assume that M is compact. Let N be another compact, smooth manifold and
suppose g0 : N ↪→ W is a smooth embedding. Then there is an arbitrarily
small isotopy of g0 to a smooth embedding g1 : N ↪→W with the property that
f t g1(N).

Proof. Let ν → N be the normal bundle of the embedding g0 : N ↪→ W .
By the tubular neighborhood theorem (8.2) g0 extends to an embedding
g : ν ↪→ W which is a diffeomorphism onto an open subspace (the tubu-
lar neighborhood). Notice that if we define M ′ = f−1(g(ν)), then M ′ ⊂M is
an open submanifold. We now apply the Theorem 8.6 to the restriction of f ,
f|M′ : M ′ → ν.

We will actually need another version of this corollary that says that
transversal intersections are generic with respect to perturbations of the map
f . But first we need the following:

Lemma 8.8. Let N be a compact smooth submanifold of a smooth manifold
W . Let T be a tubular neighborhood of N . It is equipped with a retraction
p : T → N¿ If s : N → T is any section (i.e p ◦ s = id) then there is a
diffeomorphism h : T → T that preserves fibers, extends continuously to the
identity on the boundary ∂T , and takes s to the zero section. Moreover the
diffeomorphism h can be taken to be homotopic to the identity of T .
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Proof. By the tubular neighborhood theorem, it suffices to work in the vector
bundle setting. Let p : ν → N be the normal bundle of N in W . Let s : N → ν
be any section, and let z : N → ν be the zero section. Define

H : ν → ν

H(v) = v − s(p(v)).

Notice that H is a map of fiber bundles in that it preserves fibers (i.e p◦H(v) =
p(v)). But notice also that H is not a map of vector bundles since it is not
linear on each fiber. Rather, H is affine on each fiber. In any case, H is clearly
a diffeomorphism.

Notice that H ◦ s(x) = z(x). Moreover H is homotopic to the identity
through diffeomorphisms. To see this, define for t ∈ [0, 1] Ht(v) = v−ts(p(v)).
Notice that H0 is the identity, and H1 = H.

Corollary 8.9. Let M be a closed, smooth manifold and f0 : M → W a
smooth map between smooth manifolds. Let N ⊂ W be a smooth, closed sub-
manifold and let T be any tubular neighborhood of N . Then there is a smooth
map f1 : M →W with the following properties.

1. f1 t N ,

2. f1 = f0 outside of f−1(T ),

3. f1 is homotopic to f0 on all of M via a homotopy that is constant outside
of f−1

0 (T ).

Proof. By Theorem 8.6 we know there exists a section s of a tubular neighbor-
hood of N such that f0 t s(N). Composing f0 with the homotopy h described
in the above lemma defines f1. This f1 may not be smooth at the boundary
of the tubular neighborhood, but it can be smoothly approximated without
changing it near the intersection with N , where f1 is already smooth.

Remarks. 1. This corollary says that one can perturb any map f0 with as
small of a perturbation as one would like, to make it transverse to N .

2. There exist strengthenings of this result saying that the set {f : M →
W such that f t N} is “generic” (i.e a countable intersection of open, dense
subsets) in the space of all smooth maps C∞(M,W ). Hirsch’s book [72] gives
a good exposition of this. For our purposes we only need that the space of
transverse maps is dense in the space of all smooth maps, which is what the
above results show.
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8.3 Applications to intersection theory

One immediate application of transversality theory says that one can pull low
dimensional submanifolds of a large dimensional manifolds apart, so that they
do not interesect. More precisely, we have the following.

Proposition 8.10. Let P p and Qq be closed submanifolds of Mn where p+q <
n. Then one can perturb either P p or Qq by an arbitrarily small amount so
that they do not intersect.

More precisely, suppose Mn ⊂ RN . Let e : P p ↪→ Mn be an embedding
whose image is the submanifold in question. Then for any choice of ε > 0,
there exists another embedding ẽ : P p ↪→ Mn, isotopic to e, so that for any
x ∈ P p, ‖e(x)− ẽ(x)‖ < ε and ẽ(P p) ∩Qq = ∅.

Proof. This follows from Corollary 8.7 and the fact that from Theorem 3.7 we
see that the only transversal intersections of p-dimensional and q-dimensional
submanifolds of an n-dimensional manifold when p + q < n, is the empty
intersection.

Here is another easy consequence of transversality theory. It is a statement
about the homotopy groups of complements of submanifolds of Euclidean
space.

Proposition 8.11. Suppose Mm is a smooth, closed manifold, equipped with
an embedding e : Mm ↪→ Rn. Then any smooth map of a sphere to the com-
plement,

f : Sk → Rn −Mm

can be extended to a map of the closed disk, f̃ : Dk+1 → Rn −Mm if k <
n−m− 1.

Proof. f : Sk → Rn is null homotopic, since Rn is contractible. So there exists
an extension f̃0 : Dk+1 → Rn. Perturb f̃0 if necessary, to a map f̃1 : Dk+1 →
Rn that is homotopic to f̃0 relative to its boundary, and such that f̃1 tMm.
But since (k+ 1) +m < n, this means that f̃1(Dk+1)∩Mm = ∅. In particular
this means that the original map f : Sk → Rn −Mm is null homotopic, and
can therefore be extended to a map f̃ : Dk+1 → Rn −Mm.

Another important application of transversality to intersection theory is
when the sum of the dimensions of the submanifolds equals the dimension of
the ambient manifold. So let P p and Qq be closed submanifolds of Mn, where
n = p+q. Then basic transversality theory says that one can perturb either P p

or Qq so that they intersect transversally. (At this point the reader should be
able to make this statement precise.) In this setting the intersection P p ∩Qq
is a manifold of dimension p+ q − n = 0. By compactness P p ∩Qq is a finite
number of points. When P q, Qq, and Mn are all oriented, P p∩Qq will inherit



Tubular Neighborhoods, more on Transversality, and Intersection Theory 235

an orientation, and so each of the points making it up will have an orientation.
This will just be a sign (±1) and so one can count these points according to
sign to obtain the “intersection” number. We now make this more precise.

Consider the following commutative diagram of embeddings:

P p
⊂−−−−→ Mn

∪
x x∪

P p ∩Qq −−−−→
⊂

Qq

When P p, Qq, and Mn are all oriented, the normal bundle of Qq ↪→Mn has
an induced orientation. Furthermore it restricts to give the (oriented) normal
bundle of P p ∩Qq ↪→ P p. Since P p ∩Qq is a finite set of points, {x1, · · · , xk},
its normal bundle in P p, being diffeomorphic to its tubular neighborhood,
is just a finite collection of disjoint disks, Di ⊂ P p, i = 1, · · · , k each of
which is oriented. In particular each tangent space TxiDi is oriented. But
notice that TxiDi = TxiP

p, which has an orientation coming from the original
orientation of P p. If these two orientations agree we say that sgn(xi) = +1. If
these orientations disagree we say that sgn(xi) = −1. We can now make the
following definition.

Definition 8.2. Define the intersection number

[P p ∩Qq] =

k∑
i=1

sgn(xi) ∈ Z

It is important to know that the intersection number is well defined. Of
course we had to choose orientations and that can affect the ultimate sign of
the intersection number. But it is important to also know that the intersection
number does not depend on the particular perturbation (small isotopy) used
in order to achieve transversal intersections. Once we know that we will be
able to conclude the following:

Proposition 8.12. Let P p and Qq be closed submanifolds of Mn, where n =
p+q. Suppose these manifolds are all oriented. Then if the intersection number
[P p ∩ Qq] 6= 0, the neither P p nor Qq can be isotoped so that the resulting
embeddings are disjoint. That is, P p and Qq cannot be “pulled off of each
other” in Mn.

To show that the intersection number is well defined, and to generalize it
to study more complicated intersections, we will employ the use of Poincaré
duality to develop the intersection theory homologically.





9

Poincaré Duality, Intersection theory, and
Linking numbers

Our goal in this chapter is to use Poincaré duality to do intersection theory
rigorously. A particular goal will be to prove that the intersection number of
two submanifolds, the sum of whose dimensions equals the dimension of the
ambient manifold, is well defined (see Definition 8.2). Along the way we relate
intersection theory with such constructions as the “shriek” or “umkehr” map,
the Pontrjagin-Thom “collapse map”, and the Thom isomorphism.

9.1 Poincaré Duality, the “shriek map”, and the Thom
isomorphism

Let Mm and Nn be closed, oriented manifolds of dimensions m and n re-
spectively. Their orientations determine (and are determined by) choices of
fundamental classes [Mm] ∈ Hm(Mm;Z) and [Nn] ∈ Hn(Nn;Z) that in turn
determine Poincaré duality isomorphisms

∩[Mm] : Hq(M ;Z)
∼=−→ Hm−q(M ;Z) and ∩[Nn] : Hq(N ;Z)

∼=−→ Hn−q(N ;Z)
(9.1)

We refer to their inverse isomorphisms as

DM : Hr(M ;Z)
∼=−→ Hm−r(M ;Z) and DN : Hr(N ;Z)

∼=−→ Hn−r(N ;Z).
(9.2)

Given a map f : Mm → Nn, we of course have the induced homomor-
phisms in both homology and cohomology, which would exist even if M and N
were replaced by any topological spaces. However, given that they are closed,
oriented manifolds, the existence of Poincaré duality allows one to define a
“shriek” or “umkehr” map.

Definition 9.1. Define the homomorphism f ! : Hq(Mm;Z)→ Hn−m+q(Nn;Z)
to be the unique map making the following diagram commute:

237
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Hq(Mm;Z)
f !

−−−−→ Hn−m+q(Nn;Z)

∩[Mm]

y∼= ∼=
y∩[Nn]

Hm−q(M ;Z) −−−−→
f∗

Hm−q(N ;Z)

Now suppose that Mm is a closed, oriented m-dimensional manifold and
Nn is a compact, oriented, n-dimensional manifold with boundary. Then a
map f : M → N defines a shriek map with values in relative cohomology,

f ! : Hq(Mm;Z)→ Hn−m+q(Nn, ∂N ;Z). (9.3)

This is defined by using the relative version of Poincaré duality ( “Poincaré -
Lefschetz duality”). We leave the details to the reader.

This relative version of the shriek map is important in many settings, but
particularly so when one has an oriented vector bundle over a closed, oriented
manifold

p : ξ →Mm.

Assume the fiber dimension of this vector bundle is k. Give ξ a Euclidean
structure, and as before, let D(ξ) and S(ξ) denote the associated unit disk
bundle and sphere bundle respectively. Notice that the orientation on ξ as
well as the orientation on the base manifold Mm gives D(ξ) the structure of
a compact m+ k-dimensional oriented manifold with boundary. Its boundary
is given by ∂D(ξ) = S(ξ).

Now let ζ : Mm → D(ξ) be the the zero section. Then as discussed above,
this defines a shriek map

ζ ! : Hq(Mn;Z)→ Hq+k(D(ξ), ∂D(ξ);Z)
=−→ Hq+k(D(ξ), S(ξ);Z)

= Hq+k(T (ξ);Z)

where T (ξ) is the Thom space of the bundle ξ.
The following result relates this shriek map, which is defined via Poincaré

duality, with the Thom isomorphism.

Proposition 9.1. Given an oriented, k-dimensional vector bundle over a
closed, oriented manifold, p : ξ →Mm the shriek map of the zero section

ζ ! : Hq(Mm;Z)→ Hq+k(D(ξ), ∂D(ξ);Z) = Hq+k(T (ξ);Z)

is equal to the Thom isomorphism

∪u : Hq(Mm;Z)
∼=−→ Hq+k(T (ξ);Z).

Here u ∈ Hk(T (ξ);Z) is the Thom class.
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Proof. The shriek map ζ ! is defined to be the composition,

ζ ! : Hq(Mn;Z)
∩[M ]−−−→ Hm−q(M

m;Z)
ζ∗−→ Hm−q(D(ξ);Z)

DD(ξ)−−−−→ Hk+q(D(ξ), ∂D(ξ)).

Here, as above, DD(ξ) is the inverse to the Poincaré duality isomorphism
given by capping with the fundamental class. Since ∩[M ] and DD(ξ) are
both isomorphisms, and because ζ∗ is an isomorphism since the zero sec-
tion ζ is a homotopy equivalence, we may conclude that the composition ζ !

is an isomorphism. Of course we know that cupping with the Thom class

∪u : Hq(Mm;Z)
∼=−→ Hq+k(T (ξ);Z). is also an isomorphism. So we need only

show that they are the same isomorphism.
Notice that when q = 0, Hq(Mm;Z) ∼= Z and so the two isomorphisms

ζ ! and ∪u must agree in this dimension, at least up to sign. We leave it to
the reader to check that the signs in fact agree given the compatibility of the
orientation of D(ξ) with the orientation of the bundle p : ξ → Mn and the
orientation of M .

In general dimensions, let β ∈ Hq(M). Since the zero section ζ is a homo-
topy equivalence we may write β = ζ∗(α) for a unique class α ∈ Hq(D(ξ);Z).

ζ !(β) = DD(ξ)(ζ∗(β ∩ [M ])

= DD(ξ)(ζ∗(ζ
∗(α) ∩ [M ])

= DD(ξ)(α ∩ ζ∗[M ]) by the naturality of the cap product.

(9.4)

Now the Thom isomorphism in homology is given by capping with

the Thom class ∩u : Hr(D(ξ), S(ξ))
∼=−→ Hr−k(M). In particular [M ] ∈

Hm(M ;Z) ∼= Z is equal to u ∩ [D(ξ), ∂D(ξ)] where [D(ξ), ∂D(ξ)] ∈
Hm+k(D(ξ), ∂D(ξ);Z) is the (relative) fundamental class. Thus

ζ !(β) = DD(ξ)(α ∩ ζ∗[M ]) = DD(ξ)(α ∩ z∗(u ∩ [D(ξ), ∂D(ξ)])

= DD(ξ)((ζ
∗(α) ∪ u) ∩ [D(ξ), ∂D(ξ)])

= ζ∗(α) ∪ u since DD(ξ) is inverse to

capping with the fundamental class

= β ∪ u.

As a result of this proposition we will be able to prove a result relating the
shriek map to so-called “Thom collapse map”, which is crucial in intersection
theory.

The Thom collapse map can be described as follows. Let e : Nn ↪→Mm be



240Bundles, Homotopy, and ManifoldsAn introduction to graduate level algebraic and differential topology

a smooth embedding of closed, oriented, smooth manifolds. Let ν be tubular
neighborhood of e(Nn) in Mm. Notice that the quotient space, M/(M − ν) is
the one point compactification ν ∪∞, which is in turn homeomorphic to the
Thom space T (ν).

Definition 9.2. The “Thom collapse map” τ : Mm → T (ν) is the projection

τ : Mm →M/(M − ν) ∼= T (ν).

Theorem 9.2. As above let e : Nn ↪→Mm be a smooth embedding of closed,
oriented, smooth manifolds. Let ν be tubular neighborhood of e(Nn) in Mm.
Let k = m− n be the codimension of the embedding. Then the composition in
cohomology

Hq(N)
∪u−−−−→∼= Hq+k(T (ν))

τ∗−−−−→ Hq+k(M)

is equal to the shriek map e! : Hq(N)→ Hq+k(M). Here u ∈ Hk(T (ν)) is the
Thom class.

Proof. Notice that the disk bundle, D(ν), is an oriented m = n+k-dimensional
manifold with boundary ∂D(ν) = S(ν). Let [D(ν), S(ν)] ∈ Hm(D(ν), S(ν)) =
Hm(T (ν)) be the relative fundamental class.

Observe first that τ∗[M ] = [D(ν), S(ν)] ∈ Hm(D(ν), S(ν)). This is because
the diagrams

Hm(M)
τ∗−−−−→ Hm(D(ν), S(ν))

∼=
y y∼=

Hm(M,M − x) −−−−→
=

Hm(D(ν), D(ν)− x)

commute for every x ∈ D(ν) ⊂M . Now the fundamental class [M ] ∈ Hm(M)
is the unique class that maps to the generator of Hm(M,M − x) ∼= Z de-
termined by the orientation. Therefore τ∗([M ]) ∈ Hm(D(ν), S(ν)) is a class
that maps to the generator of Hn(D(ν), D(ν) − x)) ∼= Z determined by the
orientation. But this property characterizes [D(ν), S(ν)] ∈ Hm(D(ν), S(ν)).

Secondly, observe that the following diagram commutes:

H̃∗(D(ν)/S(ν))
=←−−−− H∗(D(ν), S(ν))

∩[D(ν)/S(ν)]

y ∼=
y∩[D(ν),S(nu)]

H̃m−∗(D(ν)/S(ν)) ←−−−− Hm−∗(D(ν))

τ∗

x yẽ∗
Hm−∗(M) ←−−−−

=
Hm−∗(M).
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Here [D(ν)/S(ν)] is the image of the (relative) fundamental class [D(ν), S(ν)]

under the isomorphism Hm(D(ν), S(nu))
∼=−→ H̃m(D(ν)/S(ν)). ẽ : D(ν) ↪→M

is the extension of the embedding e to its tubular neighborhood.
By the naturality of the cap product this diagram expands to the following

commutative diagram.

H∗(D(ν), S(ν))
=−−−−→ H∗(D(ν), S(ν))

∩[D(ν),S(ν)]−−−−−−−−→∼=
Hm−∗(D(ν))

τ∗
y ∩[D(ν)/S(ν)]

y yẽ∗
H∗(M) Hm−∗(D(ν)/S(ν)) ←−−−−

τ∗
Hm−∗(M)

=

y y=

H∗(M) −−−−→
∩[M ]

Hm−∗(M)

By the above proposition we can now add to the exterior of this diagram:

H∗−k(N)
∩[N ]−−−−→∼= > Hm−∗(N)

∪u=ζ!

y yζ∗
Hr(D(ν), S(ν))

∩[D(ν),S(ν)]−−−−−−−−→∼=
Hm−∗(D(ν))

τ∗
y yẽ∗

H∗(M)
∼=−−−−→
∩[M ]

Hm−∗M

Thus τ∗ ◦ ∪u = DM ◦ ẽ∗ ◦ ζ∗ ◦ ∩[N ]. (Recall that the duality isomorphism
DM = (∩[M ])−1.) But ẽ ◦ ζ = e, so we have that

τ∗ ◦ ∪u = DM ◦ e∗ ◦ ∩[N ] = e!, by definition.

The following corollary gives a clear relation between the Thom collapse
map and Poincaré duality. In particular it says that the Thom class of a normal
bundle of an embedded submanifold is dual to the fundamental class of the
submanifold.

Corollary 9.3. Let M be a closed, oriented manifold, with oriented, closed
submanifold e : N ↪→M of codimension k. Let ν be a tubular neighborhood of
N , which we identify with the normal bundle. Let τ : M →M/(M−ν) ∼= T (ν)
be the Thom collapse map, and let u ∈ Hk(T (ν)) be the Thom class. Then

τ∗(u) = D(N).

Said another way, τ∗(u) ∩ [M ] = [N ].
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Proof. By Theorem 9.2, τ∗(u) = e!(1). But recall that e! : H0(N) → Hk(M)
is defined to be the unique homomorphism that makes the following diagram
commute:

H0(N)
e!−−−−→ Hk(M)

∩[N ]

y∼= ∼=
y∩[M ]

Hn(M) −−−−→
e∗

Hn(M).

Thus τ∗(u) ∩ [M ] = e!(1) ∩ [M ] = e∗([N ]).

9.2 The intersection product

One can define the “intersection product” in the homology of a closed, oriented
manifold both geometrically, using transversality theory, and algebraically, us-
ing Poincaré duality and the cup product. Our goal in this section is to show
that these constructions define the same homological product. The intersec-
tion number, defined earlier (Definition 8.2), will be shown to be a special
example of this product, and the consequence of these results will show that
this number does not depend on the various geometric choices one makes in
defining it.

Definition 9.3. Let Mm be a closed, oriented m-dimensional manifold. The
intersection product is the pairing

Hp(M)×Hn(M)→ Hp+n−m(M)

α× β → α · β

defined to be the unique homomorphism making the following diagram com-
mute:

Hp(M)×Hn(M)
·−−−−→ Hp+n−m(M)

∩[M ]×∩[M ]

x∼= ∼=
x∩[M ]

Hm−p(M)×Hm−n(M) −−−−→
∪

H2m−p−n(M).

That is, the intersection product is Poincaré dual to the cup product.

The following is the main result of this section.
Again, let Mm be a closed, oriented m-dimensional manifold. Suppose it

has two oriented, closed submanifolds P p of dimension p and Nn of dimen-
sion n that intersect transversally. (Otherwise perturb one of them so that the
interesection becomes transverse.) By abuse of notation we let [P ] ∈ Hp(M)
and [Nn] ∈ Hn(M) be the homology classes given by the images of the fun-
damental classes of these submanfolds under the homomorphisms induced by
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their embeddings. We say that these submanifolds represent these homology
classes.

Theorem 9.4. Under these assumptions the homology class represented by
the intersection

[P ∩N ] ∈ Hp+n−m(M)

represents the intersection product of the classes represented by the submani-
folds P p and Nn:

[P p] · [Nn] = [P ∩N ].

This theorem actually has a generalization, whose proof requires only small
adjustments to the proof of Theorem 9.4. We leave the details to the reader.

Theorem 9.5. Let Mn, P p, and Nn be closed, oriented manifolds. Let f :
P p →Mn be a smooth map and g : Nn ↪→Mn a smooth embedding. Assume
that f t g(Nn). That is for every x ∈ P and y ∈ N with f(x) = g(y) = z ∈M ,
then Dfx(TxP )⊕Dgy(TyN) = TzM . Consider the submanifold f−1(g(N)) ⊂
P . Then this is a closed, oriented submanifold of dimension p+n−m and the
image of its fundamental class in homology f∗[f

−1(g(N))] ∈ Hp+n−m(M) is
Poincaré dual to the cup product DM (f∗[P ]) ∪DM (g∗([N ]) ∈ H2m−p−n(M).

Before we prove Theorem 9.4 we make a couple remarks:

Remarks.

• Let’s generalize our notion of “representing” a homology class in a closed
oriented manifold by a submanifold, to a homology class α ∈ Hq(M) being
represented by a manifold if there exists a closed, oriented manifold Qq and
a map φ : Q→M with φ∗([Q]) = α. Then we will see in Chapter 12 below,
that not every integral homology class is represented by such a manifold.
However, as we will see below, a consequence of Thom’s calculation of
the unoriented cobordism ring is that in homology with Z/2-coefficients,
indeed every homology class is represented by a manifold. In the presence
of such representations, (in integral or Z/2 homology), this theorem says
that the Poincaré dual of the cup product is represented by (transver-
sal) intersections of manifolds. This gives a rather remarkable geometric
interpretation of the cup product.

• Historically, there is reason to believe that the development of cohomology
and the cup product was motivated by the goal of representing intersec-
tions of submanifolds. S. Lefshetz, who did seminal work in the devel-
opment of intersection theory in both algebraic geometry and algebraic
topology, was instrumental in developing the cup product in singular co-
homology.

Proof of Theorem 9.4.
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Proof. Consider the following commutative diagram, where the maps are all
embeddings:

N
eN−−−−→
⊂

M

∪
xeP∩N,N ∪

xeP
P ∩N ⊂−−−−−→

eP∩N,P
P

By examining this diagram one sees that when one restricts the normal bundle
of N in M to P ∩N , one gets the normal bundle of P ∩N in P :

(νeN )|P∩N = νeP∩N,P .

Equivalently, the intersection of a tubular neighborhood of eN with P is a
tubular neighborhood of eP∩N,P . We represent these tubular neighborhoods
by η’s. We therefore have a commutative diagram involving Thom collapse
maps:

M
τN−−−−→ M/(M − ηN ) ∼= T (νeN )

eP

x xT (eP )

P −−−−−→
τP∩N,P

P/(P − ηP∩N,P ) = T (νeP∩N,P ).

Here T (ν) denotes the Thom space of the corresponding normal bundle, and
T (eP ) denotes the map of Thom spaces induced by the embedding eP .

In particular this means that on the level of Thom classes,

T (eP )∗(uN ) = uP∩N,P ∈ Hm−n(T (νeP∩N,P )).

Now by Corollary 9.3

τ∗P∩N,P (uP∩N,P ) ∩ [P ] = [P ∩N ] ∈ Hp+n−m(P ).

So therefore

τ∗P∩N,P (T (eP )∗(uN )) ∩ [P ] = [P ∩N ] ∈ Hp+n−m(P ),

and by the commutativity of the above diagram, this means

e∗P (τ∗N (uN )) ∩ [P ] = [P ∩N ] ∈ Hp+n−m(P ).

So we may conclude that

(eP )∗(e
∗
P (τ∗N (uN )) ∩ [P ]) = (eP )∗[P ∩N ] ∈ Hp+n−m(M).

By the definition of the intersection product, this says that

[P ] · [N ] = [P ∩N ] ∈ Hp+n−m(M).
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An immediate consequence of this theorem is that the (homological) in-
tersection pairing gives an obstruction to separating two submanifolds. By
“separating”, we mean that there is an isotopy of one or both of the em-
beddings of the two submanifolds, so that the resulting submanifolds do not
intersect. That is, we have the following immediate corollary.

Corollary 9.6. Let Mm be a closed, oriented m-dimensional manifold. Sup-
pose it has two oriented, closed submanifolds P p of dimension p and Nn of
dimension n, such that the intersection product, [P ] · [N ] ∈ Hp+n−m(M) is
nonzero. Then P and N cannot be separated in M .

Exercises.

(1). Let Mm be a C∞ closed manifold, and let Nn ⊂ Mm be a smooth
embedded submanifold, where Nn is also assumed to be compact with no
boundary. We say that Nn can be “moved off of itself” in M if a tubular
neighborhood η of N with retraction map ρ : η → N admits a section σ :
N → η that is disjoint from N . That is, N ∩ σ(N) = ∅ ⊂ η ⊂M .

(a). Suppose the dimensions of the manifolds satisfy 2n < m. Prove that
N can be moved off of itself in M .

(b). To see that the dimension requirement above is necessary in general,
show that

RP1 ⊂ RP2

cannot be moved off of itself. Hint: Compute the self intersection number (mod
2) of RP1 ⊂ RP2.

(2). Write CPn in its projective coordinates. CP2 = {[z0, z1, z2] ∈ Cn+1 −
{0}/C×}. That is CPn+1 is the quotient of Cn+1 − {0} by the action, via
scalar multiplication, of the nonzero complex numbers C×.

There are two natural copies of CP1 inside CP2 given by {[z0, z1, 0]} and
by {[0, z1, z2]}. If we call one of these N and the other K,

Show that the intersection product [N ] · [K] = 1 ∈ H0(CP2). Conclude
that each of these classes represent a generator of H2(CP2).

(3). Let Mn be a closed oriented n-dimensional manifold, and let ∆ : M →
M ×M be the diagonal map. Let ∆! : Hq(M ×M)→ Hq−n(M) be the shriek
map in homology. Show that for any homology classes α and β of M , then
α · β = ±∆!(β × α).

9.2.1 Intersection theory via Differential Forms

We end this section by pointing out how to compute the intersection number
of two submanifolds of complementary dimension using differential forms.

Let Mm be a closed oriented manifold, with submanifolds Qq of dimen-
sion q and P p of dimension p where p + q = m. Let ηQ and ηP be tubular
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neighborhoods of these submanifolds. These can be viewed as open manifolds
of dimension n. The (DeRham) cohomology with compact supports, H∗cpt(ηQ)
is equal to the cohomology of the one-point compactification, which is homeo-
morphic to the Thom space of the normal bundle. Therefore there is a Thom
class uQ ∈ Hp

cpt(ηQ), and similarly uP ∈ Hq
cpt(ηP ). The Thom collapse map

gives classes νQ ∈ Hp(M) and νP ∈ Hq(M). By abuse of notation we let νQ
and νP denote differential forms on M of dimension q and p respectively that
represent these cohomology classes.

These “Thom forms” can be viewed a differential forms on M whose sup-
port lies in the relevant tubular neighborhood which yield the orientation
forms of the corresponding normal bundles.

The following is a reinterpretation of Theorem 9.4 in this setting, using
the DeRham theorem. We leave the job of filling in the details of its proof as
an exercise to the reader,

Theorem 9.7. In the setting described above,

[Q] · [P ] =

∫
M

νQ ∧ νP

= 〈uQ ∪ uP ; [M ]〉

=

∫
P

νQ = ±
∫
Q

νP .

9.3 Degrees, Euler numbers, and Linking numbers

In this section we will discuss interesting applications of the results about
intersection theory developed in the last section.

9.3.1 The Degree of a map

Let f : Nn → Mn be a smooth map between closed, oriented, connected
smooth manifolds of the same dimension (= n). The degree of f is an oriented
(signed) count of the number of elements in the preimage of a generic point.
More specifically we make the following definition:

Definition 9.4. The degree of f , written Deg(f) is defined to be the inter-
section number of f : Nn → Mn and a regular value x ∈ Mn, viewed as a
zero-dimensional submanifold. That is, Deg(f) = f∗[N

n] · [x] ∈ Z.

.
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Notice that the intersection number, as defined in Definition 8.2, in this
setting is given by

f∗[N ] · [x] =

k∑
i=1

sgn(xi) ∈ Z, where the sum is taken over all points in f−1(x) ∈ N

= [f−1(x)] ∈ H0(Nn) = Z by Theorem 9.5.

Now by Theorem 9.5,

f−1(x)] = f∗[N ] · [x] = f∗(DM [x]) ∩ [N ]

= DM [x] ∩ f∗[N ].

Since the fundamental class [M ] ∈ Hn(M) ∼= Z is a generator, we may inter-
pret this as the following corollary to Theorem 9.5.

Corollary 9.8. Write f∗[N ] = d[M ] ∈ Hn(M). Then d = Deg(f).

This corollary allows for easier calcuations of degree, and also shows that
the notion of degree does not depend on the choice of regular value x ∈ M .
Moreover it allows the extension of the notion of degree to any continuous
(not necessarily smooth) map.

9.3.2 The Euler class and self intersections

Recall from Definition 6.5 that if ξ → N is an oriented vector bundle of fiber
dimension k, the Euler class

χ(ξ) ∈ Hk(N)

is defined to be the image of the Thom class under the composition

Hk(T (ξ)) = Hk(D(ξ), S(ξ))→ Hk(D(ξ))
ζ∗−→ Hk(N)

where ζ : N → D(ξ) ⊂ ξ is the zero section.
In the setting when N is a n-dimensional, closed, oriented manifold, we

can relate the Euler class to the self intersection of the zero section.
First, we explain what we mean by “self intersection”. If e : Nn ↪→Mm is

an embedding of N into a compact, connected, oriented manifold Mn (with or
without boundary), then we can perturb (i.e find an isotopy) of the embedding
e to an embedding ẽ : Nn ↪→Mm so that e(N) t ẽ(N). By Theorem 9.4, the
resulting intersection, e(N)∩ ẽ(N) represents the class [N ] · [N ] ∈ H2n−m(M).
This class is called the “self intersection class”. In particular, if m = 2n, this is
a zero dimensional homology class, and therefore an integer, which represents
a (signed) count of the number of points in the intersection e(N) ∩ ẽ(N) .

In the setting of a k-dimensional, oriented, smooth vector bundle p : ξ →
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Nn we may view the disk bundle D(ξ) as an (n + k)-dimensional, oriented,
compact manifold with boundary, and the zero section ζ : N ↪→ D(ξ) as an
embedding. We then have the following result.

Theorem 9.9. The self intersection class of the zero section

[ζ(N)] · [ζ(N)] ∈ Hn−k(D(ξ)) ∼= Hn−k(N)

is Poincaré dual to the Euler class. That is,

χ(ξ) ∩ [N ] = [ζ(N)] · [ζ(N)].

In particular, when k = n, the evaluation of the Euler class on the fundamental
class 〈χ(ξ); [N ]〉 is equal to the self intersection number of the zero section.

Before we prove this theorem we observe the following corollary.

Corollary 9.10. If a smooth vector bundle p : ξ → Nn over a closed, oriented
manifold has a nowhere zero section, then the Euler class χ(ξ) is zero.

Proof. Notice that any section σ : N → ξ is a homotopy equivalence, and is
homotopic, as a map of spaces, to the zero section ζ. Such a homotopy can be
taken to be (x, t) → (1 − t)σ(x). Therefore the homology classes represented
by these sections, [σ(N)] and [ζ(n)] are equal. If σ(x) is never zero, then
σ(N) ∩ ζ(N) = ∅. Therefore by Theorem 9.4

0 = [ζ(n)] · [σ(N)] = [ζ(n)] · [ζ(n)].

By Theorem 9.9, the Euler class χ(ξ) = 0.

We now prove Theorem 9.9.

Proof. By Proposition 9.1 the following diagram commutes:

Hq(N)
∪u−−−−→∼= Hq+k(D(ξ), S(ξ))

∩[N ]

y∼= ∼=
y∩[D(ξ),S(ξ)]

Hn−q(N)
∼=−−−−→
ζ∗

Hn−q(D(ξ)).

We now insert this into a larger diagram:

Hk(D(ξ), S(ξ))×Hk(D(ξ), S(ξ))
∪−−−−→ H2k(D(ξ), S(ξ))

∪u←−−−−∼= Hk(N)

∩[D(ξ),S(ξ)]×∩[D(ξ),S(ξ)]

y∼= ∼=
y∩[D(ξ),S(ξ)] ∼=

y∩[N ]

Hn(D(ξ))×Hn(D(ξ)) −−−−→
·

Hn−k(D(ξ))
∼=←−−−−
ζ∗

Hn−k(N)
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Notice that the left hand square defines the intersection product in
H∗(D(ξ)). Now by Theorem 9.9, the product of the Thom classes u×u in the
upper left corner of this diagram, maps to ζ∗([N ])× ζ∗([N ]) in the lower left
corner. But this class in turn maps to the intersection product ζ∗([N ])·ζ∗([N ])
in the lower middle of the diagram (Hn−k(D(ξ))).

Furthermore, by definition, the Euler class χ(ξ) ∈ Hk(N) in the upper
right corner of the diagram, maps to u ∪ u ∈ H2k(D(ξ), S(ξ)), and so

(χ(ξ) ∪ u) ∩ [D(ξ), S(ξ)] = ζ∗([N ]) · ζ∗([N ]) ∈ Hn−k(D(ξ)).

By the commutativity of the right hand square we conclude that

ζ∗(χ(ξ) ∩ [N ]) = ζ∗([N ]) · ζ∗([N ]) ∈ Hn−k(D(ξ)).

This is the statement of the theorem.

We now turn our attention to the case when the bundle we are considering
is the tangent bundle, p : τN → N . A section of the tangent bundle is a vector
field on N . Applying Corollary 9.10 to this situation gives us the following:

Proposition 9.11. If a smooth, closed, orientable manifold N has a nowhere
zero vector field, then the Euler class of its tangent bundle, χ(τN), which we
denote by χ(N), is zero.

We end this subsection with a well known result which relates the Euler
class of a manifold (i.e of its tangent bundle), with its Euler characteristic.

Theorem 9.12. Let N be a closed, oriented, n-dimensional smooth manifold.
Then the evaluation of its Euler class on the fundamental class is the Euler
characteristic of the manifold:

〈χ(N), [N ]〉 =

n∑
i=0

(−1)irankHi(N).

Proof. The proof of this theorem involves a few steps. First, consider the
diagonal embedding,

∆ : N → N ×N.
We first observe that the normal bundle ν(∆) of this embedding is the tangent
bundle τN . We leave the verification of this fact to the reader. In order not to
confuse notation we now adopt the “exponential” notation for the Thom space
of a bundle. That is if ξ → X is a vector bundle, we now use the notation Xξ

to denote its Thom space.
Let τ : N ×N → Nν(∆) = NτN be the Thom collapse map. We now com-

pute this Thom collapse map in cohomology. To do this, notice that Poincaré
duality defines a nonsingular pairing

〈 , 〉 : H∗(N ; k)×H∗(N ; k)→ k

〈α, β〉 = (α ∪ β)([N ])
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Let {αi} be a basis for H∗(N ; k). Since this pairing is nondegenerate, there
is a corresponding dual basis {α∗i }. That is, (α∗i ∪ αj)([N ]) = δi,j , the Kro-
necker delta. In particular notice that if αi ∈ Hq(N ; k), then α∗i ∈ Hn−q(N ; k).

Lemma 9.13. Let u ∈ Hn(NτN ; k) be the Thom class of the tangent bundle.
Then

τ∗(u) =
∑
i

(−1)|αi|α∗i × αi ∈ Hn(N ×N ; k),

where |αi| denotes the degree of αi.

Proof. We take the following computation from Bredon [16], proof of Theorem
12.4.

By the Kunneth theorem we can write

τ∗(u) =
∑
i,j

ci,j α
∗
i × αj

for some coefficients ci,j . Notice that we need only add over those terms where
|α∗i |+ |αj | = n. Since |α∗i | = n− |αi|, we assume |αj | = |αi|. For the following
calculation take basis elements αi and αj of degree p. We compute ((αi×α∗j )∪
τ∗(u))([N ×N ]) in two different ways.

((αi × α∗j ) ∪ τ∗(u))([N ×N ]) = (αi × α∗j )(τ∗(u) ∩ [N ×N ])

= (αi × α∗j )(∆∗([N ]), by Corollary 9.3

= ∆∗(αi × α∗j )([N ])

= (αi ∪ α∗j )([N ])

= (−1)p(n−p)(α∗j ∪ αi)([N ])

= (−1)p(n−p)δi,j

On the other hand

((αi × α∗j ) ∪ τ∗(u))([N ×N ])

= ((αi × α∗j ) ∪ (
∑
r,s

cr,s α
∗
r × αs))([N ×N ])

= (−1)n−pci,j((αi ∪ α∗i )× (α∗j ∪ αj)([N ]× [N ])

since one gets zero for αi, αj 6= αr, αs, all of degree p

= (−1)n−p+p(n−p)+nci,j((αi ∪ α∗i )([N ]))((α∗j ∪ αj)([N ]))

= (−1)p(n−p)−pci,j .

So we conclude that ci,j = (−1)pδi,j .
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To complete the proof of Theorem 9.12, we make the following observation
about the relation of the Thom collapse map and the Euler class. Let e : N ↪→
M be a codimension k embedding of oriented manifolds, with normal bundle
νe, and let τ : M → Nνe is the Thom collapse map. The following comes from
a quick check of definitions, which we leave for the reader.

Lemma 9.14. If u ∈ Hk(Nνe) be the Thom class. Then the Euler class of
the normal bundle νe can be described by

χ(νe) = e∗τ∗(u) ∈ Hk(N).

Applying this lemma to the diagonal embedding ∆ : N → N ×N , we have
that ∆∗(τ∗(u)) = χ(N). Applying Lemma 9.3.2 with rational coefficients we
have that

χ(N)([N ]) = ∆∗(τ∗(u))([N ]) =
∑
i

(−1)|αi|(α∗i ∪ αi)([N ])

=
∑
i

(−1)|αi|〈α∗i , αi〉

=
∑
i

(−1)|αi|

= Euler characteristic of N

Notice that as an application of this theorem and of Proposition 9.11 we
get the following classical result:

Proposition 9.15. If a closed, oriented manifold N has nonzero Euler char-
acteristic, then every vector field on N must contain a zero.

In particular every vector field on an even dimensional sphere must contain
a zero. This famous result, when applied to S2 is often referred to as the “Hairy
Billiard Ball Theorem”.

9.3.3 Linking Numbers

We now discuss one more application of intersection theory. This is the clas-
sical notion of linking numbers.

In the general setting, suppose we have embeddings of closed, oriented
manifolds in Euclidean space,

Mm K1−−−−→
⊂

Rn+m+1

∪
xK2

Nn.
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We will assume that these manifolds intersect transversally, which in these
dimensions means that they have disjoint images. Consider the composition

ΨM,N :Mm ×Nn → Rn+m+1 − {0} → Sn+m

(x, y) −→ (K1(x)−K2(y)) −→ K1(x)−K2(y)

|K1(x)−K2(y)|

Giving Sn+m the orientation coming from viewing it as the boundary of
the ball Dn+m+1 inside Rn+m+1, we can make the following definition.

Definition 9.5. Define the linking number, Lk(K1,K2) to be the degree

Lk(K1,K2) = Deg(ΨM,N ).

This is an algebraic-topological definition based on the homological prop-
erties of the map ΨM,N . However this notion has important geometric signifi-
cance as well, as we will see in considering the classical case when we have the
link of two disjointly embedded circles in S3. We have the following diagram
of embeddings:

S1 K1−−−−→
⊂

R3

∪
xK2

S1.

For p ∈ S2, let

I(p) = {(q1, q2) ∈ K1 ×K2 : q2 − q1 = λp, whereλ > 0}.

Notice that for p ∈ S2, I(p) = Ψ−1
K1,K2

(p).

Observation. Assume that p = (0, 0, 1) is a regular value of ΨK1,K2 . (If it is
not, compose ΨK1,K2

with a rotation of S2 so that this condition is satisfied.)
Project K1 ∪K2 onto R2 = (x1, x2)− plane in R3, keeping track of the over
and under-crossings:

We claim that there is one element of I(p) for every place that K2 crosses
over K1. To see this, observe that if (q1, q2) ∈ K1 × K2 is in I(p), then the
projections of q1 and q2 on R2 agree. This means that the first two coordinates
of q1 and of q2 agree. Now since q2 − q2 = λp = (0, 0, λ) with λ > 0, we must
have that the third coordinate (the “z-coordinate”) of q2 is larger than the
third coordinate of z1. That is, K2 crosses over K1 at this point.

By Definition 9.5 of the linking number as the degree of ΨK1,K2 , we can
calculate this invariant either homologically, or, as seen after the discussion
of the definition of degree (Definition 9.4) as the signed count of the points in
the preimage of a regular value of ΨK1,K2

. That is, it is a signed count of the
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points of I(0, 01). If (q1, q2) ∈ I(0, 0, 1), then the sign sgn(q1, q2) is determined
by comparing the orientations of the curves, and the standard orientation of
the plane. In the above example of the Hopf link, I(0, 0, 1) consists of a single
point, and the local orientations of the curves K1 an K2 at this point looks
like the following. Therefore the linking number of the Hopf link is

Lk(K1,K2) = −1.
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Ku
A

We now turn our attention to the following, more complicated link (figure
9.3.3).
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Notice that there are two places where K2 crosses over K1, and thus
I(0, 0, 1) has consists of two points.

The crossing on the left has sgn = −1 and the crossing on the right has
sgn = +1. This means that the linking number,

Lk(K1,K2) = 0,

even though evidently the two embedded circles cannot be unlinked. This
shows that while the linking number is a useful, computable invariant, it is
not a complete invariant of a link of two embedded circles in R3.
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it



10

Stable Homotopy

Throughout this chapter all spaces will equipped with basepoints, and will be
assumed to be of the homotopy type of (based) CW -complexes.

Given a based space X, let ΣX denote its (reduced) suspension, and let

Σ : πk(X)→ πk+1(ΣX)

be the suspension homomorphism in homotopy groups. It is defined in the
following way. If α : Sk → X is a basepoint preserving map representing an
element of πk(X), then define its suspension

Σα : Sk+1 = ΣSk = S1 ∧ Sk 1∧α−−→ S1 ∧X = ΣX. (10.1)

The roots of stable homotopy theory go back to the following classical
theorem of Freudenthal:

Theorem 10.1. ( “Freudenthal Suspension Theorem” [52]) Let X be an n-
connected based space, then the suspension homomorphism

Σ : πk(X)→ πk+1(ΣX)

is an isomorphism if k ≤ 2n and an epimorphism if k = 2n+ 1.

Many textbooks contain proofs of this theorem. A traditional reference is
[159]. Below we will sketch a proof of this theorem using the Serre spectral
sequence.

The Freudenthal Suspension Theorem naturally leads to the notion of the
“stable range” for homotopy groups, i.e twice the connectivity of a space, in
which homotopy data is preserved by suspension. An important example of
this is the excision property. It is well known that homotopy groups, viewed as
a functor from the category of pairs of based topological spaces to the category
of groups, does not satisfy excision. For example, the fact that homology does
satisfy excision implies that

H̃∗(X ∨ Y )
∼=−→ H̃∗(X)⊕ H̃∗(Y )

and more generally the properties of excision and exactness provide the
tremendously important calculational tool of the Mayer-Vietoris sequence.

257
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But notice that the analogous homomorphism at the level of homotopy groups,
is not, in general, an isomorphism. For example, π1(S1 ∨ S1) is the free
group on two generators, which is not commutative. On the other hand,
π1(S1)⊕ π1(S1) ∼= Z⊕ Z, which certainly is commutative.

Nonetheless, as we will see later in this chapter, the Freudenthal theorem
implies that the homotopy groups functor does satisfy excision in the stable
range. This leads to the following definition.

Definition 10.1. . Let X be a based space. Define its kth-stable homotopy
group πsk(X) to be

πsk(X) = lim
n→∞

πk+n(ΣnX).

where the colimit is taken over the suspension homomorphisms,

Σ : πk+n−1(Σn−1(X))→ πk+n(ΣnX).

Notice that by the Freudenthal Suspension Theorem, the limit in the defi-
nition of stable homotopy groups is achieved at a finite stage. More specifically,
πsk(X) ∼= πk+q(Σ

qX) for q ≥ k − 2c(X), where c(X) is the connectivity of X
(i.e the maximal nonnegative integer such that πr(X) = 0 for r ≤ c(X)).

Exercise Verify this claim. That is, show that πsk(X) ∼= πk+q(Σ
qX) for q ≥

k − 2c(X), where c(X) is the connectivity of X.

Stable homotopy groups are an invariant of the collection of spaces,
{ΣkX}, together with maps between the spaces in this collection Σ(ΣkX)

=−→
Σk+1X. More generally, a collection of spaces {Xm} together with maps
εm : ΣXm → Xm+1 is called a spectrum. Spectra are the objects of study
of stable homotopy theory, and they were originally introduced and studied
by Lima [92] and G. Whitehead [158]. We will introduce them and discuss some
of their properties in this chapter. An important classical feature of spectra is
that described by work of Brown [19] and Whitehead [158], where they clas-
sify “generalized (co)homology theories”. These are theories that satisfy all
the Eilenberg-Steenrod except “dimension” (but including excision).We will
discuss this classification in this chapter and discuss many important examples
such as stable homotopy groups and K-theory. We will describe Bott period-
icity, one of the great theorems of the twentieth century, and then discuss
and apply the Atiyah-Hirzebruch spectra sequence for computing generalized
(co)homology.

Another important, and more modern aspect of the study of spectra are
their categorical aspects. We introduce symmetric spectra, describe ring spec-
tra and module spectra, and then describe the Thom spectrum, viewed as
a functor from the category of “spaces over BO” to the category of sym-
metric spectra. We discuss various products and generalized orientations of
manifolds and then we have a discussion of Spanier-Whitehead duality and
Atiyah duality for manifolds. We end this chapter with a discussion of the
special properties of Eilenberg-MacLane spectra and the Steenrod algebras of
cohomology operations.
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10.0.1 Sketch of proof of the Freudenthal suspension theo-
rem

We end this introductory section with a sketch of a proof of the Freudenthal
suspension theorem. As you will see we rely on the Hurewicz theorem and the
Serre spectral sequence.

Let X be an n-connected space of the homotopy type of a CW complex.
If n = 0 then the theorem is trivial since both X and ΣX are path connected,
and ΣX is simply connected. So we assume n ≥ 1.

In our proof we will be considering based loop spaces, ΩY , where Y has
the homotopy type of a based CW complex. We first recall that there is an
adjunction isomorphism,

πq(ΩY )
∼=−→ πq+1(Y ).

This isomorphism is given as follows: Let α : Sq → ΩY represent an element
of πq(ΩY ). So for every x ∈ Sq, α(x) : S1 → Y is a basepoint preserving loop.
We may then consider the adjoint

ᾱ : Sq+1 = Sq ∧ S1 → Y

ᾱ(x ∧ t) = α(x)(t) ∈ Y

Exercises.
1. Show that the correspondence

πq(ΩY )→ πq+1(Y )

α→ ᾱ

defines an isomorphism.
2. Consider the adjoint map

j : X → ΩΣX

x→ jx : S1 → S1 ∧X

defined by jx(t) = t ∧ x. Show that the induced composition

πq(X)
j−→ πq(ΩΣX)

∼=−→ πq+1(ΣX)

is equal to the suspension homomorphism Σ : πq(X) → πq+1(ΣX) defined
above (10.1).

Lemma 10.2. Let X be an n-connected space. The map j : X → ΩΣX
induces an isomorphism in homology,

j∗ : Hq(X)
∼=−→ Hq(ΩΣX)

for q ≤ 2n.
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Proof. For a based space Y let PY be the space of basepoint preserving paths.
Such paths are maps γ : [0, 1] → Y such that γ(0) = y0, where y0 ∈ Y is the
basepoint. Consider the fibration

ΩΣX → PΣX
ε−→ ΣX

defined by ε(γ) = γ(1). We will consider the Serre spectral sequence for this
fibration. Notice that the base space ΣX is simply connected and the total
space PΣX is contractible. Therefore the E∞ term of this spectral sequence
must be identically zero, with the exception that E0,0

∞ = Z. This means that
for every nonzero, positive dimensional class x in the E2 term that is an infinite
cycle, i.e dr(x) = 0 for all r, then there must exist an element y ∈ Eq for some
q, with dq(y) = x.

Consider the E2-term. Recall that Ep,q2 = Hp(ΣX;Hq(ΩΣX)). Since X is
n-connected, ΣX is (n+ 1)-connected, so Ep,q2 = 0 for 0 < p ≤ n. Also, since
ΩΣX is n-connected, we also have that Ep,q2 = 0 for 0 < q < n.

Consider the differentials of the form

dm : En+q,0
m → En+q−m,m−1

m

for q ≤ n + 1. We claim that these differentials are all zero except when
m = n+ q, in which case

dn+q : En+q,0
n+q → E0,n+q−1

n+q

Hn+q(ΣX)→ Hn+q−1(ΩΣX)

is an isomorphism. To see this notice that En+q,0
m is a subquotient of

Hn+q(ΣX) and En+q−m,m−1
m is a subquotient of Hn+q−m(ΣX;Hm−1(ΩΣX).

When m ≤ n, Hm−1(ΩΣX) = 0 since ΩΣX is n-connected. If n + q − 1 ≥
m > n then Hn+q−m(ΣX) = 0 since n + q − m < q ≤ n + 1 and ΣX is
(n+ 1)-connected.

Since the spectral sequence converges to the zero E∞-term (except E0,0
∞ =

Z), we therefore must have that

dn+q : En+q,0
n+q → E0,n+q−1

n+q

Hn+q(ΣX)→ Hn+q−1(ΩΣX)

must be an isomorphism for 0 ≤ q ≤ n+ 1. We leave it for the reader to check
that the composition

Hn+q−1(X)
∼=−→ Hn+q(ΣX)

dn+q−−−→ Hn+q(ΩΣX)

is the homology homomorphism induced by the map j : X → ΩΣX.

We now complete the proof of the Freudenthal suspension theorem.
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Proof. We continue to assume that X is n-connected and we again consider
the map j : X → ΩΣX. As defined in Chapter 7 (Definition 4.5), we may
consider the homotopy fiber of this map

Fj = {(x, α) ∈ X × (ΩΣX)I such that α(0) = j(x) and α(1) = y0}

where y0 ∈ ΩΣX is the basepoint. Since the sequence

Fj → X
j−→ ΩΣX

is, up to homotopy, a fibration sequence we may consider its Serre spectral
sequence. Recall that we are assuming that X (and therefore ΩΣX) is n-
connected, with n ≥ 1. Therefore the long exact sequence in homotopy groups
ends with

→ π2(X)
j∗−→ π2(ΩΣX)

∂∗−→ π1(Fj)→ 0.

Since X and ΩΣX are both simply connected, the Hurewicz theorem says that
π2(X) ∼= H2(X) and π2(ΩΣX) ∼= H2(ΩΣX). But j∗ : H2(X) → H2(ΩΣX)
is an isomorphism by the above lemma. Thus j∗ : π2(X) → π2(ΩΣX) is an
isomorphism, and so we may conclude that π1(Fj) = 0.

Now by examining the Serre spectral sequence for the homotopy fibra-

tion sequence Fj → X
j−→ ΩΣX, we see that since, by the above lemma,

j∗ : Hp(X) → Hp(ΩΣX) is an isomorphism for p ≤ 2n + 1, then along the
horizontal axis of this spectral sequence we have that

Hp(ΩΣX) = Ep,02
∼= Ep,0∞ = Hp(X)

for p ≤ 2n + 1. Now along the vertical axis we have Hq(Fj) = E0,q
2 which is

equal to E0,q
∞ for q ≤ 2n because in this range there are no possible nonzero

differentials. By the convergence of the spectral sequence to H∗(X), and the
fact that every element of H∗(X) is represented in this spectral sequence by
an element on the horizontal axis E∗,0∞ (in this range), we must conclude that
E0,q

2 must be zero for q ≤ 2n. That is,

Hq(Fj) = 0

for q ≤ 2n. Since, as observed above, π1(Fj) = 0, then by the Hurewicz
theorem we may conclude that πq(Fj) = 0 for q ≤ 2n. By the long exact
sequence in homotopy groups for a fibration, this says that

j∗ : πqX → πq(ΩΣX)

is an isomorphism for q ≤ 2n and surjective for q = 2n+ 1. Equivalently, the
suspension homomorphism, πqX → πq+1(ΣX) is an isomorphism for q ≤ 2n
and is surjective for q = 2n+ 1.
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10.1 Spectra

The basic definition of a spectrum is the following.

Definition 10.2. ([92], [158]) A spectrum is a sequence of (based) spaces
{Xn, n ∈ Z} together with maps εn : ΣXn → Xn+1. These maps are known
as “structure maps”. These structure maps can equivalently be given as maps
ε̄n : Xn → ΩXn+1, where, as above, ΩY denotes the based loop space of a
based space Y . The relation between these types of structure maps is given
by the adjunction between a map f : ΣX → Y and the map f̄ : X → ΩY ,
defined by f̄(x)(t) = f(t ∧ x) ∈ Y .

In some settings one is only required to have spaces Xn for n ≥ 0. This fits
with the situation above, since we can simply define for n < 0, Xn = point.

Examples.

1. The sphere spectrum S is defined by

Sn = Sn,

and εn : ΣSn = ΣSn = Sn+1 → Sn+1 = Sn+1 is the identity map. We
will see that the sphere spectrum plays a crucial role in stable homotopy
theory, analogous of the role the integers play in the theory of rings and
modules.

2. The archetypical example of a spectrum is the suspension spectrum of a
space, X. We denote the suspension spectrum by Σ∞X. Its definition is

(Σ∞X)n = ΣnX

and
εn : Σ(ΣnX) = Σn+1X → Σn+1X

is the identity map for each n. Notice that the sphere spectrum S is a
suspension spectrum, S = Σ∞S0.

3. An Eilenberg-MacLane spectrum HG for an abelian group G is a collection
of other important examples. A spectrum HG is an Eilenberg-MacLane
spectrum of type HG, if HGn is an Eilenberg-MacLane space of type
K(G,n), and the structure maps εn : ΣHGn → HGn+1 are maps whose
homotopy class in

[ΣK(G,n),K(G,n+ 1)] ∼= Hn+1(ΣK(G,n);G)
∼= Hn(K(G,n);G)
∼= Hom(Hn(K(G,n));G)
∼= Hom(G,G)

corresponds to the identity homomorphism.
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4. Let U = limn→∞ U(n) be the colimit of the unitary groups. A famous
theorem of R. Bott [14] known as “Bott Periodicity” says that there is a
homotopy equivalence,

β : Z×BU '−→ ΩU. (10.2)

Furthermore, as we saw in Theorem 5.13, for any topological group G,

there is a homotopy equivalence γ : G
'−→ ΩBG. So in particular we have

an equivalence γ : U
'−→ ΩBU = Ω(Z × BU). (We take the basepoint of

Z×BU to be the basepoint of BU in {0} ×BU ⊂ Z×BU .)

One can then define the complex K-theory spectrum KU by

KUn =

{
Z×BU if n is even

U if n is odd

The structure maps in the K-theory spectrum are given by the homotopy
equivalences

ε̄2m = β : Z×BU '−→ ΩU

ε̄2m+1 = γ : U
'−→ Ω(Z×BU)

This spectrum is sometimes referred to as the “Bott spectrum” or the
“Bott periodicity” spectrum. Notice in particular that the spectrum KU
has the feature that the adjoints of the structure maps , ε̄n : KUn

'−→
Ω(KUn+1) are homotopy equivalences for every n ∈ Z.

Definition 10.3. Given a spectrum X, we define its homotopy groups by
πk(X) = limq→∞ πk+q(Xq). This colimit is defined via maps

πk+q(Xq)
Σ−→ πk+q+1(ΣXq)

(εk)∗−−−→ πk+q+1(Xq+1).

Its homology groups are defined similarlly:

Hk(X) = lim
q→∞

Hk+q(Xq).

Notice that a spectrum may have nonzero negatively graded homotopy
groups and homology groups. For example, π−3(X) = limq→∞ πq−3Xq which
may not be zero.

Exercise. Show that for k any integer (positive, negative, or zero),

πk(KU) ∼=
{
Z if k is even

0 if k is odd

Hint. Use the fact that πk(ΩY ) ∼= πk+1(Y ) for any based space Y .
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One important feature of spectra is that they can be suspended, or desus-
pended an arbitrary number of times. If X is a spectrum, then for k ∈ Z define
the k-fold suspension. ΣkX by letting

(ΣkX)m = Xm+k, (10.3)

and the structure maps for ΣkX are defined in terms of the structure maps of
X.

Exercise. Show that there are suspension isomorphisms

πq(X) ∼= πq+k(ΣkX) and

Hq(X) ∼= Hq+k(ΣkX) (10.4)

10.1.1 Morphisms

If we think categorically, we now have objects in a category of spectra. But
what about morphisms? Naively, one might expect a morphism between two
spectra X and Y should be a collection of maps fn : Xn → Yn that respect
the structure maps. That is, the following diagrams should commute:

ΣXn
Σfn−−−−→ ΣYn

εn

y yεn
Xn+1 −−−−→

fn+1

Yn.

Certainly such collections of maps {fn} will constitute a morphism (or map)
of spectra, but here is an important example of what such a definition would
exclude.

Consider the Hopf map η : S3 → S2. We can suspend the Hopf map an
arbitrary number of times to produce maps

Σn−2η : Sn+1 → Sn

for all n ≥ 2. In terms of the spaces making up sphere spectra we have maps

ηn : (ΣS)n → Sn
Σn−2η : Sn+1 → Sn

for n ≥ 2 that preserve the structure maps. But notice that no such maps
exist for n = 0 or 1, because there is no map S2 → S1 whose suspension is
the Hopf map η : S3 → S2. But surely we want the collection of maps defined
by suspending η to define a map between spectra,

η : ΣS→ S.
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More generally, we would like to have a definition of morphisms between spec-
tra such that every element of the stable homotopy groups of any spectrum
X, α ∈ πsn(X) is represented by a map of spectra

α : ΣnS→ X

for any n ∈ Z.

To produce such an appropriate definition of morphism of spectra, we use
the notion of an “ω - spectrum”.

Definition 10.4. An “ω - spectrum” is a spectrum Y such that the adjoints
of the structure maps

εn : Yn → ΩYn+1

are homeomorphisms.

This might seem like a very restrictive definition, but we observe that
each spectrum in the sense of Definition 10.2 naturally has an associated ω-
spectrum.

Definition 10.5. Let X be a spectrum. Define its associated ω-spectrum Xω
by

Xωn = lim
k→∞

ΩkXn+k.

The maps used in this limit are

Ωk−1Xn+k−1
Ωk−1ε̄n+k−1−−−−−−−−→ Ωk−1ΩXn+k = ΩkXn+k.

The structure maps for the ω-spectrum Xω are given by

εωn : ΣXωn = Σ lim
k→∞

ΩkXn+k → lim
k→∞

ΣΩkXn+k = lim
q→∞

ΣΩ(ΩqXn+1+q)

ev−→ lim
q→∞

ΩqXn+1+q = Xωn+1.

In this description q was substituted for k − 1 and ev : ΣΩY → Y is the
evaluation map, ev(t ∧ θ) = θ(t) ∈ Y.

Exercise. Check that Xω is indeed an ω-spectrum, and that there are natural
isomorphisms

πkX
∼=−→ πk(Xω) and HkX

∼=−→ Hk(Xω)

for any spectrum X.

We may now define what we mean by a map or morphism between spectra.
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Definition 10.6. Let X and Y be spectra, as in Definition 10.2. We define a
map of spectra φ : X→ Y to be a collection of maps between the spaces making
up their associated ω-spectra,

φn : Xω = lim
k→∞

ΩkXn+k → lim
k→∞

ΩkYn+k = Yωn

that preserve the structure maps

ΣXωn
Σφn−−−−→ ΣYωn

εωn

y yεωn
Xωn+1 −−−−→

φn+1

Yωn .

Remark. Since morphisms between spectra are made up out of maps between
spaces in their corresponding ω-spectra, some texts refer to an object satisfying
Definition 10.2 as a “prespectrum” and reserve the term “spectrum” to an
object that we call an ω-spectrum.

Exercise. Let X be a spectrum. Show that every element of its homotopy
groups α ∈ πmX represents, and is represented by a map of spectra

α : ΣmS→ X.

10.2 Generalized (co)homology and Brown’s Repre-
sentability Theorem

One of the most important applications of spectra over the many years since
their original definition, has been to generalized (co)homology theories. Such
a theory is a functor from the category of pairs of spaces to the category of
graded abelian groups that satisfy all of the Eilenberg-Steenrod axioms with
the possible exception of the dimension axiom. The Brown Representability
theorem states that any such generalized cohomology theory is represented by
a spectrum, and conversely, any spectrum represents a generalized cohomology
theory. Considering the homological perspective, Whitehead [158] showed how
spectra give rise to generalized homology theories as well, and he studied
manifold orientations and Poincaré duality in the setting of these generalized
theories. In this section we describe these major advances in homotopy theory.

10.2.1 Brown’s Representability Theorem

We begin by describing Brown’s representability theorem [19] [20]. We actually
describe a variant of Brown’s theorem proved by Adams in [6].
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Let CW be the category whose objects are finite CW -complexes with base-
points, and whose morphisms are basepoint preserving maps. Let G be the
category of abelian groups and homomorphisms. We consider contravariant
functors

H : CW → G.
For ease of notation, if f : X → Y is a basepoint preserving map between
finite CW complexes, we denote the homomorphism induced by applying H
to this map by

f∗ : H(Y )→ H(X).

We consider three interesting axioms on such contravariant functors. The
first is the homotopy axiom.

Homotopy Axiom. If f, g : X → Y are basepoint preserving maps
between finite CW -complexes that are homotopic via a basepoint preserving
homotopy, then

f∗ = g∗ : H(Y )→ H(X).

For our next axiom let X and Y ∈ CW, and let X ∨ Y be their wedge.
Let ιX : X ↪→ X ∨ Y and ιY : Y ↪→ X ∨ Y be the natural inclusions. A
contravariant functor H : CW → G defines a homomorphism

ι∗X × ι∗Y : H(X ∨ Y )→ H(X)×H(Y ).

Wedge Axiom. ι∗X × ι∗Y : H(X ∨Y )→ H(X)×H(Y ) is an isomorphism.

In order to state the third axiom, consider the following diagram, in which
the homomorphisms are induced by the obvious inclusion maps.

H(X ∪ Y )
c∗−−−−→ H(X)

d∗
y ya∗
H(Y ) −−−−→

b∗
.H(X ∩ Y )

Mayer-Vietoris Axiom. . Suppose x ∈ H(X) and y ∈ H(Y ) are such
that a∗(x) = b∗(y). Then there exists an element z ∈ H(X ∪ Y ) such that
c∗(z) = x and d∗(z) = y.

The following is the variant of Brown’s representability theorem, proved
in this form by Adams, that will be most useful to us.

Theorem 10.3. [19][20][6] Let H : CW → G be a contravariant functor
satisfying the Homotopy Axiom, the Wedge Axiom, and the Mayer-Vietoris
Axiom. Then H is “representable”. That is, there is a based (not necessarily
finite) CW -complex B and a natural bijection of sets

T : [X,B]
∼=−→ H(X)

defined for all finite, based CW complexes X.
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Comment. By “natural bijection” we mean that if f : X → Y is a
morphism in CW (i.e a basepoint preserving map), then the following diagram
commutes:

[Y,B]
T−−−−→∼= H(Y )

f∗
y yf∗

[X,B]
T−−−−→∼= H(X).

We will now sketch a proof of Brown’s theorem. We will actually describe
the proof of something stronger. Namely we will show that the “representing
space” B is a “weak, group-like H-space”, to be properly defined below, but
it implies that B has a product map, B × B → B which gives the set of
homotopy classes of maps [X,B] a group structure. We will then show that
the set bijection

T : [X,B]
∼=−→ H(X)

is actually an isomorphism of groups.

The first step is to consider an extension of a contravariant functor H :
CW → G to all CW -complexes (i.e not necessarily finite), as described by
Adams [6]. He defined a contravariant functor

Ĥ(X) = lim←−
α

H(Xα)

where the inverse limit runs over all finite subcomplexes Xα ⊂ X. (All of our
subcomplexes are assumed to contain the basepoint.). Of course if X is a finite
CW -complex, Ĥ(X) = H(X). In order to understand the properties of the
extended functor Ĥ, Adams introduced the notion of “weak homotopy”.

Definition 10.7. Two basepoint preserving maps between based CW -
complexes f, g : X → Y are “weakly homotopic”, written f ∼w g if fh is
homotopic to gh for every map h : K → X where K is a based finite CW -
complex and h is basepoint preserving.

The following result is an easy exercise that we leave to the reader.

Lemma 10.4. . Let H : CW → G be a contravariant functor satisfying the
Homotopy, Wedge, and Mayer-Vietoris axioms. Then if f, g : X → Y are
basepoint preserving maps between (not necessarily finite) CW -complexes that
are weakly homotopic, then

f∗ = g∗ : Ĥ(Y )→ Ĥ(X).

Here is a rather straightforward result that the reader can verify or look
up in Brown’s papers [19][20].
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Lemma 10.5. Let H : CW → G satisfy the Homotopy, Wedge, and Mayer-
Vietoris axioms. Let

K
f−→ L

i−→ L ∪f c(K)

be a cofibration sequence of finite complexes. Then the sequence

H(K)
f∗←− H(L)

i∗←− H(L ∪f c(K))

is exact. That is the kernel of f∗ is equal to the image of i∗.

For the next result we assume that K is a finite complex, containing sub-
complexes L and M . We continue to assume that H : CW → G is a contravari-
ant functor satisfying the Homotopy, Wedge, and Mayer-Vietoris axioms.

Lemma 10.6. Let ι1 : L → L ∪M and ι2 : M → L ∪M be the inclusion
maps. Then there is an exact sequence

H(L)×H(M)
ι∗1×ι

∗
2←−−−− H(L ∪M)←− H(Σ(L ∩M))

g∗←− H(Σ(L ∨M))

which is natural with respect to maps K,L,M → K ′, L′,M ′. Furthermore the
homomorphism g∗ is induced by a map of spaces, g : Σ(L∩M)→ Σ(L∨M).

Proof. Consider the obvious map

L ∨M → L ∪M

and the resulting cofibration sequence

L ∨M → L ∪M → (L ∪M) ∪ c(L ∨M)→ Σ(L ∨M)→ · · ·

Notice that the third term is homotopy equivalent to Σ(L ∩M). The lemma
now follows from Lemma 10.5.

Exercise. Prove the assertion made in this proof that (L∪M)∪ c(L∨M) is
homotopy equivalent to Σ(L ∩M).

The next two results are immediate, and we leave their verifications to
the reader. In both cases we continue to assume that H : CW → G is a
contravariant functor satisfying the Homotopy, Wedge, and Mayer-Vietoris
axioms.

Lemma 10.7. Ĥ satisfies the Wedge axiom.

Lemma 10.8. Let X be a CW -complex and {Xα} a directed set of subcom-
plexes whose union is X. Then the natural map

Ĥ(X)→ lim←−
α

Ĥ(Xα)

is an isomorphism.
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The following is quite a reasonable result, whose proof is in Adams’s paper
[6]. We refer the reader to that paper for the argument.

Proposition 10.9. Let X be a based CW -complex with subcomplexes U, V ⊂
X, each containing the basepoint. Suppose furthermore that U ∩ V is a finite
complex. Let H : CW → G be a contravariant functor satisfying the Homotopy,
Wedge, and Mayer-Vietoris axioms. Then the square

H(U ∩ V ) = Ĥ(U ∩ V ) ←−−−− Ĥ(U)x x
Ĥ(V ) ←−−−− Ĥ(U ∪ V )

satisfies the Mayer-Vietoris axiom.

We now apply these results to prove Brown’s representability theorem.
For the remainder of this section we continue to assume that H : CW → G is
a contravariant functor satisfying the Homotopy, Wedge, and Mayer-Vietoris
axioms.

Let Y be a CW complex (not necessarily finite) and let y ∈ Ĥ(Y ). Given
any CW -complex X, let [X,Y ]w denote the set of weak homotopy clases of
basepoint preserving maps, as defined in Definition 10.7. Consider the natural
transformation

T̂ : [X,Y ]w → Ĥ(Y )

given by
T̂ ∗(f) = f∗(y).

Notice that T̂ is well-defined by Lemma 10.4 and is natural for all CW -
complexes X. By restricting to finite complexes one as a natural transforma-
tion

T : [K,Y ]→ H(Y ).

Let NatTrans(A,B) be the set of natural transformations between functors
A and B. The following lemma is not difficult, and is Adams’s interpretation
([6], Lemma 4.1) of a result of Brown ([19], p. 478).

Lemma 10.10. The above construction gives bijective correspondences

Ĥ(Y ) ∼= NatTrans([X,Y ]w, Ĥ(X))
∼= NatTrans([K,Y ],H(K)).

Furthermore these correspondences are natural with respect to maps of Y .

The following is the basic constructive idea in forming the representing
space for a functor H.
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Lemma 10.11. Let Yn be a CW -complex provided with an element yn ∈
Ĥ(Yn). Then there exists a complex Yn+1 with an element yn+1 ∈ Ĥ(Yn+1)
and an embedding i : Yn ↪→ Yn+1 satisfying the following properties:

1. i∗yn+1 = yn

2. If K is any finite CW -complex and f, g : K → Yn are maps such that
f∗(yn) = g∗(yn), then i ◦ f is homotopic to i ◦ g as maps K → Yn+1.

Proof. (Sketch) For each finite complex K and pair of homotopy classes of
maps f : K → Yn and g : K → Yn such that f∗(yn) = g∗(yn) choose
representatives for f and g. Furthermore we let K range over representatives
of all homotopy classes of finite complexes. Thus we have chosen a countable
set of indices A and maps fα, gα : Kα → Yn for α ∈ A. One then forms

Yn+1 = Yn ∪
⋃
α∈A

(I ×Kα)/I × point)

where. “point” refers to the basepoint in Kα and the reduced cylinder I ×
Kα)/I×point is attached to Yn by the map fα at one end and gα at the other
end. (This construction is called a “mapping cylinder”.).

The embedding i : Yn ↪→ Yn+1 is the obvious inclusion map. Clearly
i ◦ fα is homotopic to i ◦ gα for each α ∈ A. It remains to define the class
yn+1 ∈ Ĥ(Yn+1) such that i∗yn+1 = yn . This is straightforward using the
axioms established for Ĥ, and we refer the reader to Adams [6] or Brown [19]
for details.

We are now ready to prove the following slight generalization of Brown’s
representability theorem (Theorem 10.3 above).

Theorem 10.12. Let Y0 be a CW -complex equipped with a class y0 ∈ Ĥ(Y0).
Then there exists a CW -complex Y together with an embedding i : Y0 ↪→ Y and
an element y ∈ Ĥ(Y ) such that i∗(y) = y0, and such that the corresponding
natural transformation

T : [K,Y ]→ H(K)

is a bijection of sets for all finite complexes K.

Remarks. 1. Theorem 10.3 is a special case of Theorem 10.12 reflecting
the case Y0 = point.

2. Y is called a representing complex for the functor H.

Proof. Let K run over a countable set of representatives of finite complexes
as in the proof of Lemma 10.11. For each K let h run over H(K). Form

Y1 = Y0 ∨
∨
K,h

K
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Using the fact that Ĥ satisfies the Wedge Axiom, let y1 ∈ Ĥ(Y1) be the
element that restricts to y0 in Ĥ(Y0), and to h on the (K,h)th summand of
the wedge. This then implies that the natural transformation

T1 : [K,Y1]→ H(K)

corresponding to y1 ∈ Ĥ(Y1) is surjective for every K.
Now construct complexes

Y1 ↪→ Y2 ↪→ · · ·Yn ↪→ · · ·

and elements yn ∈ Ĥ(Yn), as in Lemma 10.11. Let Y =
⋃
n Yn, and let y ∈

Ĥ(Y ) be the element that restricts to yn ∈ Ĥ(Yn) for every n. (This uses
Lemma 10.8.) The corresponding natural transformation

T : [K,Y ]→ H(K)

is still surjective. But notice that it is also injective. To see this, let f, g : K →
Y be any two maps such that f∗(y) = g∗(y). Then since K is a finite complex
f and g both must map into Yn for some n. This means f∗(yn) = g∗(yn) and
f is homotopic to g in Yn+1 by Lemma 10.11. This completes the proof of
Theorem 10.12.

The following extension of Theorem 10.3 is straightforward, and we refer
the reader to the paper by Adams [6] for details.

Theorem 10.13. 1. There is one and only one transformation

T̂ : [X,Y ]w → Ĥ(X)

defined and natural for all CW -complexes X, that reduces to T when X
is finite.

2. The natural transformation T̂ is a bijection of sets for any CW -complex
X.

Lemma 10.10 together with the Brown Representability Theorem 10.12
allows us to prove the following quite easily. (See [6], Addendum 1.5.)

Proposition 10.14. Let X be any CW complex (not necessarily finite), and
let Y be a representing complex for the contravariant functor H : CW → G
satisfying the Homotopy, Wedge, and Mayer-Vietoris axioms. Let

U : [K,X]→ [K,Y ]

be a natural transformation of sets defined for finite CW complexes K. Then
there is a map f : X → Y inducing U , and is unique up to weak homotopy.
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Proof. We first show that such a map f : X → Y exists. Consider the com-
position

[K,X]
U−→ [K,Y ]

T−→ H(K),

where T is the natural “representing transformation” defined in Theorem
10.12. By Lemma 10.10 this composition corresponds to an element α ∈ Ĥ(X),
while T itself corresponds to an element β ∈ Ĥ(Y ). By Theorem 10.13 there
is a map f : X → Y , which is well-defined up to weak homotopy, such that
f∗(β) = α. By the naturality statement in Lemma 10.10 this means that
Tf∗ : [K,X]→ H(K) is equal to T ◦ U . Since T is a bijection, f∗ = U .

To check the uniqueness statement, suppose f∗ = g∗ : [K,X]→ [K,Y ] for
every finite complex K. By definition this means that f is weakly homotopic
to g.

We next show that the natural transformation T̂ : [X,Y ]→ Ĥ(Y ) defined
in Theorem 10.13 is an isomorphism of groups. In order to show this we need to
show that the representing space Y has a multiplicative structure that endows
[X,Y ] with a group structure with respect to which T is a homomorphism of
groups.

Consider the product structure

Ĥ(X)× Ĥ(X)
µ−→ Ĥ(X)

given by the group structure of H(X). Here X can be any CW complex. By
Theorem 10.13 this defines a product

[X,Y × Y ]w
∼=−→ [X,Y ]w × [X,Y ]w

µ−→ [X,Y ]w

for any CW -complex. By letting X = Y × Y , we can let ν : Y × Y → Y
represent the image of the identity in [Y ×Y, Y ×Y ]w under this composition.
ν : Y × Y → Y is well-defined up to weak homotopy. By construction, this
product induces the product structure on [X,Y ]w for any CW -complex and
therefore on [K,Y ] ∼= H(K) for any finite CW -complex K. Also by construc-
tion, the natural transformation

T : [X,Y ]w → Ĥ(X)

respects this product structure, and therefore by Theorem 10.13 is an isomor-
phism of groups.

10.2.2 Generalized (co)homology theories

We now apply the Brown representability theorem to classify generalized co-
homology theories. We refer the reader to [19] for details.
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Definition 10.8. Let CW2 be the category of pairs (X,A) of finite CW -
complexes. A (generalized) cohomology theory E is a collection of contravari-
ant functors Eq : CW2 → G and a collection of natural homomorphisms
δq : Eq(A) → Eq+1(X,A) defined for each pair (X,A) ∈ CW2, satisfying
the following Eilenberg-Steenrod axioms:

• Homotopy: If f, g : (X,A) → (Y,B) are homotopic, f∗ = g∗ :
Eq(Y,B) → Eq(X,A). (Here, as above, we are using the superscript ∗ to
denote the homomorphism of groups induced by the contravariant functor
E applied to the map (morphism) in CW2.)

• Exactness: Let ι : (X, ∅) → (X,A) and j : A ↪→ X be the natural
inclusion maps. Then the following sequence is exact.

· · · → Eq−1(A)
δq−1

−−−→ Eq(X,A)
ι∗−→ Eq(X)

j∗−→ Eq(A)→ · · ·

• Excision: If (X1, X1 ∩X2) and (X2, X1 ∩X2) are CW -pairs in CW2, the
map

Eq(X1 ∪X2, X2)→ Eq(X1, X1 ∩X2)

induced by the inclusion map is an isomorphism for all q.

We now describe Brown’s theorem stating that all generalized cohomology
theories determine, and are determined by a spectrum.

Let E = {(Eq, εq : ΣEq → Eq+1)} be an ω-spectrum. (Recall that this
means that the adjoint mappings ε̄q : Eq → ΩEq+1 are homeomorphisms.). For
a finite CW -complex X, with subcomplex A ⊂ X, let Eq(X,A) = [X/A,Eq].
Here, as above, we mean based homotopy classes of basepoint preserving maps.

Note. If A is not a subcomplex of X, but one rather simply has a map
ι : A→ X, one can replace the quotient X/A by the mapping cone X ∪ι c(A).
When A is the empty set, we use the notation X/A to mean the space X t
point, where the basepoint is the disjoint point. In this case the set

[X/∅, Eq] = [X t point, Eq]

where the last set can simply be viewed as the set of homotopy classes of
unbased maps from X to Eq. Let S : X/A ' X ∪ι c(A) → ΣA be the map

that collapses X ⊂ X ∪ι c(A) to a point. Let σ : [A t point,ΩEq+1]
'−→

[Σ(Atpoint), Eq+1] be the usual adjunction isomorphism. We can then define

δq : [A t point, Eq]→ [X/A,Eq+1]

by letting δ(f) : X/A→ Eq+1 be the composition

X/A
S−→ Σ(A t point) Σf+−−−→ ΣEq

εq−→ Eq+1.
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In this composition f+ : A t point → Eq is equal to f on A and sends the
disjoint basepoint to the basepoint of Eq.

Notice that the set [X,Eq] has a natural group structure since this set is
equal to [X,ΩEq+1]. Indeed it is naturally an abelian group. (Consider the
following exercise.)

Exercise. 1. Show that if X and Y are any based spaces, [X,ΩY ] has a
natural group structure.

Hint. Recall how one defines the group structure on the fundamental
group π1(Y ), to show that ΩY has a product that defines a group structure
“up to homotopy”.

2. Show that the set [X,Ω2Z] is an abelian group. Here Ω2(Z) = Ω(Ω(Z)).
Hint. Recall how one shows that the second homotopy group π2(Z) is

abelian.

The following is now a straightforward exercise.

Theorem 10.15. For E = {(Eq, εq : ΣEq → Eq+1)} an ω-spectrum, the
contravariant functor (Eq(X,A), δq) as defined above, forms a generalized co-
homology theory. That is, it satisfies Definition 10.8 above.

Exercise. Prove Theorem 10.15.

We now consider the converse.

Theorem 10.16. (Brown [19]) Let E = {(Eq, δq)} be a generalized cohomol-
ogy theory as defined above. Then there is an ω-spectrum E = {(Eq, εq)} and
natural equivalences τq : [(X/A,Eq]→ Eq(X,A) defined for all pairs of finite
CW -complexes (X,A). Furthermore we have the relation δqτq = τq+1δ

q for
each q ∈ Z.

Proof. Consider the contravariant functors

Ẽq : CW → G
X → Eq(X,x0)

where x0 ∈ X is the basepoint. Since E satisfies the Eilenberg-Steenrod ax-
ioms as given in Definition 10.8, clearly Ẽq satisfies the Homotopy Axiom.
Furthermore, standard arguments show that since E satisfies exactness and
excision, each Ẽq satisfies the Wedge and Mayer-Vietoris axioms. Therefore
by the Brown Representability Theorem 10.3, there is a representing space Eq
for the functor Ẽq. That is, there is a natural equivalence

τq : [X,Eq]
∼=−→ Ẽq(X) = Eq(X,x0).

We now show that the collection {Eq} fit together to define a spectrum. We
first prove a suspension isomorphism in the following lemma.
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Lemma 10.17. There is a natural isomorphism

δq : Ẽq(X)
∼=−→ Ẽq+1(ΣX).

Proof. . Consider the triple (c(X), X, x0). Here c(X) is the cone, c(X) =
X × I/X × {1} ∪ x0 × I where I = [0, 1] is the unit interval. X is viewed as a
subspace of c(X) as X × {0}. By excision and exactness one has that

Eq(c(X), X) ∼= Eq(ΣX,x0) = Ẽq(ΣX)

By substituting this in to the exact sequence of a triple we have an exact
sequence

· · · → Eq(c(X), x0)→ Eq(X,x0)
δq−→ Eq+1(c(X), X)→ · · · .

Since the cone c(X) is contractible and the cohomology theory E satisfies
the Homotopy Axiom, Er(c(X), x0) = 0 for every r. Therefore this sequence
becomes

· · · → 0→ Ẽq(X)
δq−→ Ẽq+1(ΣX)→ 0→ · · ·

Thus the connecting homomorphisms δq : Ẽq(X) → Ẽq+1(ΣX) is an iso-
morphism.

We now continue our proof of Theorem 10.16.

The natural suspension isomorphism given by the above lemma can be
interpreted as a natural isomorphism

δq : [X,Eq]
∼=−→ [ΣX,Eq+1]

∼=−→ [X,ΩEq+1].

By Proposition 10.14 above, the natural transformation δq is realized by a
map we call εq : Eq → ΩEq+1 which is uniquely defined up to weak homotopy.
Notice furthermore that these maps are weak homotopy equivalences, since
for any finite complex K the map

[K,Eq]
δq=(εq)∗−−−−−−→ [K,ΩEq+1]

is an isomorphism. So the collection {(Eq, εq)} defines a spectrum which rep-
resents the cohomology theory E. Notice that we might think of this spectrum
as a “weak homotopy ω-spectrum”, since the adjoints of the structure maps
ε̄q : Eq → ΩEq+1 are weak homotopy equivalences, where in the definition
of an actual ω-spectrum, these maps are required to be homeomorphisms. In
any case we can now replace this spectrum by its associated ω-spectrum as in
Definition 10.5 which we call E. This completes the proof.

An analogous statement for “generalized homology theories”, which is to
say that covariant functors {Eq, δq} : CW2 → G that satisfy the covariant
analogues of the Eilenberg-Steenrod axioms 10.8, was proven by G. Whitehead
[158]. In order to state his theorem we first introduce the following definition.
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Definition 10.9. Let X be a space with basepoint, and E = {Ek, εk} be a
spectrum. The smash product spectrum X ∧ E has as its kth space,

(X ∧ E)k = X ∧ Ek

with structure maps 1 ∧ εk : Σ(X ∧ Ek) = X ∧ ΣEk
1∧εk−−−→ X ∧ Ek+1.

Exercise. Show that for any based space X, the spectrum S ∧ X is weakly
homotopy equivalent to the suspension spectrum, Σ∞X. That is to say, there
is a morphism of spectra, φ : S ∧X → Σ∞X that induces an isomorphism on
homotopy groups.

G. Whitehead [158] proved the following analogue of Theorem 10.16 about
about the representability of generalized homology theories.

Theorem 10.18. (Whitehead [158]) Let E∗ = {(Eq, δq)} be a generalized ho-
mology theory. That is, it is a collection of covariant functors Eq : CW2 → G
and a collection of natural homomorphisms δq : Eq(X,A) → Eq−1(A) de-
fined for each pair (X,A) ∈ CW2, satisfying the covariant analogues of the
Eilenberg-Steenrod axioms: Homotopy, Exactness, and Excision (see Defini-
tion 10.8). Then there is an ω-spectrum E = {(Eq, εq)} and natural equiva-
lences

τq : πq((X/A) ∧ E)→ Eq(X,A)

defined for all pairs of finite CW -complexes (X,A). Furthermore we have the
relation δqτq = τq+1δq for each q ∈ Z.

Examples.
1. Let S be the sphere spectrum. Since, by the above exercise, for any

space X, X ∧ S ' Σ∞X, we have that the generalized homology theory rep-
resented by S is stable homotopy groups. The generalized cohomology theory
represented by S is known as stable cohomotopy. Notice that

Sk(X) = lim−→
n

[ΣnX,Sn+k],

and may in particular be nonzero for k < 0.
2. Let G be an abelian group and HG the corresponding Eilenberg-

MacLane spectrum. The cohomology theory this spectrum represents is ordi-
nary cohomology with coefficients in G. This is due to the well-known result
of Hopf stating that

[X,K(G,m)] ∼= Hm(X;G).

In homology, Whitehead’s theorem gives that HG∗(X) ∼= H∗(X;G) which is
the very non-intuitive result that

Hk(X;G) ∼= πk(X+ ∧HG) = lim−→
n

πk+n(X ∧K(G, k + n)),
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where X+ = X/∅ is X with a disjoint basepoint.
3. Let KU be the complex K-theory spectrum as defined earlier. Recall

that KUq = Z × BU if q is even, and KUq = U if q is odd. As mentioned
above, Bott periodicity implies that KU is an ω-spectrum. The associated
cohomology theory it represents is referred to as complex K-theory, denoted
by K∗(X). Notice that

K0(X) ∼= [X,Z×BU ]

and as studied earlier, for X compact this is the Grothendieck group comple-
tion of the abelian monoid V ectC(X) of complex vector bundles over X. The
periodic nature of this spectrum tells us that

Kq(X) ∼=
{
K0(X) ∼= [X+,Z×BU ] if q is even, and

K1(X) ∼= [X+, U ] if q is odd.

Generalized (co)homology theories are required to satisfy all the Eilenberg-
Steenrod axioms, except the Dimension Axiom. Recall that the Dimension
Axiom says that the (co)homology of a point is zero except in dimension zero.
For a generalized theory, this need not be the case. As we see above,

E∗(point) = π∗(point+ ∧ E) = π∗(S
0 ∧ E) = π∗(E),

and this group is often nonzero in many dimensions.

Exercise. Show that πq(E) = 0 for all q 6= 0 if and only if E is an Eilenberg-
MacLane spectrum.

With the classification of generalized (co)homology theories by spectra, we
can now understand the notions of (co)homology of a spectrum, as well as of
a space.

Definition 10.10. Let E be an ω-spectrum representing a generalized coho-
mology theory E∗ and generalized homology theory E∗. Let X be any connective
spectrum (i.e a spectrum with πq(X) = 0 for q < 0). We defined the generalized
homology groups

Eq(X) = πq(E ∧ X).

We similarly define the generalized cohomology groups by

Eq(X) = [X,E]q

where by this notation we mean weak homotopy classes of maps from X to
ΣqE.

Exercise. Show that if X is a finite CW -complex and E is a spectrum rep-
resenting (co)homology theories E∗ and E∗, then

E∗(X) ∼= E∗(Σ
∞(X+)) and E∗(X) ∼= E∗(Σ∞(X+)).
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10.2.3 Application: The finiteness of the positive dimen-
sional stable homotopy groups of spheres.

A famous theorem of Serre [136] is that the stable homotopy groups of spheres
are finite in positive dimensions:

Theorem 10.19. (Serre) [136]

lim−→
k

πq+k(Sk) = πq(S)

are finite abelian groups for q > 0.

As an application of the theory of spectra and generalized homology theo-
ries, we sketch a proof of Serre’s theorem, modulo one result that Serre proved
along the way.

Lemma 10.20. (Serre)[136] πk(S) is a finitely generated abelian group for
every k.

Let SQ be the spectrum that represents the generalized homology theory,
given by “rational stable homotopy”, (X,A)→ πs∗(X,A)⊗Q.

Exercise. Show that the homotopy groups of this representing spectrum are
the rational stable homotopy groups of spheres.

πs(SQ) ∼= π∗(S)⊗Q.

We now observe that the homology of SQ is quite simple.

Lemma 10.21.

H∗(SQ;Z) =

{
Q, for q = 0

0 otherwise.

Proof.

H∗(SQ;Z) = π∗(SQ ∧HZ)
∼= (SQ)∗(HZ)

= π∗(HZ)⊗Q

The result follows.

Now consider the rational Hurewicz map, viewed as a map of generalized
homology theories:

h : π∗(−)⊗Q→ H∗(−;Q).

This is induced by a map of representing spectra,

h : SQ → HQ.

The following is immediate from the lemma.
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Proposition 10.22. The map of spectra h : SQ → HQ is an equivalence.
Therefore there is an isomorphism

h∗;π∗(E)⊗Q
∼=−→ H∗(E;Q)

for any spectrum E.

Applying this proposition to the sphere spectrum S, we have that

π∗(S)⊗Q ∼= H∗(S;Q) =

{
Q if q = 0

0 otherwise

In particular this means that πq(S)⊗Q = 0 for q > 0. By Lemma 10.20, this
implies that πq(S) is a finite abelian group for q > 0.

10.3 The Atiyah-Hirzebruch spectral sequence

The Atiyah - Hirzebruch spectral sequence provides one with a computational
technique for computing the generalized (co)homology of a CW complex X in
terms of its ordinary (co)homology and the homotopy groups of the spectrum
representing the generalized theory. It is based on filtering X by its skeletal
filtration.

10.3.1 The spectral sequence

Let X be a finite, n-dimensional based CW complex, with basepoint x0 ∈ X.
Let h∗ be a generalized cohomology theory represented by a spectrum E. Let
h̃∗ be the reduced theory,

h̃∗(X) = h∗(X,x0) = ker (h∗(X)→ h∗(x0)).

Consider the skeletal filtration of X:

x0 = X−1 ⊂ X0 ⊂ X1 ⊂ · · · ⊂ Xn = X. (10.5)

Let Fmh̃
p(X) = ker (h̃p(X)→ h̃p(Xm)). We then have a filtration on h̃p(X):

0 = Fnh̃
p(X) ⊂ Fn−1h̃

p(X) ⊂ · · · ⊂ F0h̃
p(X) ⊂ F−1h̃

p(X) = h̃p(X). (10.6)

The Atiyah Hirzebruch spectral sequence (AHSS) will have as its E1-term
the homology of the subquotients of the skeletal filtration

Ep,n−p1 = hn(Xp, Xp−1) ∼= h̃n(Xp, Xp−1).
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It will converge to h̃∗(X) in the sense that the E∞-term is given by the
subquotients of the above filtration,

Ep,n−p∞ = Fph̃
n(X)/Fp−1h̃

n(X)).

To understand the basic idea, first notice that the subquotient of the skeletal
filtration Xp/Xp−1 is a wedge of (p−1)-dimensional spheres, and these spheres
form a basis of the cellular chain group Cp(X). We call that basis βp. That is,

Xp/Xp−1 '
∨
βp

Sp.

We therefore have

h̃n(Xp/Xp−1) =
⊕
βp

h̃n(Sp) ∼=
⊕
βp

h̃n−p(S0) (10.7)

∼=
⊕
βp

hn−p(pt) = Hom(Cp(X), hn−p(pt))

= Cp(X;hn−p(pt)) ∼= Cp(X;πn−p(E)).

These cochain groups form the E1-term of the Atiyah - Hirzebruch spectral
sequence. Here is the statement of the theorem asserting the existence of this
spectral sequence.

Theorem 10.23. (Atiyah and Hirzebruch [10]). Let X be a finite CW -
complex and h∗ a generalized cohomology theory represented by a spectrum
E. Then there is a spectral sequence converging to h̃∗(X), satisfying the fol-
lowing properties:

1. Ep,q1 = Cp(X;hq(pt)) = Cp(X;πq(E)). These are the cellular cochains of
X.

2. Ep,q2 = H̃p(X;hq(pt)).

3. dr : Ep,qr → Ep+r,q−r+1
r

4. Ep,q∞ = Fp−1h̃
p+q(X)/Fph̃

p+q(X)).

We remark that there is a similar spectral sequence converging to the
generalized homology.

10.3.2 The spectral sequence of an exact couple and the con-
struction of the AHSS

The construction of the Atiyah-Hirzebruch spectral sequence (AHSS) is ex-
plained clearly in Adam’s well-known book [7]. Here we indicate its construc-
tion as an example of a spectral sequence arising from an exact couple. We
begin by describing this general construction, and then show how it can be
used to construct the AHSS with the properties described in Theorem 10.23.
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Definition 10.11. An exact couple is a triangle of abelian groups or chain
complexes and homomorphisms between them that are exact.

Caleb Ji The Atiyah-Hirzebruch Spectral Sequence Spring 2021

1.3 Variants and extensions

Let us comment on some further aspects of this spectral sequence. First, as stated the Atiyah-
Hirzebruch spectral sequence gives no information about the multiplicative structure of a gen-
eralized cohomology theoy, if it exists at all. For instance, when applied to K-theory it does
not give us the ring structure. Another generalized cohomology theory with a rings tructure
is given by bordism. In the case of the oriented bordism ring MSO⇤, Gray figured out how to
determine the ring structure with the Atiyah-Hirzebruch sequence in [6].

As Atiyah and Hirzebruch pointed out in the original paper [2], the Atiyah-Hirzebruch spec-
tral sequence can also be generalized to fiber bundles F ,! Y ! X. In this case, the spectral
sequence is given by local coefficients:

Ep,q
2
⇠= Hp(X; Kq(F ))) Kp+q(Y ).

Considering the trivial fibration Y = X yields the original spectral sequence. Moreover, by us-
ing singlar cohomology for the generalized cohomology theory, one obtains the Serre spectral
sequence.

Finally, we remark that there is an algebraic version of this sequence that relates motivic
cohomology to algebraic K-theory. Even the definition of these two theories is rather involved,
so it should not be surprising that this version of the spectral sequence, stated below, is sig-
nificantly more difficult.

Ep,q
2 = Hp�q(X, Z(�q)) = CH�q(X,�p� q)) K�p�q(X).

This was first established in 2002 by Suslin and Friedlander [5], building on earlier work by
Block and Lichtenbaum. For an introduction to motivic cohomology, we recommend Voevod-
sky’s lectures [10]. For a very distilled account, one may consult the author’s slides.

2 Construction of the AHSS

The goal of this subsection is to prove Theorem 1.4. We have already shown how the E1 page
is constructed. It remains to define the differentials and prove the claimed statements about
E2 and E1.

2.1 Exact couples

We begin by reviewing the formalism of exact couples, which streamlines the computations.

Definition 2.1. An exact couple is an exact triangle of abelian groups of the following form.

D1 D1

E1

↵

�1
�

One should think of E1 has the first page of a spectral sequence. Let d1 = �1��. By replacing
E1 with E2 := H(E1, d1), D1 with D2 := im(↵), and �1 with �2 = �1 � ↵�1, it is readily checked
that

D2 D2

E2

↵

�2
�

4

In other words, ker α = Image γ, ker γ = Image β1, and ker β1 =
Imageα.

One might think of E1 as the first term of a spectral sequence. If one lets

d1 = β1 ◦ γ : E1 → E1

then one can define E2 = H∗(E1, d1), D2 = Imageα, and β2 = β1 ◦ α−1 :
D2 → E2, and then one can check that
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D1 D1

E1
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�1
�

One should think of E1 has the first page of a spectral sequence. Let d1 = �1��. By replacing
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that

D2 D2
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�2
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4is an exact couple as well (called the derived exact couple). We then think
of E2 as the second term of the spectral sequence. Continuing in this fashion
produces all the terms in a spectral sequence.

Applying the reduced generalized cohomology to the skeletal filtration of
a finite CW complex h̃∗(X) leads to an exact couple in the following way.

We let D1 =
⊕

p,q h̃
p+q(Xp) and E1 =

⊕
p,q h̃

p+q(Xp/Xp−1) ∼=
Cp(X;hq(pt)). For each p one has a long exact sequence in generalized co-
homology,

· · · β1−→ hp+q(Xp, Xp−1)
γ−→ hp+q(Xp)

α−→ hp+q(Xp−1)
β1−→ hp+q+1(Xp, Xp−1)

γ−→ · · ·
One can easily check that this defines an exact couple, with the spaces and
maps being the direct sum of all long exact sequences associated to the vari-
ous skeletal pairs (Xp, Xp−1). The resulting spectral sequence is the Atiyah-
Hirzebruch spectral sequence.

To compute the E2-term of this spectral sequence we need to compute the
homology H∗(E1, d1) where

d1 = β1 ◦ γ :
⊕
p,q

h̃p+q(Xp/Xp−1)→
⊕
p,q

hp+q+1(Xp+1, Xp) (10.8)

⊕
p,q

Cp(X;hq(pt))→
⊕
p,q

Cp+1(X;hq(pt)).
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Exercise. Prove that d1 :
⊕

p,q C
p(X;hq(pt)) → ⊕

p,q C
p+1(X;hq(pt)) as

defined above is the coboundary map in the cellular cochain complex and
therefore the E2-term in the Atiyah-Hirzebruch spectral sequence is

Ep,q2 = H̃p(X;hq(pt)).

The remaining properties of the Atiyah-Hirzebruch spectral sequence as
described in Theorem 10.23 are proved in a rather straightforward way. See
[7] for a clear treatment. We now apply the AHSS to compute the K-theory
of some important, familiar spaces.

10.3.3 Some K-theory calculations with the AHSS

In this subsection we will use the Atiyah-Hirzebruch spectral sequence to
calculate the (complex) K-theory of certain important manifolds. We begin
with the calculation of the K-theory of closed orientable surfaces.

Proposition 10.24. Let Σg be a closed, orientable surface of genus g. Then

K0(Σg) ∼= Z2 and K1(Σg) ∼= Z2g.

Note. By Bott periodicity this result determines the K-cohomology of Σg
in all dimensions. Namely,

Kq(Σg) =

{
Z2 if q is even

Z2g if q is odd.

Proof. The cohomology of Σg is nonzero in only three dimensions:
H0(Σg;Z) ∼= Z, H1(Σg;Z) ∼= Z2g, and H2(Σg;Z) ∼= Z. Therefore the E2-term
of the Atiyah-Hirzebruch spectral sequence has only the following nonzero
groups:

E0,2m
2

∼= Z, E1,2m
2

∼= Z2g, E2,2m
2

∼= Z

for each m. Again, all other groups in the E2-term are zero. Since dr : Ep,qr →
Ep+r,q−r+1
r , one immediately sees that all differentials must be zero. Therefore

the spectral sequence “collapses”, i.e Ep,q2 = Ep,q∞ and the result follows.

Proposition 10.25. The K-theory of CPn is given by

K0(CPn) ∼= Zn+1 K1(CPn) = 0,

Proof. The E2- term of the AHSS is given by

Ep,q2 = Hp(CPn;Kq(pt)) =

{
Z if p and q are both even and 0 ≤ p ≤ n
0 otherwise.



284Bundles, Homotopy, and ManifoldsAn introduction to graduate level algebraic and differential topology

If we call the total degree of an element of Ep,qr p + q, then we see that
the only nonzero terms in this spectral sequence have even total degree. Yet
the differentials change the total degree of an element by +1. Therefore the
differentials are all zero and the spectral sequence collapses at the E2-term.
Now ⊕

p+q=0

Ep,q2 = Zn+1

so the result follows.

Exercises. .
1. What is Kq(CPn) for all q? Hint. Use Bott periodicity.
2. Show that if X is any space with Hq(X;Z) = 0 for q odd, then the

AHSS collapses at the E2-term, which is to say

Ep,q∞ = Hp(X;Kq(pt))

=

{
Hp(X;Z) if p and q are both even

0 otherwise.
(10.9)

10.4 Symmetric spectra, ring spectra and module spec-
tra

The graded abelian group E∗(point) ∼= π∗(E) is called the coefficients of the
generalized homology theory E. Now motivated by structures in ordinary
(co)homology, one might expect to find structures such as a evaluation map
of a generalized cohomology theory on its corresponding generalized homol-
ogy theory, taking values in the coefficients, or perhaps a cup product in the
generalized cohomology. Notice that even in ordinary (Eilenberg-MacLane)
(co)homology, H∗(X;G) has these structures only if G is a ring. In a general-
ized theory we will need the representing spectrum E to be a “ring spectrum”,
which means there is a monoid structure

E ∧ E→ E.

Of course we don’t have a definition of the smash product of spectra yet. So
far we only know how to take the smash product of a space with a spectrum.
Defining an associative smash product has the effect of giving the category of
spectra a “monoidal structure”. For the purposes of defining structures at the
level of generalized (co)homology such as cup product, having a ring struc-
ture “up to homotopy” suffices, and that was all that existed from the time
of Whitehead’s seminal paper [158] until the 1990’s. Defining such a structure
that is actually associative, instead of just associative up to homotopy, is quite
a technical challenge. It was first accomplished by Hovey, Shipley, and Smith
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in [76]. Such a structure allows one to talk about “ring spectra”, “module
spectra”, and roughly speaking, to do homological algebra in the category
of spectra. In this section we describe a monoidal structure on a category of
spectra, define the notion of a “ring spectrum”, and discuss several applica-
tions. In the next chapter this structure will prove quite useful in studying
cobordisms of manifolds in the setting of generalized (co)homology theories.

Our goal in this subsection is to show that a category of spectra exists
which is in some sense equivalent to the one described above, and that has
a monoidal structure defined by smash product of spectra. We begin with a
definition of the type of categorical monoidal structure we are looking for.

Definition 10.12. A monoidal category is a category C equipped with a
monoidal structure. A monoidal structure consists of the following:

• a bifunctor ⊗ : C × C → C called the tensor product or monoidal product,

• an object I called the unit object or identity object,

• three natural isomorphisms subject to certain coherence conditions ex-
pressing the fact that the tensor operation

– is associative: there is a natural (in each of three arguments A, B,
C) isomorphism α called the associator, with components

αA,B,C : A⊗ (B ⊗ C) ∼= (A⊗B)⊗ C

– has I as left and right identity: there are two natural isomorphisms λ
and ρ called the left and right unitor respectively, with components
λA : I ⊗A ∼= A and ρA : A⊗ I ∼= A.

• The coherence conditions for these natural transformations are:

– for all A,B,C, and D in C, the following diagram commutes

(A⊗ (B ⊗ (C ⊗D))
αA,B,C⊗D−−−−−−−→ (A⊗B)⊗ (C ⊗D)

αA⊗B,C,D−−−−−−−→ ((A⊗B)⊗ C)⊗D
IA⊗αB,C,D

y xαA,B,C⊗ID
A⊗ ((B ⊗ C)⊗D) −−−−−−−→

αA,B⊗C,D
(A⊗ (B ⊗ C))⊗D

– for all A and B in C, the following diagram commutes

A⊗ (I ⊗B)
αA,I,B−−−−→ (A⊗ I)⊗B

IA⊗λB
y yρA⊗IB

A⊗B −−−−→
=

A⊗B
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A strict monoidal category is one for which the natural isomorphisms
α, λ, and ρ are identities. It turns out that every monoidal category is
monoidally equivalent to a strict monoidal category.

Examples:

1. V ectk, the category of finite dimensional vector spaces over a field k, with
morphisms being k-linear transformations. The monoidal structure is ten-
sor product (over k) of vector spaces. The unit is the one-dimensional
vector space k.

2. Gab, category of Abelian groups and group homomorphisms. The monoidal
structure is tensor product of abelian groups, and the unit is the group
of integers Z. More generally, the category R − mod of modules over a
commutative ring R is a monoidal category, with tensor product (over R)
the monoidal structure, and with the unit being R itself.

3. Set, the category of finite sets and set maps. The monoidal structure is
cartesian product, and the one-element set is the unit.

4. Cat, the category of small categories (i.e categories where the objects and
morphisms both form sets) is a monoidal category, where the monoidal
structure is the cartesian product of categories. The category with one
object and whose only morphism is the identity morphism is the unit.

A symmetric monoidal category is a monoidal category where the monoidal
structure ⊗ is commutative up to coherent isomorphism. Here is a strict def-
inition.

Definition 10.13. A symmetric monoidal category is a monoidal category
(C,⊗, I) such that, for every pair A,B of objects in C, there is an isomorphism
sA,B : A ⊗ B → B ⊗ A that is natural in both A and B and such that the
following coherence diagrams commute:

• The unit coherence:
A⊗ I sA,I−−−−→ I ⊗A
ρA

y yλA
A −−−−→

=
A

• The associativity coherence:

(A⊗B)⊗ C sA,B⊗1C−−−−−−→ (B ⊗A)⊗ C
αA,B,C

y yαB,A,C
A⊗ (B ⊗ C) B ⊗ (A⊗ C)

sA,B⊗C

y y1B⊗sA,C

(B ⊗ C)⊗A −−−−−→
αB,C,A

B ⊗ (C ⊗A)
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• The inverse law:
B ⊗A =−−−−→ B ⊗A

sA,B

x ysB,A
A⊗B −−−−→

1A⊗B
A⊗B

Exercises.
1. Show that all of the categories in the above examples of monoidal cat-

egories in fact are symmetric monoidal.
2. Find an example of a monoidal category that is not symmetric monoidal.

Our goal in this subsection is to show that there is a category of spec-
tra that has a symmetric monoidal structure, where the monoidal structure
is a representation of smash product of spectra. Such symmetric monoidal
categories of spectra were found in the late 1990’s and early 2000’s (see, for
example [76], [47], [100]), and thankfully, they were all eventually shown to be
equivalent in an appropriate sense. Here we describe the notion of symmetric
spectra of [76]. Actually in [76] the authors work in the setting of simplicial
sets, but here we work in the setting of topological spaces.

Definition 10.14. . A symmetric spectrum X is a sequence of spaces {Xn, n ≥
0} together with structure maps εn : ΣXn → Xn+1, and actions of the sym-
metric groups Σn × Xn → Xn so that if we think of Sp as the p-fold smash
product

Sp = S1 ∧ · · · ∧ S1

with the action of Σp given by permutation of coordinates, then the composition

Sp ∧Xq
1∧εq−−−→ Sp−1 ∧X1+q

1∧ε1+q−−−−→ · · · 1∧εp−1+q−−−−−−→ S1 ∧Xp−1+q
εp+q−−−→ Xp+q

is (Σp × Σq)-equivariant. Here (Σp × Σq) acts on Xp+q as it is naturally a
subgroup of Σp+q consisting of those permutations of p+ q letters that fix the
first p letters and the last q letters as sets.

A map (morphism) of symmetric spectra f : X→ Y is a sequence of maps
fn : Xn → Yn that is Σn equivariant, and which respect the structure maps.
That is the following diagrams commute:

ΣXn
εn−−−−→ Xn+1

Σfn

y yfn+1

ΣYn −−−−→
εn

Yn+1

In order to complete the definition of the category of symmetric spectra,
which we call SpΣ, we observe that the collection of morphisms between two
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symmetric spectra, MapSpΣ

(X,Y) is itself a symmetric spectrum. For this we
define

MapSpΣ

(X,Y)n ⊂
∏
i

Map(Xi,Yi+n)

to be the subspace of all collections of Σi-equivariant maps {φi : Xi → Yi+n},
as i varies, that respect the structure maps. That is, the following diagrams
commute:

ΣXi
Σfi−−−−→ ΣYi+n

εi

y yεi
Xi+1 −−−−→

fi+1

Yi+1+n

Notice that MapSpΣ

(X,Y)0 is just the space of all maps of symmetric spectra.

We leave it to the reader to check that the collection of spaces

{MapSpΣ

(X,Y)n} support natural symmetric group actions and structure
maps to define a symmetric spectrum structure.

This definition defines a category of symmetric spectra that we call SpΣ.

Note: By replacing the symmetric groups Σn by the orthogonal groups O(n)
in the above definition one gets the notion of an orthogonal spectrum, and
the category of such, SpO. Like symmetric spectra, orthogonal spectra have
been very useful in homotopy theory. However for the purposes of this book
we emphasize symmetric spectra.

As mentioned above, one of the main reasons to consider symmetric or
orthogonal spectra, is that the categories of such are symmetric monoidal,
where the monoidal structure is an operation that defines smash product of
such spectra. We now define the smash product of two symmetric spectra, X
and Y.

Definition 10.15. The smash product of two symmetric spectra X and Y is
the symmetric spectrum X ∧ Y defined by

(X ∧ Y)n =
∨

p+q=n

Σn+ ∧Σp×Σq (Xp ∧ Yq)/ ∼

where Σn+ denotes the symmetric group Σn with an additional disjoint base-
point, and the quotient relation identifies the images, for every r, of the two
maps

α : Σ(p+q+r)+
∧ (Sp ∧ Xq ∧ Yr) −→ Σ(p+q+r)+

∧Σq×Σp+r
(Xq ∧ Yp+r)

and

β : Σ(p+q+r)+
∧ (Sp ∧ Xq ∧ Yr) −→ Σ(p+q+r)+

∧Σp+q×Σr (Xp+q ∧ Yr)
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where α(σ, t, x, y) = (σ ◦ τq,p, x, ty) and β(σ, t, x, y) = (σ, tx, y). Here (t, x)→
tx is shorthand for the structure map

Sp ∧ Xq → Xp+q

and τq,p ∈ Σp+q+r is the permutation that moves the first block of q letters
past the second block of p letters and leaves the last block of r letters alone.

The action of the symmetric group Σn on (X∧Y)n is induced by the action
on the left hand coordinate of Σn+ ∧Σp×Σq (Xp ∧ Yq).

Exercise.
Define the structure maps εn : Σ(X ∧ Y)n → (X ∧ Y)n+1 and verify that

X ∧ Y is indeed a symmetric spectrum.

Note. The construction in this definition of identifying the images of the two
maps α and β is known in category theory as the “coequalizer” of α and β.

The following, proved in [76] is not too difficult to prove, but is extremely
important.

Theorem 10.26. (Hovey, Shipley, and Smith [76], corollary 2.2.4) The
smash product X ∧ Y is a symmetric monoidal structure on the category of
symmetric spectra, SpΣ.

Exercise. Verify that the unit in this symmetric monoidal structure is the
sphere spectrum S, where Sk is the k-fold smash product

Sk = Sk = S1 ∧ · · · ∧ S1

and the action of the symmetric group Σk is given by permuting the coordi-
nates.

It is important to understand when a morphism of symmetric spectra
f : X→ Y, is in an appropriate sense, an (homotopy) equivalence. The appro-
priate notion of equivalence is important because one would like to consider
the associated “homotopy category”, where one takes the same objects (sym-
metric spectra) and one “inverts” the equivalences. That is, in the homotopy
category one formally adds inverse morphisms to every equivalence. This is a
construction due to Quillen [128] and can be done whenever one has what is
called a “model” structure on a category. A model category is one that has
three distinguished types of morphisms, called “fibrations”, “cofibrations”,
and “weak equivalences”, satisfying several axioms. The associated homotopy
category is defined by “localizing” with respect to the weak equivalences.
This is a fascinating and important area of study, and there are several good
texts on the subject. We refer the reader to [128], [75], and [108].

A model structure for the category of symmetric spectra, SpΣ, was de-
scribed and studied in detail in [76]. It turns out that there is a subtlety when
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defining the notion of (stable) equivalence in the category SpΣ. Following the
notion of weak equivalence of spaces or of (ordinary) spectra, one might be
inclined to declare that a morphism of symmetric spectra f : X → Y is a
stable equivalence if it is a weak homotopy equivalence as a map of ordinary
spectra; that is, if it induces an isomorphism of homotopy groups. However as
is pointed out clearly in [76], this will not work. Namely our goal is to find a
good notion of stable equivalence of symmetric spectra that has the property
that when one takes the associated homotopy category, one obtains a category
equivalent to taking the homotopy category of the category of ordinary spec-
tra. So in particular, when one wants to do calculations depending only on
the homotopy type of spectra and maps between them, it would not matter if
one was using symmetric spectra or ordinary spectra. The above naive notion
of weak equivalence simply won’t satisfy this property, as pointed out in [76].
Essentially, the way the authors of [76] found to deal with this issue was to
declare that a map of symmetric spectra f : X → Y is a stable equivalence
if the induced map E∗f of cohomology groups is an isomorphism for every
generalized cohomology theory E∗. We refer the reader to [76] for details of
these issues. The main upshot for our purposes is that there is now a sym-
metric monoidal category of spectra, with unit the sphere spectrum, whose
associated homotopy theory is equivalent to what one would expect from the
naive notions of spectra that go all the way back to Lima and Whitehead in
the 1950’s and early 1960’s.

With the existence of a symmetric monoidal structure, one can begin doing
“algebra” in our category of spectra. For example, a ring spectrum (with unit)
X is one that is equipped with a pairing

µ : X ∧ X→ X

together with a unit maps η : S → X that satisfy the usual associativity
conditions. In other words, a “ring spectrum” is a monoid in the category
of spectra. For example, the sphere spectrum S has the pairing given by the
equality

S ∧ S = S

which makes S a commutative ring spectrum. Another important class of
examples comes from the suspension spectrum of a group (with a disjoint
basepoint), Σ∞(G+). This is because

Σ∞(G+) ∧ Σ∞(G+) = Σ∞((G×G)+).

The group multiplication defines the ring structure.
If Y is a space with a group action G× Y → Y , then its suspension spec-

trum Σ∞(Y+) becomes a module spectrum over the ring spectrum Σ∞(G+).
In general a (left) module spectrumM over a ring spectrum X is a symmetric
spectrum that is equipped with a pairing map

X ∧M→M
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that satisfies the usual associativity conditions. As one can see, once one has
the structure of a symmetric monoidal category, one can start doing algebra
in the category!

Now observe that one does not really need a group structure on G for
Σ∞(G+) to have a ring structure. Indeed G just needs to be a monoid. An
important class of such examples comes from the based loop space ΩX where
X is any based space. In order that ΩX be a (strict) monoid, we take ΩX to
refer to the space of “Moore loops”. This is the space of pairs (r, α), where
r ≥ 0 and α : [0, r] → X is a map that sends the endpoints 0 and r to the
basepoint x0 ∈ X. The multiplication in ΩX is given by juxtaposition:

(r, α) · (s, β) = (r + s, α · β) : [0, r + s]→ X

where

α · β(t) =

{
α(t) if 0 ≤ t ≤ r
β(t− r) if r ≤ t ≤ r + s

The study of the spectrum Σ∞(ΩX+) as a ring spectrum was initiated by
Waldhausen [152]. It was shown how the study of the category of modules
over Σ∞(ΩX+) leads to an understanding of various automorphism groups
of X if X is a manifold (eg diffeomorphism groups, homeomorphism groups,
PL homeomorphism groups, etc.). It has lead to the study of what is now
known as “Waldhausen K-theory” which has been a major area of research
in algebraic and differential topology since the 1970’s. The reader is referred
to [152], [153] to learn more.

The Eilenberg MacLane spectrum HR where R is any ring, is also a ring
spectrum. The ring structure is induced up to homotopy by the pairings

K(R, q)×K(R, s)→ K(R, q + s)

which represents the cohomology class given by the cross product ιq ×
ιs ∈ Hq+s(K(R, q) × K(R, s);R) where ιq ∈ Hq(K(R, q);R) and ιs ∈
Hs(K(R, s);R) are the fundamental classes.

In a similar fashion, if P is a right module over a ring R, HP has the
structure of a right module spectrum over the ring spectrum HR.

In these notes we will not further pursue the homological algebra that is
possible in the category of spectra. But understanding this structure is a very
active area of research and it has had many applications.

From here on out, when we refer to “spectra”, we will mean symmetric
spectra, and we will most often leave out the reference to the category SpΣ.
So for example when we write Map(X,Y) we will mean the mapping spectrum

MapSpΣ

(X,Y).
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10.5 Generalized cup and cap products

In this section we will study product structures on generalized cohomology
theories represented by ring spectra. Our goal will be to apply them to the
study of generalized orientations and duality structures on manifolds.

Let R be a ring, then a basic construction in algebraic topology is the cup
product in the cohomology H∗(X;R). If R is a commutative ring, then this
product inherits a graded-commutative structure. Recall that the ingredients
involved in this construction are the diagonal map

∆ : X → X ×X

and the ring multiplication µ : R×R→ R. More specifically the cup product
is defined by

∪ : Hq(X;R)×Hs(X;R)
×−→ Hq+s(X ×X;R)

∆∗−−→ Hq+s(X;R)

where the first map in this composition is the “cross product”. This cross prod-
uct is induced on the level of the representing Elienberg-MacLane spaces via
the map K(R, q)×K(R, s)→ K(R, q+ s) which represents the cross product
class ιq × ιs ∈ Hq+s(K(R, q) ×K(R, s);R). Furthermore these classes define
(up to homotopy) the ring spectrum structure on the representing Eilenberg-
MacLane spectrum HR.

This suggests that whenever we have a generalized cohomology theory
E∗ represented by a ring spectrum E, then one can use that ring structure to
define a “cross product” map, and a “cup product” structure in the generalized
cohomology theory. This is indeed the case.

Definition 10.16. Let E∗ be a generalized cohomology theory represented by a
ring spectrum E. Let X and Y be spaces, and consider generalized cohomology
classes α ∈ Eq(X), and β ∈ Es(Y ). Let

φα : Σ∞(X+)→ ΣqE and φβ : Σ∞(Y+)→ ΣsE

be maps of spectra representing α and β respectively. The “cross product”
α× β ∈ Eq+s(X × Y ) is defined to be the cohomology class represented by the
composition

φα×β : Σ∞((X × Y )+) = Σ∞(X+) ∧ Σ∞(Y+)
φα∧φβ−−−−→ ΣqE ∧ ΣsE

= Σq+s(E ∧ E)
µ−→ Σq+sE

Here µ : E ∧ E→ E is the ring multiplication.
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Definition 10.17. Let E∗ be a generalized cohomology theory represented by a
ring spectrum E. Let X be a space and α ∈ Eq(X) and β ∈ Es(X) generalized
cohomology classes. The cup product α ∪ β ∈ Eq+s(X) is defined to be the
class represented by the composition

φα∪β : Σ∞(X+)
∆−→ Σ∞((X ×X)+)

φα×β−−−→ Σq+sE

where φα×β is the map representing the cross product as above.

Exercise. Verify that with the above definition, the generalized cohomology
E∗(X) has the structure of a graded ring. If E is a commutative ring spectrum,
then verify that this ring structure on E∗(X) is graded commutative, like it
is for ordinary cohomology with coefficients in a commutative ring.

Notice that a key ingredient in the construction of these generalized cup
products is the diagonal map ∆ : X → X × X which induces a map on the
level of spectra ∆ : Σ∞(X+) → Σ∞(X+) ∧ Σ∞(X+). This map is called a
coproduct, and this structure is often referred to as a “coalgebra” structure
on the suspension spectrum Σ∞(X+). In general not all connective spectra X
have this structure, and so their generalized cohomologies, E∗(X) do not have
cup products.

One might form a more general, “twisted” form of this construction in
the following way. Suppose p : ζ → X is a vector bundle over a finite CW
complex. The diagonal map on ∆ : X → X ×X defines maps on the level of
vector bundles

ζ
∆ζ
R−−−−→ ζ ×X

p

y yp×1

X −−−−→
∆

X ×X,

and similarly ∆ζ
L : ζ → X × ζ.

Notice that the Thom space of ζ ×X is given by

T (ζ ×X) = Tζ ∧X+

and similarly T (X × ζ) = X+ ∧ Tζ.
The diagonal maps then induce maps on the Thom spaces for which, by

abuse of notation, we use the same notation,

∆ζ
R : Tζ → Tζ ∧X+ and ∆ζ

L : Tζ → X+ ∧ Tζ.

Now let E be a commutative ring spectrum representing the generalized
cohomology theory E∗.
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Exercises.
1. Define a cross product map

Eq(Σ∞(Tζ))× Es(X)→ Eq+s(Σ∞(Tζ ∧X+)).

2. Using the map of Thom spaces ∆ζ
R, show that there is an induced pairing

Eq(Σ∞(Tζ))× Es(X)
µ−→ Eq+s(Σ∞(Tζ))

that gives E∗(Σ∞(Tζ)) the structure of right module over the graded ring
E∗(X). Similarly E∗(Σ∞(Tζ)) is a left module over E∗(X) using the map

∆ζ
L.

3. Show that if ζ is the trivial zero dimensional bundle over X, i.e ζ =

X
p=id−−−→ X, then Tζ = X+ and the above module structures are the cup

product structure in E∗(X).

There are other constructions from ordinary cohomology theory that also
have analogues in generalized cohomology. The evaluation map of cohomol-
ogy on homology, and more generally, the cap product maps are important
examples.

As above let E be a ring spectrum representing the generalized cohomology
theory E∗ and the generalized homology theory E∗. Let X be a space (of
the homotopy type of a CW -complex) and consider classes θ ∈ Eq(X) =
πq(X+∧E) and α ∈ Eq(X) = [X,ΣqE], which we take to mean weak homotopy
classes of maps.

Definition 10.18. Let ψθ : Sq → X+ ∧ E and φα : Σ∞(X+) → ΣqE be
maps representing the classes θ ∈ Eq(X) and α ∈ Eq(X), respectively, The
evaluation class 〈α, θ〉 ∈ π0E is defined to be the class represented by the
composition

Sq
ψθ−−→ X+ ∧ E φα∧1−−−→ ΣqE ∧ E. µ−→ ΣqE

where µ : E ∧ E→ E is the ring multiplication.

Exercise. Show that the evaluation pairing defines a ring homomorphism

E∗(X)→ Hom(E∗(X), π0(E)).

Like in ordinary (co)homology theory, this evaluation pairing extends to
define a “cap product” in generalized cohomology theories represented by ring
spectra.

Definition 10.19. Let E and X be as above. Suppose θ ∈ Eq(X) is repre-
sented by ψθ : Sq → X+∧E, and β ∈ Er(X) is represented by φβ : Σ∞(X+)→
ΣrE. We define the cap product θ ∩ β ∈ Eq−r(X) = πq−r(X+ ∧ E) to be the
class represented by the composition

ψθ∩β : Sq
ψθ−−→ X+∧E ∆∧1−−−→ X+∧X+∧E

1∧φβ∧1−−−−−→ X+∧ΣrE∧E 1∧µ−−→ X+∧ΣrE.
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Note. This cap product pairing is a map ∩ : Eq(X)×Er(X)→ Eq−r(X). We
leave it to the reader to verify that this definition also applies to give slightly
more general pairings (compare (1.6))

Eq(X,A)×Er(X)
∩−→ Eq−r(X,A) and Eq(X,A)×Er(X,A)

∩−→ Eq−r(X).

10.6 Thom spectra

Our next goal is to apply generalized cohomology theory to the study of
manifolds, and in particular to prove a generalized form of Poincaré duality
with respect to a generalized cohomology theory E∗. As we recall, the notion of
orientations played a crucial role in Poincaré duality for usual (co)homology.
So we need to study the notion of orientations with respect to generalized
cohomology theories. For this we will begin by generalizing the notion of Thom
spaces, to “Thom spectra”.

Let ζ → X be a k-dimensional vector bundle over a finite CW -complex.
As before, let Tζ be it’s Thom space. Let εm → X be an m-dimensional trivial
bundle, εm = X × Rm. Observe, as we have earlier, that

Tεm = (X ×Dk)/(X × Sk−1) ∼= Σm(X+).

Consider the Whitney sum bundle ζ ⊕ εm → X.

Exercise. Prove that there is a natural homeomorphism,

T (ζ ⊕ εm) ∼= ΣmTζ.

Given the result of this exercise we can think of the suspension spectrum
Σ∞(Tζ) as having its mth-space equal to T (ζ ⊕ εm) = T (ζ × Rm).

Exercise. Show that the natural symmetric spectrum structure on the sus-
pension spectrum can be described in terms of the symmetric groups Σm
acting on Rm by permuting the coordinates.

The above observation tells us that we have a natural equivalence of spec-
tra,

ΣmΣ∞(Tζ) ' Σ∞(T (ζ ⊕ εm)).

Suppose the k-dimensional bundle ζ is classified by a map

fζ : X → BO(k).

Then the above observations say that ΣmΣ∞(Tζ) is the suspension spectrum
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of the Thom space of the (k +m)-dimensional vector bundle ζ ⊕ εm which is
represented by the composition

fζ⊕εm : X
fζ−→ BO(k)→ BO(k +m).

By allowing m to be negative in the above discussion, we are motivated to
define the following.

Definition 10.20. As above, let ζ → X be a k dimensional vector bundle
over a finite CW -complex X, classified by a map

fζ : X → BO(k).

The Thom spectrum, which we denote using the exponential notation Xζ , is
defined to be the k-fold desuspension of the suspension spectrum of the Thom
space,

Xζ = Σ−kΣ∞(Tζ).

We say that Xζ is the Thom spectrum of the virtual zero-dimensional bundle
ζ − εk classified by the map

φζ : X → BO

defined to be the composition φζ : X
fζ−→ BO(k)→ BO.

Let us consider Thom spectra from a different perspective. Suppose X is
a finite CW -complex, and we are given a map

f : X → BO.

The question we would like to now address is the following:

Question. Can we define a Thom spectrum Xf associated to the map f :
X → BO?

Notice that if we were given a factorization of f through a finite BO(k),

i.e a map fk : X → BO(k) such that the composition X
fk−→ BO(k) → BO

is homotopic to f , then, of course, fk classifies a k-dimensional vector bundle
ζfk , and we can define the Thom spectrum Xf to be the Thom spectrum of
this factorization,

Xf = Xζfk = Σ−kΣ∞(T (ζfk)). (10.10)

But is this spectrum, or at least its homotopy type, independent of the choice
of factorization?

To address this, suppose f̃q : X → BO(q) is another factorization of f .
(The integer q may or not be the same as k.)
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Proposition 10.27. The spectra Xζfk = Σ−kΣ∞(T (ζfk)) and X
ζf̃q =

Σ−qΣ∞(T (ζf̃q )) are (weakly) homotopy equivalent.

Proof. Since the two compositions

X
fk−→ BO(k)→ BO and X

f̃q−→ BO(q)→ BO

are both homotopic to f : X → BO, they are therefore homotopic to each
other. Let X(m) be any finite subcomplex of X. Then there must be a finite
N larger than both k and q such that the compositions

fNk : X(m) fk−→ BO(k)→ BO(N) and f̃Nq : X(m) f̃q−→ BO(q)→ BO(N)

are homotopic. Therefore they classify isomorphic N -dimensional vector bun-
dles over X(m), and so have homotopy equivalent Thom spaces. Notice that
the bundle classified by fNk is equal to ζfk ⊕ εN−k, whereas the bundle clas-

sified by f̃Nq is equal to ζf̃q ⊕ εN−q. We therefore have a bundle isomorphism

over X(m)

ζfk ⊕ εN−k ∼= ζf̃q ⊕ ε
N−q.

On the level of Thom spaces we have a homotopy equivalence

T (ζfk ⊕ εN−k) ' T (ζf̃q ⊕ ε
N−q)

ΣN−kT (ζfk) ' ΣN−qT (ζf̃q ).

We therefore have an equivalence of spectra,

(X(m))ζfk = Σ−kΣ∞(T (ζfk)) = Σ−NΣN−kΣ∞(T (ζfk)) = Σ−NΣ∞ΣN−kT (ζfk))

' Σ−NΣ∞ΣN−qT (ζf̃q ) ' Σ−NΣN−qΣ∞T (ζf̃q )

= Σ−qΣ∞T (ζf̃q ) = (X(m))
ζf̃q

Since this equivalence is true for any subcomplex X(m) of X, we can con-

clude that Xζfk and X
ζf̃q have the same weak homotopy type.

The following exercise is proved in a similar manner.

Exercise. Let f : X → BO and g : Y → BO be maps where X and Y
are finite CW complexes. Suppose there is a map φ : X → Y such that the
following diagram commutes:

X
φ−−−−→ Y

f

y yg
BO −−−−→

=
BO
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Show that there is an induced map on the level of Thom spectra

Tφ : Xf → Y g

that is well defined up to weak homotopy.

At this point we have associated to every map f : X → BO, where X
is a finite CW -complex, a Thom spectrum Xf , which is well-defined up to
homotopy. And to every “map over BO”, that is a map φ : X → Y respecting
maps f : X → BO and g : Y → BO as in the exercise, we have associated
a map of Thom spectra, Tφ : Xf → Xg, which again, is well-defined up to
homotopy. This suggests that there might be a functoriality result where we
can remove the “up-to-homotopy” restriction. Indeed there is such a result,
and it is fairly recent. In order to describe it, we first consider Thom spectra
for maps f : X → BO where X is a CW -complex that is not necessarily finite.
Consider the skeletal filtration of X:

X0 ↪→ X(1) ↪→ · · · ↪→ X(k−1) ↪→ X(k) ↪→ · · · ↪→ X.

We first observe the following:

Theorem 10.28. Any map f : X → BO is homotopic to one which takes the
kth-skeleton X(k) to BO(k). That is, there is a commutative diagram

X(0) ↪→−−−−→ · · · ↪→−−−−→ X(k) ↪→−−−−→ X(k+1) ↪→−−−−→ · · · ↪→−−−−→ X

f(0)

y f(k)

y yf(k+1)

yf
BO(0) −−−−→

↪→
· · · −−−−→

↪→
BO(k) −−−−→

↪→
BO(k + 1) −−−−→

↪→
· · · −−−−→

↪→
BO

Proof. This follows from obstruction theory and in particular Theorem 4.11
and Proposition 5.14.

Consider a skeletal filtration preserving map f : X → BO as in the state-
ment of this theorem. Let ζ(k) → X(k) be the k-dimensional vector bundle
classified by f (k) : X(k) → BO(k). Consider the composition

X(k) f(k)

−−→ BO(k) ↪→ BO(k + 1).

This classifies the (k + 1)-dimensional bundle ζ(k) ⊕ ε1 over X(k). The Thom
space of this bundle is the suspension

T (ζ(k) ⊕ ε1) = ΣT (ζ(k)).
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Now by the commutativity of the diagram in this theorem we have maps of
vector bundles,

ζ(k) ⊕ ε1 −−−−→ ζ(k+1)y y
X(k) −−−−→

↪→
X(k+1)

and hence we have a map of Thom spaces that we call

εk : ΣT (ζ(k))→ T (ζ(k+1)).

We can then make the following definition:

Definition 10.21. Given the above situation we define the spectrum

Xf = {T (ζ(k)); εk : ΣT (ζ(k))→ T (ζ(k+1))}.

Exercises.

1. Show that the weak homotopy type of Xf is well defined. That is, it
does not depend on the choices of homotoping f : X → BO into a skeletal
filtration preserving map, as in the statement of Theorem 10.28.

2. Give the Thom spectrum Xf the structure of a symmetric spectrum.

3. Suppose X is a finite CW -complex and f : X → BO is given by a

factorization X
fk−→ BO(k) → BO, and that the map fk classifies the k-

dimensional vector bundle
ζk → X.

Show that the definition of the Thom spectrum given above (10.10)

Xf = Σ−kΣ∞(T (ζk))

agrees, up to homotopy, with Definition 10.21.

4. Suppose f : X → BO and g : Y → BO are maps from (not-necessarily-
finite) CW complexes. Suppose furthermore that

φ : X → Y

is a map making the following diagram commute:

X
φ−−−−→ Y

f

y yg
BO −−−−→

=
BO.

Define an induced map of Thom spectra Tφ : Xf → Y g that extends the
definition given in the previous exercise set when X and Y are assumed to be
finite.

Examples.
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1. Consider the identity map id : BO → BO. Then the construction above
defines a Thom spectrum BOid for which we use the standard notation
MO. If MO(n) denotes the Thom space of the universal bundle over
BO(n), then as a spectrum MO is made up of the spaces MO(n) to-
gether with the structure maps εn : ΣMO(n)→MO(n+ 1), defined as in
Definition 10.21.

2. The inclusion of the unitary group into the orthogonal group U(n) ↪→
O(2n) defines a map on classifying spaces γn : BU(n)→ BO(2n). On the
level of bundles it takes an n-dimensional complex vector bundle, forgets
its complex structure and views it as a 2n-dimensional real vector bundle.
The maps γn fit together to define a map

γ : BU → BO.

It has a corresponding Thom spectrum which we denote by MU.

The Thom spectra MO and MU were originally introduced by R. Thom
in [150] and play an essential role in cobordism theory which we will see in
the next chapter.

We now consider certain multiplicative properties of Thom spectra. First
suppose that ζk → X and ξq → Y are k and q dimensional vector bundles,
respectively, where the base spaces are CW complexes. Let fζ : X → BO(k)
and gξ : Y → BO(q) be classifying maps for these bundles. One can consider
the external product bundle

ζk × ξq → X × Y.

As we’ve observed before, this (k + q)-dimensional vector bundle is classified
by the composition map

X × Y fζ×gξ−−−−→ BO(k)×BO(q)
µk,q−−−→ BO(k + q)

where µk,q : BO(k) × BO(q) → BO(k + q) is the “Whitney sum” pairing
induced by the “block addition” homomorphism

O(k)×O(q)→ O(k + q)

given by sending a k×k matrix A and a q×q matrix B to the (k+q)× (k+q)
matrix that has A in the upper left k × k block, B in the lower right q × q
block, and zero’s elsewhere.

The following is simply a parameterized form of the fact that

(Dk ×Dq)/∂(Dk ×Dq) ∼= Dk/∂Dk ∧Dq/∂Dq.

We leave its proof to the reader.
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Proposition 10.29. The Thom space of ζk × ξq is given by

T (ζk × ξq) ∼= T (ζk) ∧ T (ξq).

The pairing maps µk,q : BO(k)×BO(q)→ BO(k+ q) fit together to give
a pairing

µ : BO ×BO → BO (10.11)

This can be verified directly, which we encourage the reader to do. This
pairing also follows as a consequence of (real) Bott periodicity. Recall that
(complex) Bott periodicity says that

Z×BU ' ΩU and, of course U ' ΩBU = Ω(Z×BU)

which implies the two-fold periodicity

Z×BU ' Ω2(Z×BU).

In the case of BO, in [14] Bott proved that there is an eight-fold periodicity

Z×BO ' Ω8(Z×BO). (10.12)

Indeed Bott showed that

Z×BO ' Ω(U/O) (10.13)

where U/O = lim−→n
U(n)/O(n). Here O(n) ⊂ U(n) is the subspace of all

unitary matrices with the property that all of their entries are real (i.e have
zero imaginary parts).

Using Moore loops, the loop space Ω(U/O) has the structure of an asso-
ciative monoid. This gives a homotopy theoretic model of Z × BO with the
structure of an associative monoid. We call this product

µ : (Z×BO)× (Z×BO)→ Z×BO.
It restricts on components to give pairings

µm,n : ({m} ×BO)× ({n} ×BO)→ {m+ n} ×BO.
In particular it defines a monoid structure on BO = {0} × BO ↪→ Z × BO.
This monoid structure corresponds, up to homotopy, with the Whitney sum
pairings µk,q : BO(k)× BO(q)→ BO(k + q) described above, and hence the
(abuse of) notation. BU has a similar monoid structure. We refer the reader
to [105] for a much more complete discussion of these structures.

Corollary 10.30. . If f : X → BO and g : Y → BO are maps from CW -
complexes to BO, consider the composition,

f · g : X × Y f×g−−−→ BO ×BO µ−→ BO.

Then there is an equivalence of Thom spectra

(X × Y )f ·g ' Xf ∧Xg.
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We now define a category CBO of “spaces over BO”. The objects of CBO are
maps from CW -complexes, f : X → BO, and a morphisms between objects
f : X → BO and g : Y → BO are maps φ : X → Y making the following
diagram commute.

X
φ−−−−→ Y

f

y yg
BO −−−−→

=
BO.

Since BO is a monoid, the category CBO inherits a monoidal structure. In
particular the product of two objects f : X → BO and g : Y → BO is the
composition

f × g : X × Y f×g−−−→ BO ×BO µ−→ BO.

We leave it to the reader to check that CBO satisfies the properties of being a
monoidal category. (This is true of the category CM of spaces over any monoid
M .)

Notice that a monoid in the category CBO is an object f : X → BO
together with a monoid structure on X, ν : X ×X → X that lives above BO.
That is, the following diagram commutes:

X ×X ν−−−−→ X

f×f
y yf

BO ×BO −−−−→
µ

BO

If f : X → BO is a monoid in CBO, which we refer to as a “monoid over
BO”, then the commutativity of this diagram and Corollary 10.30 implies the
following.

Proposition 10.31. If f : X → BO is a monoid over BO with monoid
product ν : X × X → X, then there is a map of spectra Tν which is well-
defined up to homotopy,

Tν : Xf ∧Xf → Xf .

Furthermore this map is associative up to homotopy, and there exists a “unit
map” u : S→ Xf so that the compositions

Xf = Xf ∧ S 1∧u−−→ Xf ∧Xf Tν−−→, and

Xf = S ∧Xf u∧1−−→ Xf ∧Xf Tν−−→ and

are homotopic to the identity map. In other words, Xf is a “ring spectrum up
to homotopy.”
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Note. The unit map u : S→ Xf is the map of Thom spectra induced by the
inclusion of the basepoint (i.e the unit of the monoid), x0 ↪→ X.

This proposition suggests that there might be a functor Th : CBO → SpΣ

that assigns to a space over BO, f : X → BO, its associated Thom spectrum,
Xf . Furthermore this functor should preserves products. That is, it should
send a monoid over BO to a ring spectrum. This proposition says that this
can be done “up to homotopy”. But in recent years it has been proven that one
indeed can define a “Thom functor” that preserves this monoidal structure.
Equivalent forms of the following result were proved in [91], [1], and [13].

Theorem 10.32. [91], [1], [13] There is a monoidal functor

Th : CBO → SpΣ

that takes an object f : X → BO to its Thom spectrum Xf .

The following is a more descriptive way of stating this result.

Corollary 10.33. If f : X → BO is a monoid over BO, its Thom spectrum
Xf is a ring spectrum. If Y → BO is another monoid over BO and φ : X → Y
is a morphism in CBO that preserves the monoid structures, then the induced
map on the level of Thom spectra,

Tφ : Xf → Y g

is a map of ring spectra.

Examples
MO, the Thom spectrum of the identity map id : BO → BO, is a ring

spectrum, as is the Thom spectrum MU of the canonical map BU → BO.

Note. These spectra are essential to the study of cobordisms of manifolds,
as we will see in the next chapter. We will also see that their ring spectrum
structures are crucial for being able to do cobordism calculations.

10.7 The ring structure of H∗(BO;Z/2), H∗(BU ;Z),
H∗(MO;Z/2), and H∗(MU;Z)

In the previous section we observed that as a result of Bott periodicity, BO
and BU are infinite loop spaces. This in particular means they have homotopy
commutative product maps

BO ×BO → BO and BU ×BU → BU.
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This implies that the homologies H∗(BO;Z/2) and H∗(BU ;Z) are graded
commutative rings.

We also saw that the Thom spectra MO and MU have the induced struc-
ture of homotopy commutative ring spectra. This implies that their homologies
H∗(MO;Z/2) and H∗(MU;Z) also are graded commutative rings. The goal of
this section is to compute these rings.

We begin with a calculation of H∗(BO;Z/2).

Theorem 10.34. There is an isomorphism of graded algebras,

H∗(BO;Z/2) ∼= Z/2[H̃∗(RP∞;Z/2)] = Z/2[a1, a2, · · · , where |ai| = i]

Proof. For ease of notation we leave off the coefficients in (co)homology. All
coefficients will be Z/2.

Recall that the “Splitting Principle” (Theorem 6.20) says that the product
map

µ : BO(1)×m → BO(m)

induces a monomorphism in cohomology, µ∗ : H∗(BO(m))→ H∗(BO(1))⊗m,
or equivalently, the map in homology, µ∗ : H∗(BO(1))⊗m → H∗(BO(m)) is
surjective.

Using the facts that BO(1) = RP∞ and that ι∗ : Hq(BO(m))→ Hq(BO)
is an isomorphism through dimension m (see Theorem 6.15), we can conclude
that

µ∗ : H∗(RP∞)⊗m → H∗(BO)

is surjective through dimension m. Since µ∗ induces the product structure in
H∗(BO), this says that in the algebra structure, every element in Hq(BO) can

be written as a linear combination of monomials in the image of H̃∗(RP∞) of
length ≤ m for q ≤ m. Since H∗(BO) is a commutative algebra, this says that
µ∗ induces a surjective map of algebras,

µ∗ : Z/2[H̃∗(RP∞)]→ H∗(BO).

Now since Z/2[H̃∗(RP∞)] = Z/2[ai, i ≥ 1 : |ai| = i] and from Theorem
6.15 we know that the cohomology, H∗(BO) ∼= Z/2[wi, i ≥ 1, : |wi| = i],
we can conclude that as Z/2 vector spaces, Z/2[H̃∗(RP∞)] and H∗(BO) have
the same rank in each dimension. Therefore µ∗, being a surjective map of
algebras over Z/2 that have the same rank in every dimension, must be an
isomorphism.

Exercise. Show, using an argument like above, that

H∗(BU ;Z) ∼= Z[H̃∗(CP∞;Z)] = Z[ui, i ≥ 1 : |ui| = 2i].

We now discuss the homology of the corresponding Thom spectra,
H∗(MO;Z/2) and H∗(MU;Z).
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We continue with the notational convention that if we do not put coef-
ficients in (co)homology, we mean the coefficients are Z/2. Recall the Thom
isomorphism,

∪uk : H∗(BO(k))
∼=−→ H∗+k(MO(k)).

Now consider the image of the Thom class uk ∈ Hk(MO(k)) in Hk−1(MO(k−
1)) under the composition

Hk(MO(k))
ε∗k−1−−−→ Hk(ΣMO(k − 1))

∼=−→ Hk−1(MO(k − 1))

where εk−1 : ΣMO(k − 1) → MO(k) is the structure map of the spectrum
MO, and the second map in this composition is the suspension isomorphism.
Since the structure map εk1

is the map induced on Thom spaces by the map
BO(k−1)→ BO(k), then the Thom classes are preserved. That is, the image
of uk under this composition is uk−1. Therefore the Thom classes fit together
to define a zero dimensional cohomology class in the spectrum,

u ∈ H0(MO),

and so the Thom isomorphism can be viewed as an isomorphism between the
cohomology of the base space BO and that of the spectrum MO:

∪u : H∗(BO)
∼=−→ H∗(MO). (10.14)

Notice that when viewed in this way the Thom isomorphism does not shift
degrees.

Now recall that the dual of the cup product with the Thom class in coho-
mology, is taking the cap product with the Thom class,

∩uk : H∗(MO(k))
∼=−→ H∗−k(BO(k)).

On the spectrum level the dual of the Thom isomorphism 10.14 can therefore
be written

∩u : H∗(MO)
∼=−→ H∗(BO). (10.15)

Again, from this perspective there is no dimension shift.

Lemma 10.35. Taking the cap product with the Thom class

∩u : H∗(MO)
∼=−→ H∗(BO)

is an isomorphism of graded rings.

Proof. Since we know that ∩u is an isomorphism, we need only show that it
preserves the product structure.

As discussed earlier, the product structure on H∗(BO) is induced by the
product maps mk,r : BO(k)×BO(r)→ BO(k+ r) and the product structure
on H∗(MO) is induced by the ring spectrum structure on MO, which in turn
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is induced by the maps of Thom spaces µk,r : MO(k)∧MO(r)→MO(k+ r)
induced by the maps m : BO(k) × BO(r) → BO(k + r). In particular this
means that the homomorphisms µ∗k,r preserve Thom classes. That is,

µ∗k,r(uk+r) = uk ⊗ ur ∈ H̃∗(MO(k) ∧MO(r)) = H̃∗(MO(k))⊗ H̃∗(MO(r)).

Because of the relationship between cup and cap product, this means that for
every α ∈ Hq(MO(k)) and β ∈ Hs(MO(r)), we have

uk+r ∩ (µk,r)∗(α⊗ β) = m∗((uk ∩ α)⊗ (ur ⊗ β).

Translated to the spectrum level, this is exactly the statement that ∩u :

H∗(MO)
∼=−→ H∗(BO) is a ring homomorphism.

Let MO(k) be the spectrum Σ−kΣ∗(MO(k)). Note that there are maps
of spectra. MO(1) → MO(2) → · · ·MO(k) → · · ·MO. Moreover, using these
spectra, the Thom isomorphisms do not shift degrees:

∪uk : H∗(BO(k))
∼=−→ H∗(MO(k)).

From this lemma and Theorem 10.34 we can conclude the following.

Theorem 10.36. There is an isomorphism of graded algebras,

H∗(MO) ∼= Z/2[H∗(MO(1))] = Z/2[e1, e2, · · · , where |ei| = i].

Exercise. Adapt the above arguments to prove the following:

Theorem 10.37. There is an isomorphism of graded algebras,

H∗(MU;Z) ∼= Z[H∗(MU(1);Z)] = Z[t1, t2, · · · , where |ti| = 2i].

10.8 Generalized orientations, the generalized Thom
isomorphism, and the generalized Poincaré and
Alexander duality theorems

As we saw in Chapter 1, orientations are a crucial property for studying
Poincaré duality for manifolds. For a commutative ring R we described the
notion of R-orientability of a manifold (Definition 1.4), and in particular we
proved that if a manifold is Z-orientable, then it is R-orientable for any com-
mutative ring R. We also proved that if a closed topological manifold is R-
orientable, it satisfies Poincaré duality with respect to (co)homology with
R-coefficients.
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In this subsection we verify the analogues of these results with respect to
generalized (co)homology theories. In particular we define the notion of ori-
entability of a manifold with respect to a generalized (co)homology theory,
when the representing spectrum for that theory is a ring spectrum. We prove
that if a manifold is orientable with respect to stable (co)homotopy, the gen-
eralized theories represented by the sphere spectrum S, then the manifold is
orientable with respect to any generalized (co)homology theory E represented
by a ring spectrum. We then prove the appropriate version of Poincaré dual-
ity for E-oriented manifolds. All of these results were originally proved by G.
Whitehead in [158].

10.8.1 Orientations

Recall from Chapter 1, Definition 1.2, that if Mn is a (topological) manifold,
a local orientation of Mn at x ∈Mn is a choice of generator of

Hn(Mn,Mn − {x}) ∼= Hn(Ux, Ux − x)
∼= Hn(Rn,Rn − {0})
∼= Hn(Sn, point)
∼= Z

Here Ux is an open neighborhood (chart) of x, homeomorphic to Rn.
Now let E∗ be a generalized homology theory represented by a ring spec-

trum E. To make an analogous definition of local E∗-orientation, we need to
consider

En(Sn, point) = πn(Sn ∧ E)

∼= π0(S0 ∧ E) = π0(E) by the suspension isomorphism.

Now since E is a ring spectrum, π∗(E) is a graded ring, and π0(E) is a
(nongraded) subring. This leads us to the following more general definition.

Definition 10.22. Let E∗ be a generalized homology theory represented by a
ring spectrum E, and let Mn be a topological manifold. Then an E∗-local orien-
tation (equivalently referred to as an E-local orientation) of Mn at x ∈Mn is
a choice of unit (generator) in the ring En(Mn,Mn−{x}) ∼= En(Sn, point) ∼=
π0(E).

Now recall from the observation after the statement of Theorem 1.3 in
Chapter 1 that if Mn is a closed, connected manifold, it has a global orien-
tation if an only if there is a “fundamental class” [Mn] ∈ Hn(Mn;Z) whose
image in Hn(Mn,Mn −{x}) defines a local orientation for every x ∈Mn (i.e
is a generator of Hn(Mn,Mn − {x}) for every x ∈ Mn). This leads to the
following definition.
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Definition 10.23. Let E∗ be a generalized homology theory represented by a
connective ring spectrum E (remember this means that πq(E) = 0 for q < 0),
and let Mn be a closed topological manifold. Then Mn is E∗-orientable (or
equivalently, E-orientable) if there is a class [Mn]E ∈ En(Mn) so that the
restriction to En(Mn,Mn − {x}) ∼= π0(E) defines a local E∗-orientation for
every x ∈Mn (i.e is a unit of En(Mn,Mn − {x}) ∼= π0(E)).

We note that this condition can be described more homotopy theoretically
in the following way. A class [Mn]E ∈ En(Mn) is represented by a map

ζM : Sn →Mn
+ ∧ E.

For x ∈ Mn, let Ux be an open neighborhood of x homeomorphic to Rn as
above, and consider the projection map

px : Mn →Mn/Mn − Ux ∼= Dn/∂Dn = Sn

where Dn is the closed n-dimensional disk. Now consider the composition

ρζx : Sn
ζM−−→Mn

+ ∧ E px∧1−−−→ (Mn/Mn − Ux) ∧ E ∼= Sn ∧ E.

This composition represents a class in πn(Sn ∧ E) ∼= π0(E). So the condition
of E-orientability is that there is a class [Mn]E ∈ En(Mn) represented by a
map ζM : Sn →Mn

+∧E so that the induced map ρζx : Sn → Sn∧E represents
a unit in the ring π0(E) for every x ∈Mn.

Using the language we used for ordinary homology, a class [Mn]E ∈
En(Mn) satisfying the above property is called an E∗-fundamental class (or
E-fundamental class) of Mn. It is also often referred to as an E∗-orientation
class of Mn.

Exercises.
1. Show that if a closed manifold Mn is S-orientable, then it is E-orientable

for any ring spectrum E. In particular it is orientable with respect to integral
homology.

2. Show that the sphere Sn is S-orientable for every n.
3. Let HZ be the integral Eilenberg-MacLane spectrum. Let u : S → HZ

be the unit. Notice that u induces a map in generalized homology theories,
called the “stable Hurewicz homomorphism”,

u∗ : πs∗(X)→ H∗(X;Z).

Now let Mn be a closed, connected, S-oriented n-dimensional manifold. Show
that the stable Hurewicz homomorphism in dimension n,

u∗ : πsn(Mn)→ Hn(Mn;Z)

is surjective.
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4. Continuing to assume that Mn is a closed, connected, S-oriented n-
dimensional manifold, let [Mn]S ∈ πsn(Mn) be a S-fundamental class, repre-
sented by a map of spectra

[Mn]S : Σ∞Sn → Σ∞(Mn
+).

Let x0 ∈Mn be a basepoint, with an open neighborhood Ux0 homeomorphic
to Rn. Let M̃n be Mn punctured at x0. That is, M̃n is the complement

M̃n = Mn − Ux0
.

Show that there is a weak homotopy equivalence of suspension spectra

φ : Σ∞((Sn ∨ M̃n)
'−→ Σ∞(Mn).

Hint. Use the result of the previous exercise.

We observe that the notion of E∗-orientability can also be described via
an orientation covering space as was done for orientation with respect to an
ordinary homology theory in chapter one. Namely, one can construct E∗-
orientation covering space over any connected (not necessarily compact) n-
manifold Mn

p : OrE∗(M
n)→Mn

where the fiber over a point x ∈Mn is the set of units in the ring En(Mn,Mn−
{x}) ∼= π0(E). Details of the construction are left to the reader.

A global E∗-orientation is then a section of the covering space OrE∗(M
n).

Because its proof only relied on the Eilenberg-Steenrod axioms, we immedi-
ately have the following generalization of Theorem 1.3.

Theorem 10.38. Let Mn be an n-manifold and A ⊂Mn a compact subspace.
Let E∗ be a generalized homology theory represented by a connective ring spec-
trum E. Then if α : A → OrE∗(M

n) is a section of the orientation covering
space over A, then there exists a unique homology class αA ∈ En(M,M −A)
whose image in En(M,M − x) is α(x) for every x ∈ A.

In particular if Mn is closed, then by taking A = ∅, this gives the equiv-
alence of having a section of OrE∗(M

n) and the existence of a fundamental
class α∅ = [Mn]E ∈ En(Mn).

10.8.2 Poincaré and Alexander duality, and the Thom iso-
morphism for generalized (co)homology

Our goal is to use the notion of E∗-orientation and derive, like we did in chap-
ter 1 for ordinary (co)homology, Poincaré duality for generalized (co)homology
theories. Throughout this subsection we continue to assume that E∗ is a gen-
eralized homology theory represented by a ring spectrum, E.
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Our first step is to understand the notion of generalized cohomology with
compact supports. When we defined ordinary cohomology with compact sup-
ports in Chapter 1, we used cochains. For generalized cohomology we make
use of mapping spectra.

Recall from Definition 10.14 that for symmetric spectra X and Y we have
an associated morphism spectrum Map(X,Y). In the setting when X is the
suspension spectrum of a space X, this has a particularly easy definition.
Namely Map(X,Y)n = Map(X,Yn) with the obvious structure maps. (These
mapping spaces consist of basepoint preserving maps.) Now given our ring
spectrum E, notice that the generalized cohomology group is given by

En(X) = [X+,Σ
nE] (10.16)

= π0(Map(X+,Σ
nE))

= π−n(Map(X+,E)).

For this reason we will choose to define generalized cohomology with
compact supports using mapping spectra. In particular let Mn be an n-
dimensional manifold, not necessarily compact. Let K ⊂ Mn be a com-
pact subspace. Notice that if Y is some other space, the mapping space
Map(Mn/Mn−K,Y ) can be interpreted as the space of basepoint preserving
maps from Mn to Y that map the complement of K to the basepoint of Y .
Notice furthermore that if K1 and K2 are compact subspaces of Mn with
K1 ⊂ K2, then (Mn −K2) ⊂ (Mn −K1) we have an induced map, which is
an inclusion,

Map(Mn/(Mn −K1), Y )→Map(Mn/(Mn −K2), Y ).

Definition 10.24. We define the space of compactly supported maps,
Mapc(Mn, Y ) to be the colimit,

Mapc(Mn;Y ) = colimK⊂MnMap(Mn/(Mn −K), Y )

where the colimit is taken over all compact subsets K of Mn.

Notice that Mapc(Mn;Y ) ⊂ Map(Mn, Y ) consists of all maps that send
the complement of some compact subspace K ⊂ Mn to the basepoint of
Y . This allows us to define the compactly supported mapping spectrum
Mapc(Mn

+,E) as follows:

Definition 10.25. We define the spectrum

Mapc(Mn
+,E)

by Mapc(Mn
+,E)k = Mapc(Mn

+;Ek) ⊂ Map(Mn
+;Ek) with the induced struc-

ture maps.
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Motivated by observation (10.16), we make the following definition of gen-
eralized cohomology with compact supports.

Definition 10.26. Let Mn be an n-dimensional manifold and E∗ a general-
ized cohomology theory represented by a connective ring spectrum E. We define
the E∗-cohomology with compact supports to be,

Eqc (Mn) = π−qMapc(Mn
+,E)

Notice there is a natural map E∗c (Mn)→ E∗(Mn) which is an isomorphism
if Mn is compact.

Exercise. (Compare with the exercise after the statement of the Poincaré
Duality Theorem 1.5 in Chapter 1.) Show that

E∗c (Rn) ∼= Ẽ∗(Sn)

and more generally that if X is a space whose one-point compactification X ∪
∞ has the property that the point at infinity in the one-point compactification
has a contractible open neighborhood, as is the case if X is a manifold, then

E∗c (X) ∼= Ẽ∗(X ∪∞).

We can now state the Poincaré Duality Theorem for generalized coho-
mology. First observe that if E∗ is a generalized cohomology theory repre-
sented by a ring spectrum E, and if Mn is a E-oriented n-dimensional man-
ifold, then if K ⊂ Mn is any compact space, we have an orientation class
αK ∈ En(Mn,Mn −K), which induces a cap product operation (see Defini-
tion 10.19)

∩αK : Eq(Mn,Mn −K)→ En−q(M
n).

As seen in ordinary (co)homology, these operations respect the inclusions of
one compact subspace into another, and define a map

DMn : Eqc (Mn)→ colimK⊂Mn Eq(Mn,Mn −K)
colimK{∩αK}−−−−−−−−−→ En−q(M

n).

Theorem 10.39. Let E∗ be a generalized cohomology theory represented by
a connective ring spectrum E. Let Mn be a E-oriented manifold. Then the
duality map

DMn : Ekc (Mn)→ En−k(Mn).

is an isomorphism for all k.
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Proof. This theorem is a generalization of Theorem 1.6. As you will recall
in the proof of that theorem, the argument just needed that the theorem is
true for Mn = Rn, which we know in the generalized setting by the exercises
above, as well as the fact that (co)homology satisfies the homotopy, exactness,
and excision Eilenberg-Steenrod axioms, so that, for example, we get Mayer-
Vietoris sequences. Of course, generalized (co)homology theories also satisfy
these axioms, and so the proof of Poincaré duality goes through for such
generalized theories. We leave the exercise of going through that proof and
showing that all the steps are satisfied by generalized (co)homology theories
to the reader. We remark that this was first proved by Whitehead in [158].

Now recall that in Chapter 2 the notion of orientability was generalized
from manifolds to vector bundles. In particular a manifold is orientable if and
only if its tangent bundle is orientable. (See Definition 2.10.) The idea was
to assign to a vector bundle ζ → X an “orientation double cover”, Orζ . An
orientation of ζ is a section of this covering space. If no such section exists,
the bundle ζ is not orientable.

There is a similar notion of E-orientability of a k-dimensional vector bundle
ζ → X, where E is a ring spectrum representing a generalized homology theory
E∗. To define this, we consider the covering space OrζE∗ → X, where the fiber

over x ∈ X is the set of units of Ek(ζx, ζx−{0}) ∼= Ek(Rk,Rk−{0}) ∼= π0(E).
We leave it to the reader to adapt the methods used in Chapters 1 and 2
to define the topology of the space OrζE∗ . With this orientation cover we can
make the following definition:

Definition 10.27. Let E be a connective ring spectrum representing the gen-
eralized cohomology theory E∗. Let ζ → X be a k-dimensional vector bundle.
A E-orientation of ζ is a section of the orientation cover OrζE∗ .

Exercises.
1. Show that a manifold Mn is E-orientable if and only if its tangent bundle

TMn →Mn is E-orientable.
2. Show that a closed manifold Mn equipped with an embedding or im-

mersion into RL for some L, is E-orientable if and only if the normal bundle
to this immersion is E-orientable. Indeed show that an E-orientation of its
tangent bundle induces an E-orientation of its normal bundle, and vice versa.

An important property of oriented vector bundles is the Thom isomor-
phism theorem (6.10). There is an analogous Thom isomorphism theorem for
E-oriented vector bundles ζ → X, which we now state. The proof follows the
proof of Theorem 6.10 at every step.

Theorem 10.40. Let ζ be an E- oriented n - dimensional real vector bundle
over a connected space X, where E is a connective ring spectrum representing
the generalized cohomology theory E∗. The orientation gives generators (units)
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ux ∈ En(ζx, ζx − {0}) ∼= π0(E). Then there is a unique class, called the E-
Thom class, in the cohomology of the Thom space

u ∈ En(T (ζ))

so that for every x ∈ X, if

jx : ζx/(ζx − {0}) ↪→ ζ/(ζ − zero(X)) ∼= T (ζ)

is the natural inclusion, where zero(X) is the image of the zero section, then
under the induced homomorphism in E∗- cohomology,

j∗x : En(T (ζ))→ En(ζx, ζx − {0}) ∼= π0(E),

j∗x(u) = ux.
Furthermore the induced cup product map

γ : Eq(X)
∪u−−−−→ Ẽq+n(T (ζ))

is an isomorphism for every q ∈ Z.

This generalized Thom isomorphism theorem has many applications, but
a particularly interesting one that we will discuss is an analogue of Alexander
duality for E-oriented manifolds.

Theorem 10.41. (Alexander Duality) Let e : Mn ⊂ RN be a regular em-
bedding of a closed, E-oriented manifold into Euclidean space. Here E is a
connective ring spectrum representing the generalized cohomology theory E∗

and homology theory E∗. Then there is an isomorphism

Er(Mn) ∼= ẼN−r−1(RN −Mn).

Before we prove this theorem, we note that one of the most striking ap-
plications of this duality theorem is to knot theory. Recall that a “knot” is
the image of a regular embedding e : S1 ↪→ R3. We call the image of this
embedding K ⊂ R3. As above, assume E is a connective ring spectrum. Then
the Alexander Duality theorem, combined with Poincaré duality calculates
the E∗-homology of the complement of the knot in terms of the E∗ homology
of S1:

Corollary 10.42.
Ẽq(R3 −K) ∼= Eq−1(S1).

Notice that in the case of ordinary integral homology this corollary says
that H1(R3 −K) ∼= Z. This in particular says that the fundamental group of
the complement of the knot, which can be quite complicated, always has the
integers Z as its abelianization.

We now proceed with the proof of the Alexander duality theorem.
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Proof. . Let ηe be a tubular neighborhood of the embedding e : Mn ↪→ RN ,
and let νe → Mn be its normal bundle. Since e is a regular embedding,
the complement of the tubular neighborhood is a deformation retract of the
complement of the manifold,

RN − ηe '−→ Rn −Mn.

Now that the quotient space RN/(RN −ηe) is homeomorphic to the one-point
compactification ηe ∪∞. But by the Tubular Neighborhood Theorem, this is
homeomorphic to the one-point compactification of the normal bundle, νe∪∞.
Now notice that since Mn is compact, the one-point compactification of the
normal bundle is homeomorphic to its Thom space, T (νe). So we have

RN/(RN − ηe) ∼= ηe ∪∞ ∼= νe ∪∞ ∼= T (νe).

We use this observation in the following way. Since Mn is assumed to be
E-orientable, then as a vector bundles, its tangent bundle is E-orientable.
But by an exercise above this is equivalent to its normal bundle νe being
orientable. Now the E-Thom isomorphism theorem 10.40, interpreted for ho-
mology (rather than cohomology) says that taking the cap product with the
Thom class ue ∈ EN−n((T (νe)) gives an isomorphism

∩ue : Ẽq+N−n(T (νe))
∼=−→ Eq(M

n). (10.17)

Combining this with the above homeomorphisms, together with the fact that
E∗ satisfies the Excision Axiom, we get an isomorphism

Eq+N−n(RN ,RN − ηe) ∼= Eq(M
n). (10.18)

Now using the long exact sequence in reduced homology for the pair (RN ,RN−
ηe) together with the fact that by the Homotopy Axiom which implies that
Ẽ∗(RN ) = 0, we see that the connecting homomorphism is an isomorphism,

∂ : Er(RN ,RN − ηe)
∼=−→ Ẽr−1(RN − ηe)

for all r ∈ Z. Combining this with isomorphism (10.18) we get an isomorphism

Eq(M
n) ∼= Ẽq+N−n−1(RN − ηe) ∼= Ẽq+N−n−1(RN −Mn).

But Poincaré duality gives us an isomorphism

∩[Mn]E : En−q(Mn)
∼=−→ Eq(M

n).

The theorem now follows by combining these isomorphisms.
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10.8.3 Spanier-Whitehead duality and Atiyah duality

An important result in the study of closed differentiable manifolds says that
if a manifold Mn is embedded in RN , then the Thom spectrum of the normal
bundle and the manifold itself, are in a sense that can be made precise, dual to
each other. This is a stable homotopy theoretic generalization of the Alexander
Duality theorem, and was proved by Atiyah in [8]. The type of duality that
is appropriate in this setting is known as “Spanier-Whitehead” duality (see
[141]). In this subsection we introduce and explore these concepts.

The notion of Spanier-Whitehead duality is a direct analogue of the notion
of duality in linear algebra. Recall that if V and W are finite dimensional
vector spaces over a field k, then they are said to be dual to each other if
there is a bilinear pairing

V ×W → k

whose adjoints define isomorphisms

V
∼=−→ Hom(W,k) and

W
∼=−→ Hom(V, k).

In the setting of spectra, the notion of a finite dimensional vector space
is replaced by the notion of a “finite spectrum”. Such a spectrum X is one
whose homology is finite in the sense that

1. Hq(X) is nonzero for only finitely many q ∈ Z, and

2. Hq(X) is a finitely generated abelian group for every q ∈ Z.

The archetypical example of a finite spectrum is the suspension spectrum
of a finite, based CW -complex, X = Σ∞(X). This example is quite general
because of the result of the following exercise:

Exercise. Show that every finite spectrum X is weakly homotopy equivalent
to an iterated suspension or desuspension of the suspension spectrum of a
finite CW -complex.

Definition 10.28. Two finite spectra X and Y are said to be “Spanier-
Whitehead dual” to each other, (or simply S − dual) if there is a pairing
of spectra

X ∧ Y→ S

whose adjoints define weak homotopy equivalences,

Y '−→Map(X,S) and

X '−→Map(Y,S).
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An equivalent definition is that X and Y are said to be Spanier-Whitehead
dual if there are maps of spectra

µ : X ∧ Y→ S and η : S→ Y ∧ X

so that compositions

X = X ∧ S 1∧η−−→ X ∧ Y ∧ X µ∧1−−→ S ∧ X = X and

Y = S ∧ Y η∧1−−→ Y ∧ X ∧ Y 1∧µ−−→ Y ∧ S = Y

are homotopic to the identity.,

Exercise. Show that these two definitions are equivalent.

If X is a finite spectrum, we denote its Spanier-Whitehead dual by DX.

Observations.

1. The sphere spectrum S is Spanier-Whitehead dual to itself, via the
identity map

S ∧ S =−→ S.

2. If X is Spanier-Whitehead dual to Y, then the iterated suspensions ΣkX
and Σ−kY are also Spanier-Whitehead dual.

Exercises.
1. Let X be a finite spectrum, and let E be a connective spectrum. (Recall

that a connective spectrum is one which has zero homotopy groups in negative
dimensions.) Prove that there is a weak homotopy equivalence of spectra

Map(X,S) ∧ E '−→Map(X,E).

2. Suppose that X and Y are finite spectra that are Spanier-Whitehead
dual to each other. Suppose that E is a connective spectrum representing
cohomology and homology theories E∗ and E∗, then

Eq(X) ∼= E−q(Y) and

Eq(Y) ∼= E−q(X)

for all q ∈ Z.

3. Show that if X and Y are finite spectra,

D(X ∧ Y) ' DX ∧DY.

4. Show that the dual of the dual is the original spectrum. That is, if X is
a finite spectrum then DDX ' X.
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Note. In exercises 3 and 4 the equivalences mean the same weak homotopy
type).

5. If f : X → Y is a map of finite spectra, then there is a natural map
D(f) : D(Y)→ D(X) with DD(f) = f : X→ Y.

6. If X f−→ Y g−→ Z is a homotopy cofibration sequence of finite spectra,

then D(X)
D(f)←−−− D(Y)

D(g)←−−− D(Z) is also a homotopy cofibration sequence of
spectra.

Let X be a finite CW -complex, and assume that X is embedded, in a
nonsurjective way, in the sphere Sn, such that the complement Sn − X has
the homotopy type of a finite CW -complex. We actually assume that this
embedding has a regular neighborhood η, meaning an open subset of Sn which
contains the image of X as a deformation retract. For example if X is a smooth
manifold smoothly and regularly embedded, then η can be taken to be a
tubular neighborhood. Every finite CW complex does have such a “regular
embedding” in a sphere of sufficiently high dimension. See, for example, [67].
Then the following gives a more general form of Alexander duality:

Theorem 10.43. The Spanier-Whitehead dual of the suspension spectrum of
X, which we denote by DX, is given by the (n − 1)-fold desuspension of the
suspension spectrum of the complement:

DX ' Σ−(n−1)Σ∞(Sn −X).

Notice that in this setting the complement Sn −X has the homotopy type of
the complement of a regular neighborhood, Sn − η.

Proof. We think of the sphere Sn as the one-point compactification, Sn =
Rn∪∞. By rotating Sn if necessary, we may assume without loss of generality
that X ⊂ Rn ⊂ Sn. Consider the map

α : (Rn −X)×X → Sn−1

(v, x)→ v − x
‖v − x‖

Now suspend that map:

Σα : Σ((Rn −X)×X)→ ΣSn−1 = Sn.

We now need the following basic homotopy theoretic lemma.

Lemma 10.44. Let A and B be have the homotopy type of CW -complexes.
Then there is a natural “splitting” of the suspension of the product,

Σ(A×B) ' ΣA ∨ ΣB ∨ Σ(A ∧B).
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Proof. We leave the proof of this lemma as an exercise for the reader. Use the
following hint:

Hint. Consider the natural projection maps pA : Σ(A × B) → ΣA, pB :
Σ(A × B) → ΣB, and pA∧B : Σ(A × B) → Σ(A ∧ B). Use the (iterated)
“pinch map” S1 → S1 ∨S1 ∨S1 in the suspension coordinate to define a map

Σ(A×B)→ Σ(A×B)∨Σ(A×B)∨Σ(A×B)
pA∨pB∨pA∧B−−−−−−−−−→ ΣA∨ΣB∨Σ(A∧B)

Show that this map is a homotopy equivalence. It might be easiest to first
show that it induces an isomorphism in homology.

We now return to the proof of Theorem 10.43. Using Lemma 10.44 we have
a natural map which gives an inclusion of a wedge summand,

ι : Σ((Rn −X) ∧X)→ Σ((Rn −X)×X).

We therefore may consider the composition

Σ((Rn −X) ∧X)
ι−→ Σ((Rn −X)×X)

Σα−−→ Sn.

Taking the n-fold iterated desuspension of the corresponding map of sus-
pension spectra we produce a map of spectra,

µ̄ : Σ−(n−1)Σ∞(Rn −X) ∧ Σ∞X → S = Σ∞S0.

Taking adjoints we get a map of spectra

µ : Σ−(n−1)Σ∞(Rn −X)→ D(X). (10.19)

Our goal is to show the map µ is a weak equivalence of spectra for every finite
CW complex X. We will use an induction argument on the skeleta of X. We
begin by showing that µ is an equivalence when X is a sphere Sk embedded
in Sn. Now since we are assuming that Sk ↪→ Sn has a regular neighborhood
η, then Sn − Sk is homotopy equivalent to Sk − η. Since we may take an
arbitrarily small perturbation of the embedding and make it smooth, we may
assume that η is a tubular neighborhood of a smooth embedding of Sk in Sn.
Indeed, since the embedding is not surjective, we may assume that its image
does not include ∞ ∈ Rn ∪∞ = Sn. In this case we have that

Σ∞ (Rn/Rn − η) = Σ∞T (η),

where by abuse of notation T (η) refers to the Thom space of the normal
bundle. (Our admittedly bad notation comes from identifying the tubular
neighborhood with the normal bundle.) But the spectrum Σ∞T (η) is the
(n − k)-fold suspension of the Thom spectrum Σn−k(Sk)η. But the stable
normal bundle of Sk is trivial, so we have that

Σ∞ (Rn/Rn − η) = Σn−k(Sk)η ' Σ∞(Sn ∨ Sn−k). (10.20)



Stable Homotopy 319

Now notice that
Rn/Rn − η = Sn/Sn − η, (10.21)

so that
Σ∞ (Sn/Sn − η) ' Σ∞(Sn−k ∨ Sn).

To finish the argument for the case of Sk ⊂ Sn, we study the following
diagram of homotopy cofibration sequences of spectra

Σ∞Sn−1 −−−−→ Σ∞Rn −−−−→ Σ∞Sn
=−−−−→ Σ∞Sn

=

x x .
x x=

Σ∞Sn−1 −−−−→ Σ∞(Rn − Sk) −−−−→ Σ∞(Sn − Sk) −−−−→ Σ∞Sn

'
x x

Σ−1Σ∞
(
Rn/Rn − Sk

)
−−−−→

=
Σ−1Σ∞

(
Sn/Sn − Sk

)
The vertical map Σ−1Σ∞

(
Rn/Rn − Sk

)
→ Σ∞(Rn − Sk) is an equivalence,

because its cofiber, Σ∞Rn is contractible. Combining this with (10.35) implies
that

Σ∞(Rn − Sk) ' Σ−1(Σ∞(Sn−k ∨ Sn)) = Σ∞(Sn−k−1 ∨ Sn−1). (10.22)

Now the horizontal map Σ∞(Sn − Sk)→ Σ∞(Sn) is null homotopic since
the inclusion Sn − Sk ↪→ Sn is not surjective, and hence its image lies in
Sn−point which is contractible. This implies there is a splitting σ : Σ∞(Sn−
Sk)→ Σ∞(Rn−Sk). (By a “splitting” we mean that the composition Σ∞(Sn−
Sk)

σ−→ Σ∞(Rn − Sk) → Σ∞(Sn − Sk) is homotopic to the identity,). This
means that there is an equivalence

Σ∞(Rn − Sk) ' Σ∞Sn−1 ∨ Σ∞(Sn − Sk), and by (10.22)

' Σ∞Sn−1 ∨ Σ∞Sn−k−1

From this it is easy to conclude that

Σ∞(Sn − Sk) ' Σ∞Sn−k−1 ' Σn−1D(Sk) (10.23)

and that this equivalence is induced by the duality map described above
(10.19).

We now continue our proof of Theorem 10.43 using an induction argument
on the skeleta of a finite CW -complex X. It is an easy exercise to see that the
theorem holds if X is a zero-dimensional finite complex, meaning it is a finite
collection of points. So assume the theorem is true for complexes of dimension
less than q, and let X be a q-dimensional finite complex. Let X(q−1) be its
(q − 1)-dimensional skeleton, and assume we have an embedding X ↪→ Sn.
Then by our inductive assumption we have that

DX(q−1) ' Σ−(n−1)Σ∞(Sn −X(q−1))
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and that the equivalence is induced by the pairing 10.19.
Now write

X = X(q−1) ∪α1 D
q ∪α2 · · · ∪αr Dq

where α1, · · · , αr : ∂Dq = Sq−1 → X(q−1) are the attaching maps.
For ease of notation we will assume that r = 1, which is to say X =

X(q−1) ∪α Dq. The general case, i.e when X has an arbitrary finite number
q-cells can be handled in the same way.

Let X̃ be the space obtained from X(q−1) by attaching a thin cylinder
Sq−1 × [1 − ε, 1] via the map α : Sq−1 × {1} → X(q−1). X̃ is homotopy
equivalent to X(q−1), so we know that

DX̃ ' Σ−(n−1)Σ∞(Sn − X̃). (10.24)

If we let α̃ : Sq−1 → X̃ be the inclusion

α̃ : Sq−1 × {1− ε} ⊂ Sq−1 × [1− ε, 1] ⊂ X̃

we then have a description

X = X̃ ∪α̃ Dq.

In particular the composition Sq−1 α̃−→ X̃ ⊂ X ⊂ Sn is an embedding.
Now consider the cofibration sequence

Sq−1 α̃−→ X̃ → X

It’s Spanier - Whitehead dual gives a cofibration sequence of spectra

D(Sq−1)
D(α̃)←−−− D(X̃)← D(X)

We also have the commutative diagram of spectra

Σn−1Σ∞(Sn − α̃(Sq−1)) ←−−−− Σn−1Σ∞(Sn − X̃) ←−−−− Σn−1Σ∞(Sn −X)

'
yµ '

yµ yµ
D(Sq−1)

D(α̃)←−−−− D(X̃) ←−−−− D(X)

In order to prove that the right vertical map µ : Σn−1Σ∞(Sn−X)→ D(X)
is a weak homotopy equivalence, it suffices to show that the top row

Σn−1Σ∞(Sn − α̃(Sq−1))← Σn−1Σ∞(Sn − X̃)← Σn−1Σ∞(Sn −X)

is a cofibration sequence of spectra. This is because if that were the case, then
the above diagram would be a map between cofibration sequences, where two
of the terms are equivalences. This would imply that the third term is an
equivalence.
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We can see that this sequence is a cofibration sequence at the level of
spaces. Namely, since α̃ : Sq−1 → X → X → Sn is an embedding, its comple-
ment can be described by

Sn − α̃(Sq−1) = (Sn − X̃) tSn−X (Sn −Dq).

Thus the cofiber of (Sn − X̃) → (Sn − α̃(Sq−1)) is the quotient
(Sn − Dq)/(Sn − X). But since Sn − Dq is contractible, we have Σ∞(Sn −
Dq)/(Sn −X) ' Σ∞Σ(Sn −X). In other words, Σn−1Σ∞(Sn − α̃(Sq−1))←
Σn−1Σ∞(Sn − X̃) ← Σn−1Σ∞(Sn −X) is a cofibration sequence of spectra.
As mentioned before this is what was needed to complete the proof.

We often have a situation where the embedding of a finite complex X is
given inside a Euclidean space, X ⊂ Rn ⊂ Rn ∪∞ = Sn. So it is natural to
ask how the the homotopy type of the complement Rn −X is related to the
Spanier-Whitehead dual. For this notice that

Rn −X = Sn − (X+))

where the disjoint basepoint in X+ is embedded in Sn as the point at ∞. So
Theorem 10.43 has the following corollary.

Corollary 10.45. Let X be a finite CW -complex regularly embedding in Rn.
then there are weak homotopy equivalences of spectra

Σ−(n−1)Σ∞(Rn −X) = Σ−(n−1)Σ∞(Sn −X+) ' D(X+)

' D(X+)

= D(X) ∨ S

An important result regarding the topology of manifolds, proved by Atiyah
in [8], relates the Thom spectrum of the normal bundle of an embedding into
Euclidean space, e : Mn ↪→ RN , to the Spanier-Whitehead dual of Mn. This
duality property is sometimes known as “Atiyah duality”, and it now follows
quickly from the generalized version of Alexander duality that we’ve proved
(Theorem 10.43) and its Corollary 10.45.

Theorem 10.46. (Atiyah [8]) Let Mn be a closed n-dimensional manifold
and e : Mn ↪→ Rn+k an embedding with normal bundle νke →Mn and tubular
neighborhood ηe. Then there is a weak homotopy equivalence of spectra

Σ∞T (νke ) ' Σn+kD(Mn
+)

Proof. Recall that we have a homeomorphism of the Thom space of the normal
bundle,

(Mn)ν
k
e = νke ∪∞ ∼= ηe ∪∞ ∼= Rn+k/(Rn+k − ηe).
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But since Rn+k is contractible there is a homotopy equivalence

Rn+k/(Rn+k − ηe) ' Σ(Rn+k − ηe).

So we have
(Mn)ν

k
e ' Σ(Rn+k − ηe) ' Σ(Rn+k −Mn).

The theorem now follows from Corollary 10.45.

As in the constructions of the maps yielding Alexander duality (Theorem
10.43) one can give a conceptual, explicit map yielding Atiyah duality, Suppose
the tubular neighborhood ηe ofMn in Rn+k is small enough so that every point
y ∈ ηe has Euclidean distance less that some number ε > 0. Now consider the
subtraction map

Mn × Rn+k α−→ Rn+k (10.25)

(x, v)→ e(x)− v

This map restricts to give a map

Mn ×
(
Rn+k − ηe

) α−→ Rn+k −Bn+k
ε

where Bn+k
ε is the open ball around the origin Rn+k of radius ε. We therefore

have a map of the quotient space

Mn × Rn+k/
(
Mn ×

(
Rn+k − ηe

)) α−→ Rn+k/
(
Rn+k −Bn+k

ε

) ∼= Sn+k.
(10.26)

The left hand quotient space is equal to the smash product with a disjoint
basepoint, Mn

+ ∧
(
Rn+k/(Rn+k − ηe)

)
which in turn, via the tubular neigh-

borhood theorem, is homeomorphic to Mn
+∧Mνk . Thus this subtraction map

defines a map

α : Mn
+ ∧Mνk → Sn+k

and therefore map of spectra, which by abuse of notation we still call α,

α : Mn
+ ∧ Σ−(n+k)Σ∞(Mνk)→ Σ∞(S0) = S. (10.27)

We leave it to the reader to verify, by running through the above proof,
that this subtraction map α yields the Spanier-Whitehead duality between
Mn

+ and the Thom space of the normal bundle Σ−(n+k)Σ∞(T (νk)).

Inspired by this we make the following definition.

Definition 10.29. Let Mn be a closed n-dimensional manifold embedded in
Euclidean space Mn ⊂ Rn+k with normal bundle νk → Mn. Define the spec-
trum M−TM to be the desuspension of the Thom space

M−TM = Σ−(n+k)Σ∞(T (νk)).
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Exercise. Show that the homotopy type of the spectrum M−TM does not
depend on the choice of embedding.

Atiyah duality can then be restated as follows.

Corollary 10.47. There is an equivalence of spectra

M−TM ' D(Mn
+)

= Map(Mn
+,S)

We now observe that the Spanier-Whitehead dual of any space X with a
disjoint basepoint, D(X+) = Map(X+,S) has a natural ring spectrum struc-
ture. This is because there is a natural diagonal map

∆ : X+ → (X ×X)+ = X+ ∧X+ (10.28)

and of course a (commutative) ring structure on the sphere spectrum

S ∧ S =−→ S.

This allows us to make the following ring structure on D(X+) = Map(X+,S):

µ : Map(X+,S) ∧Map(X+,S)
γ−→Map(X+ ∧X+,S ∧ S) (10.29)

∆∗−−→Map(X+,S ∧ S)
=−→Map(X+,S)

where γ(φ1 ∧ φ2)(x1 ∧ x2) = φ1(x1) ∧ φ2(x2) and ∆∗(ψ)(x) = ψ(∆(x)) =
ψ(x ∧ x).

Actually this ring structure is commutative in the sense of [76] essentially
because the diagonal map is cocommutative and because the ring structure on
S is commutative. We refer the reader to [76] for a discussion of commutative
ring (symmetric) spectra.

Notice that by Corollary 10.47 this ring structure translates to give the
Thom spectrum M−TM the structure of a commutative ring structure. In [29]
the author described an explicit ring structure on M−TM defined in terms of
an embedding Mn ↪→ Rn+k.

10.9 Eilenberg-MacLane spectra and the Steenrod alge-
bra

When we first introduced the notion of a spectrum toward the beginning of
this chapter, one of the first examples described was that of the Eilenberg-
MacLane spectrum HG, where G is an abelian group. The nth space in this
spectrum (HG)n is an Eilenberg-MacLane space

(HG)n = K(G,n).
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The main reason that these spaces, and the resulting spectrum are so impor-
tant is that they classify ordinary (co)homology, In particular, if X is any
based space of the homotopy type of a CW -complex

Hn(X;G) ∼= [X,K(G,n)]. (10.30)

Because the Eilenberg-Steenrod axioms are satisfied, this means that, via
Brown’s Representability Theorem 10.16 and Whitehead’s Theorem 10.18,
that the Eilenberg-MacLane spectrum HG represents ordinary (co)homology
with G-coefficients. This means that given any pair of spaces A ⊂ X of the
homotopy type of CW complexes

Hq(X,A;G) ∼= [X/A,ΣqHG] and Hq(X,A;G) ∼= πq(X/A ∧HG).

In fact if E is a spectrum its homology and cohomology are given by

Hq(E;G) ∼= [E,ΣqHG] and Hq(E;G) ∼= πq(E ∧HG).

In particular notice that

H∗(HG;G) ∼= [HG,HG]∗

where the superscript ∗ represents the degree of the maps to be taken. That
is, [HG,HG]q = [HG,ΣqHG].

This observation describes a special case of the generalized cohomology
of a representing spectrum. Namely, suppose E is a spectrum representing a
generalized cohomology theory E∗. Then

E∗(E) = [E,E]∗.

When E is a ring spectrum these cohomology groups form a ring via com-
position. Indeed they form an algebra over the ground ring E∗ = E∗(point) =
π0(E). As we will see, the importance of this algebra is due to the fact that it
forms the algebra of E∗-cohomology operations, in a sense that we will now
make precise.

10.9.1 Cohomology operations

Recall that according to Definition 10.8, a generalized cohomology theory E∗

consists of a collection of functors from the category of CW -pairs CW2 to the
category of abelian groups G, as well as a collection of natural “coboundary”
homomorphisms δq : Eq(A) → Eq+1(X,A) for any CW -pair (X,A), that
satisfy the Homotopy, Excision, and Exactness Eilenberg-Steenrod axioms.

Definition 10.30. Let E∗ be a generalized cohomology theory. An E∗-
cohomology operation of degree k is a collection of natural transformations
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αq : Eq → Eq+k that respect the coboundary homomorphisms. That is, for
any CW pair (X,A),

δq+kαq(x) = αq+1δq(x)

for any x ∈ Eq(A).

Given a cohomology operation α = {αq} of degree k, we simply write

α : E∗ → E∗+k.

Remark. The type of cohomology operations we are considering are some-
times referred to as “stable cohomology operations” since our definition im-
plies that such a cohomology operation commutes with the suspension iso-
morphism E∗(X) ∼= E∗(ΣX, point).

Exercise. Verify this statement. That is, verify that according to our defi-
nition of a cohomology operation, such an operation commutes with the sus-
pension isomorphism.

In this book we are mostly concerned with cohomology operations for
ordinary cohomology with coefficients in Z/p where p is a prime number.
Notice that the set of these operations form an algebra over the field Z/p.
The multiplication is given by composition of cohomology operations. This
algebra is called the “mod p Steenrod algebra” which we denote by Ap.

Notice that if (X,A) is any pair in CW2, its cohomology H∗(X,A;Z/p)
forms a module over the Steenrod algebraAp, under application of cohomology
operations. This structure is extremely important in homotopy theory, and so
we explore it further here.

The following is the basic connection between the Steenrod algebra Ap of
mod p cohomology operations, and the mod p Eilenberg-MacLane spectrum.

Theorem 10.48. There is an isomorphism of algebras over Z/p

φ : Ap
∼=−→ H∗(HZ/p;Z/p) ∼= [HZ/p,HZ/p]∗.

Proof. (Sketch). In some ways the proof of this theorem is formal. We suggest
the book by Mosher and Tangora [124] for details.

Let a ∈ Ap be an element of degree k. Since a is a cohomology operation, it
acts on the mod p cohomology of every space, and in particular of Eilenberg-
MacLane spaces. So a ∈ Ap defines homomorphisms

an : Hn(K(Z/p, n);Z/p)→ Hn+k(K(Z/p;n);Z/p)

for every n ≥ 0.
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Now Hn(K(Z/p, n);Z/p) = Z/p so consider the image of the genera-
tor an(ι) ∈ Hn+k(K(Z/p;Z/p). Since cohomology is classified by Eilenberg-
MacLane spaces, we can represent these cohomology classes by maps which
are well-defined up to homotopy, which by abuse of notation we call

an : K(Z/p, n)→ K(Z/p, n+ k)

for each n.
Furthermore, and the reader should check this, because the cohomology

operation a ∈ Ap respects the suspension homomorphism, the following dia-
grams homotopy commute:

K(Z/p, n)
an−−−−→ K(Z/p, n+ k)

'
y y'

ΩK(Z/p, n+ 1) −−−−→
Ωan+1

ΩK(Z/p, n+ k + 1).

The an’s then fit together to give a map of ω-spectra, which by abuse of
notation we again call

a : HZ/p→ ΣkHZ/p,

We leave it to the reader to check that this map of spectra is well-defined up
to homotopy, and this correspondence defines a map of graded algebras,

φ : Ap → [HZ/p;HZ/p]∗.

To see that this map is an isomorphism, we note that the above procedure is
completely reversible. Namely, given α ∈ [HZ/p;HZ/p]k, we represent α by a
map of ω-spectra, which defines maps

αn : K(Z/p, n)→ K(Z/p, n+ k)

such that the following diagrams commute:

K(Z/p, n)
αn−−−−→ K(Z/p, n+ k)

'
y y'

ΩK(Z/p, n+ 1) −−−−→
Ωαn+1

ΩK(Z/p, n+ k + 1).

(10.31)

If (X,A)is any CW -pair, then by composition the maps αn then define maps

[X/A,K(Z/p, n)]
αn−−→ [X/A,K(Z/p, n+ k)]

Hn(X/A;Z/p) αn−−→ Hn+k(X/A;Z/p)

We leave it to the reader to check that the commutativity of the squares
(10.31) says that these operations are homomorphisms that commute with
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the suspension homomorphism, and therefore define a cohomology operation
ψ(α) ∈ Ap, We leave it to the reader to fill in the details of this argument and
to check that φ : Ap → [HZ/p,HZ/p]∗ and ψ : [HZ/p,HZ/p]∗ → Ap are both
algebra homomorphisms that are inverse to each other.

Historically, the Steenrod algebra Ap was discovered in two main steps.
First, in approximately 1950, N. Steenrod described cohomology operations
Sqi with coeffiencts in Z/2 that became known as “Steenrod squares” and he
studied many of their properties. His student J. Adem found the multiplica-
tive relations the Steenrod operations satisfied. Steenrod produced similarly
defined cohomology operations Pi with coefficients in Z/p for p an odd prime,
which he called “reduced powers”. The reduced powers were shown to satisfy
similar “Adem relations”.

The second step, which we see is necessary by Theorem 10.48, is a cal-
culation of [HZ/p,HZ/p]∗. To do this one needs to compute the cohomol-
ogy of the Eilenberg-MacLane spaces, H∗(K(Z/p, n);Z/p). This was carried
out by Cartan and Serre. A very nice account of that calculation is given
in [124]. It is a beautiful example of a calculation using Serre’s spectral se-
quence. In any case, the result of these calculations was that the Steenrod
algebra Ap(= [HZ/p,HZ/p]∗) is precisely the algebra generated by the Steen-
rod squares at p = 2, and by the reduced powers together with the “Bockstein
operator” β : Hq(X,A;Z/p)→ Hq+1(X,A;Z/p) when p is odd.

To understand the Bockstein operator, recall that given any short exact
sequence of abelian groups

0→ H
ι−→ G

p−→ K → 0 (10.32)

there is an associate long exact sequence of cohomology groups,

δ−→ Hq(X,A;H)
ι∗−→ Hq(X,A;G)

p∗−→ Hq(X,A;K)
δ−→ Hq+1(X,A;H)

ι∗−→ . . .

The connecting homomorphism δ : Hq(X,A;K) → Hq+1(X,A;H) is known
as the “Bockstein operator” associated to the short exact sequence (10.32).
Of particular importance are the Bockstein operators associated to the short
exact sequence

0→ Z/p→ Z/p2 → Z/p→ 0

for p a prime.

Exercise. Show that the Bockstein operator β : Hq(X,A;Z/p) →
Hq+1(X,A;Z/p) associated to this short exact sequence is a cohomology op-
eration in the sense of Definition 10.30.
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10.9.2 The axioms and some consequences

In the famous book by Steenrod and Epstein on cohomology operations [144],
they showed that the Steenrod squaring operations satisfy the following ax-
ioms, and moreover, they are completely characterized by these axioms.

Axioms. (10.33)

1. There are cohomology operations in the sense of Definition 10.30 known
as “Steenrod squares”

Sqi : Hn(−;Z/2)→ Hn+i(−;Z/2)

for all integers i ≥ 0.

2. Sq0 = 1 the identity transformation

3. Sqi(x) = 0 if the dimension of x is less than i

4. Sqi(x) = x2 if the dimension of x equals i

5. The Steenrod squares satisfy the product formula known as the “Cartan
formula”:

Sqi(xy) =
∑
j

(Sqjx)(Sqi−jy).

6. Sq1 is the Bockstein homomorphism associated to the coefficient sequence

0→ Z/2→ Z/4→ Z/2→ 0.

7. The Steenrod squares satisfy the “Adem relations”:

For a < 2b,

SqaSqb =
∑
j

(
b− j − 1

a− 2j

)
Sqa+b−jSqj

where the binomial coefficients are taken mod 2.

Axioms (6) and (7) can be shown to be consequences of axioms (1)-(5).
Since they commute with the suspension isomorphism, the Steenrod opera-
tions act on the cohomology of spectra as well as spaces.

A consequence of Cartan and Serre’s calculation of the cohomology of
the Eilenberg-MacLane spaces H∗(K(Z/2, n);Z/2) and the resulting calcula-
tion of the cohomology of the Eilenberg-MacLane spectra, H∗(HZ/2;Z/2) =
[HZ/2,HZ/2]∗ one has the following theorem.

Theorem 10.49. The algebra of Z/2-cohomology operations A2 =
[HZ/2,HZ/2]∗ is the algebra over Z/2 generated by the Steenrod squaring
operations Sqi subject to the Adem relations.
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In this book we will mostly be concerned with mod 2 cohomology opera-
tions, but in Steenrod and Epstein’s book [144] they also describe the following
mod p cohomology operations for p an odd prime.

Let p be an odd prime and let

β : Hq(X,A;Z/p)→ Hq+1(X,A;Z/p)

be the Bockstein operator associated to the short exact sequence

0→ Z/p→ Z/p2 → Z/p→ 0.

We have the following axioms:

Axioms. (10.34)

1. There are cohomology operation in the sense of Definition 10.30

P i : Hq(X,A;Z/p)→ Hq+2i(p−1)(X,A;Z/p)

known as “Steenrod reduced power operations” for all integers i ≥ 0.

2. P 0 = 1 the identity transformation

3. If dim(x) = 2k, then P k(x) = xp.

4. If 2k > dim(x), then P k(x) = 0.

5. The reduced power operations satisfy a product formula known as the
“Cartan formula”:

P k(xy) =
∑
i

P i(x)P k−i(y).

6. The reduced powers satisfy the “Adem relations””: If a < pb then

P aP b =

[a/p]∑
t=0

(−1)a+t

(
(p− 1)(b− t)− 1

a− pt

)
P a+b−tP t.

If a ≤ b then

P aβP b =

[a/p]∑
t=0

(−1)a+t

(
(p− 1)(b− t)

a− pt

)
βP a+b−tP t

+

[(a−1)/p]∑
t=0

(−1)a+t−1

(
(p− 1)(b− t)− 1

a− pt− 1

)
P a+b−tβP t.
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Again, by the calcuation of Cartan and Serre of the cohomology of the
Eilenberg-MacLane spaces H∗(K(Z/p, n);Z/p) and the resulting calculation
of the cohomology of the Eilenberg-MacLane spectrum, H∗(HZ/p;Z/p) ∼=
[HZ/p,HZ/p]∗ one has the following theorem:

Theorem 10.50. For p an odd prime, the algebra of Z/p-cohomology opera-
tions Ap = [HZ/p,HZ/p]∗ is the algebra over Z/p generated by the Steenrod
reduced power operations P i and the Bockstein operator β, subject to the Adem
relations.

As it turns out, the axioms for the Steenrod squares and Steenrod’s reduced
power operations completely characterize these cohomology operations (see
[144] for a verification). We now observe that calculations can be directly
made using these axioms.

Proposition 10.51. . Let X be a space and u ∈ H1(X;Z/2). Then

Sqi(uk) =

(
k
i

)
uk+i.

Proof. If k = 0, then the proposition follows immediately from Axioms 2 and
3 given in (10.33). Now we use induction on k, and observe that

Sqi(uk) = Sqi(u · uk−1) = Sq0(u) · Sqi(uk−1) + Sq1u · Sqi−1(uk−1)

=

[(
k − 1
i

)
+

(
k − 1
i− 1

)]
uk+i =

(
k
i

)
uk+i.

For ease of notation let P denote the infinite dimensional real projective
space P = RP∞. Recall that its cohomology is the polynomial algebra,

H∗(P;Z/2) ∼= Z/2[a]

where a ∈ H1(P;Z/2). Proposition 10.51 then gives a complete calculation of
H∗(P;Z/2) as a module over A2.

10.9.3 Basic algebraic properties

We now discuss some basic properties of the Steenrod algebra Ap. For a more
detailed discussion we refer the reader to the book by Steenrod and Epstein
[144].

We begin with a purely combinatorial identity which is extremely useful
in making calculations with the Steenrod algebra.
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Proposition 10.52. Let p be a prime and let a =
∑k
i=0 aip

i and b =∑k
i=0 bi, p

i (0 ≤ ai, bi < p). Then(
b
a

)
=

m∏
i=0

(
bi
ai

)
mod p.

We leave the proof of this proposition as an exercise for the reader, or the
reader can refer to [144] for a proof. The main observation needed for the

proof is that because for 0 < i < p, the binomial coefficient

(
p
i

)
is congruent

to zero mod p, and so

(1 + x)p = 1 + xp mod p,

and by induction,

(1 + x)p
i

= 1 + xp
i

mod p

for all i.

We now focus our attention on the mod 2 Steenrod algebra, A2.

Given a finite sequence of nonnegative integers, I = (i1, · · · , ik), k is called
the length of I, k = `(I). We write

SqI = Sqi1 · · ·Sqik .

We say that a sequence I is admissible if iq ≥ 2iq+1 for q = 1, · · · , k − 1 and
if ik ≥ 1.

Theorem 10.53. The collection {SqI : I is admissible} forms a Z/2-vector
space basis for A2.

Proof. Given a sequence I = (i1, · · · , ik) we define its moment to be

m(I) =

k∑
q=1

kik.

We first show that any SqI , for any inadmissible sequence I is a sum of SqJ ’s
where the sequences J have smaller moment than I. This will show that the
admissible monomials span the Steenrod algebra.

Let I = (i1, · · · , ik) be an inadmissible sequence with no zeros. Then for
some q, iq < 2iq+1. Now by the Adem relations,

SqI = SqLSqiqSqiq+1SqM =
∑
j

ajSq
LSqiq+iq+1−jSqjSqM
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where aj ∈ Z/2. It is easy to check that each of the monomials in the sum
have smaller moment than m(I). Thus the admissible monomials span A2

In order to prove that the admissible monomials inA2 are linearly indepen-
dent we need the following lemma, which involves an independently interesting
calculation.

Let Pn denote the n-fold cartesian product of the infinite dimensional
projective space P with itself. Let w = a× · · · × a ∈ Hn(Pn;Z/2). Notice that
the following lemma will prove that the admissible monomials are linearly
independent, and will complete the proof of this theorem.

Lemma 10.54. The map A2 → H∗(Pn;Z/2) defined by

SqI → SqI(w)

sends admissible monomials of dimension ≤ n to linearly independent ele-
ments.

Proof. We prove this lemma by induction on n. For n = 1 it follows from the
fact that Sq1(a) = a2 6= 0. So we now assume the lemma is true for n − 1.
Our goal is to prove it for n. So suppose that∑

I

aISq
I(w) = 0

where the sum is taken over monomials of a fixed dimension q, where q ≤ n.
Our job is to prove that this implies that the coefficients aI are all zero. We
do this by decreasing induction on the length `(I). Suppose that aI = 0 for
`(I) > k. We can rewrite the above equality as∑

`(I)=k

aISq
I(w) +

∑
`(I)<k

aISq
I(w) = 0. (10.35)

Now the Kunneth formula says that

Hq+n(Pn;Z/2) ∼=
∑
s

Hs(P;Z/2)⊗Hq+n−s(Pn−1;Z/2).

Let π be the projection onto the summand with s = 2k. Let w = u×w′, where
w′ ∈ Hn−1(Pn−1;Z/2) is the generator. Then by the Cartan formula

SqI(w) = SqI(a× w′) =
∑
I≤J

SqJ(u)× SqI−J(w′) (10.36)

where J ≤ I means that 0 ≤ jr ≤ ir for all r. Let Jk be the sequence
(2k−1, · · · , 21, 20).

We claim that

πSqI(w) =

{
0 if `(I) < k

a2k × SqI−Jk(w′) if `(I) = k.
(10.37)
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To see this, notice that since dima = 1, SqJ(a) = 0 unless J has the form
(2q−1, 2q−2, · · · , 2, 1) for some q. We call this sequence Jq. Notice furthermore
SqJq (a) = a2q .

To prove (10.37), notice that if `(I) < k then J ≤ I implies that `(J) < k
and so πSqi(w) = 0. If `(I) = k, then π(SqJ(a) × SqI−J(w′)) = 0 unless
J = Jk ≤ I. This verifies (10.37).

If we apply π to equation (10.35) and use (10.37), we find that

a2k ×
∑
`(I)=k

aISq
I−Jk(w′) = 0. (10.38)

Now one can easily check that as I ranges over all admissible sequences of
length k and dimension q, I − Jk will range over all admissible sequences of
length ≤ k, and dimension q − 2k + 1, and the correspondence is one-to-one.
Since k ≥ 1, we have that q − 2k + 1 ≤ n − 1. So the inductive assumption
on n implies that each coefficient in equation (10.38) is zero. Thus aI = 0 for
`(I) = k. This completes the proof of the lemma and therefore of Theorem
10.53.

We now have an additive basis for the Steenrod algebra A2. Our next goal
is to find a convenient set of multiplicative generators.

Suppose that A is an associative nonnegatively graded algebra over a field
k, with A0 = k. (Here A0 is the subalgebra of elements of grading zero.)
Then recall that the set of decomposable elements of A is the image of the
multiplication map,

µ : A>0 ⊗A>0 → A,

where A>0 consists of those elements of positive grading. This image is a
two-sided ideal, and the quotient,

Q(A) = A/µ(A>0 ⊗A>0)

is called the set of indecomposable elements of A. Our next goal is to compute
the set of indecomposable elements in the Steenrod algebra, A2.

Lemma 10.55. The Steenrod square Sqi is decomposable if and only if i is
not a power of 2.

Proof. We write the Adem relations in the form(
b− 1
a

)
Sqa+b = SqaSqb +

∑
j>0

(
b− 1− j
a− 2j

)
Sqa+b−jSqj

where 0 < a < 2b. One then immediately sees that if

(
b− 1
a

)
= 1 ∈ Z/2,
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then Sqa+b is decomposable. Now suppose that i is not a power of 2. Then
there is a unique k such that i = a + 2k, 0 < a < 2k. Let b = 2k. Then
b − 1 = 1 + 2 + · · · + 2k−1. But as is immediate from Proposition 10.52,(
b− 1
a

)
= 1 ∈ Z/2. Thus Sqi is decomposable.

To prove the converse, let i = 2k. Suppose by way of contradiction that

Sq2k is decomposable, so we can write

Sq2k =

2k−1∑
j=1

mjSq
j .

Then if u ∈ H1(P;Z/2) = Z/2 is the generator, we would have that

u2k+1

= Sq2ku2k =

2k−1∑
j=1

mjSq
j(u2k) = 0

since for 1 ≤ j ≤ 2k−1, dimSqj < dimu2k . This contradiction completes the
proof of the lemma.

From this we now have a set of multiplicative generators of A2:

Theorem 10.56. The elements Sq2k multiplicatively generate A2.

We record the analogous results for Ap, for p an odd prime. Again we refer
the reader to [144] for details.

A monomial in Ap can be written in the form

βε0P s1βε2 · · ·P skβεk

where εi = 0, 1 and the si’s are positive integers. We denote this monomial by
P I , where I = (ε0, s1, ε2, s2, · · · , sk, εk).

A sequence I is called admissible if si ≥ psi+1 + εi for all i ≥ 1. We call
the corresponding element P I and refer to it as an admissible monomial.

Theorem 10.57. For p an odd prime the admissible monomials P I ∈ Ap
form an additive basis for Ap.

Theorem 10.58. The elements P p
j

and the Bockstein β multiplicatively gen-
erate Ap, for p an odd prime.
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10.9.4 Hopf algebras, the canonical antiautomorphism, and
the dual of the Steenrod algebra

The Steenrod algebra Ap has an additional structure stemming from the Car-
tan formula. It is a Hopf algebra.

Definition 10.31. A graded Hopf algebra B over a field k is both a unital,
associative graded algebra and a counital coassociative coalgebra coalgbra over
k such that the coproduct map,

ψ : B → B ⊗ B
is a map of algebras.

All Hopf algebras considered in this book will be graded. We often will
delete the term “graded” in our discusions of these Hopf algebras.

We observe that the Steenrod algebra Ap is a Hopf algebra over Z/p, where
the coproduct is induced by the map on generators,

ψ(Sqk) =

k∑
i=0

Sqi ⊗ Sqk−i, for p = 2. For p odd, (10.39)

ψ(P j) =

j∑
i=0

P i ⊗ P j−i, andψ(β) = β ⊗ 1 + 1⊗ β. (10.40)

Exercise. Show that with the coproduct as defined above, Ap is a Hopf
algebra. That is, show that the coproduct ψ is a map of algebras over Z/p.

Hint. For p = 2 let Ā2 be the free algebra over Z/2 generated by Sqi :
i > 0. There is a natural surjective map π : Ā2 → A2 sending Sqi to Sqi

that has kernel generated by the Adem relations. The map ψ defined above
defines an algebra homomorphism ψ̄ : Ā2 → A2 ⊗A2. You have to show that
ψ̄ vanishes on ker π. If you have trouble carrying this out, see the argument
at the beginning of Chapter II of [144].

We make three more observations about the Hopf algebra structure of the
Steenrod algebra, Ap.
• Ap is a connected Hopf algebra. Recall that a Hopf algebra A over a field
k is connected if it is connected as a coalgebra. This means that A has no
nonzero terms of negative grading, and the counit map ε : A → k is an
isomorphism in degree zero.

Exercise. Show that in a connected Hopf algebra over k, the coproduct
map satisfies

ψ(a) = a⊗ 1 + 1⊗ a+
∑
i

a′i ⊗ a′′i

where the degrees of all the terms a′i and a′′i in this summation are all
positive. Notice that in the case of Ap, this follows immediately from the
definition of ψ on the generators P k and β.
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• As a connected Hopf algebra, the Steenrod algebra Ap has a canonical
antiautomorphism

χ : Ap → Ap (10.41)

defined via the following formulas. If ψ(a) = a ⊗ 1 + 1 ⊗ a +
∑
i a
′
i ⊗ a′′i

Then

χ(1) = 1 and 0 =

k∑
i=0

χ(a′i)a
′′
i .

Exercises.

1. Show that χ : Ap → Ap is an antiautomorphism. That is, χ(1) = 1 and
χ(a · b) = χ(b)χ(a).

2. For p = 2 consider the total Steenrod square Sq = 1 + Sq1 + Sq2 +
· · · + Sqj + · · · and its image under the antiautomorphism, χ(Sq) = 1 +
χ(Sq1)+χ(Sq2)+ · · ·+χ(Sqj)+ · · · . Show that they are “inverse” to each
other in the sense that

χ(Sq)Sq = 1.

• As a coalgebra, A2 is cocommutative. That is, the following diagram com-
mutes:

A2
ψ−−−−→ A2 ⊗A2

=

y yτ
A2

ψ−−−−→ A2 ⊗A2

where τ(a × b) = b ⊗ a. This follows from the symmetry of the Cartan
product formula upon which the coproduct ψ is based (10.39).

Notice that since Ap is a connective Hopf algebra for each prime p, we can
consider the algebra structure on its dual, A∗p. By the dual of the Steenrod
algebra A∗p we mean the graded dual. that is,

A∗p =

∞⊕
d=0

(Ap)∗d

where (Ap)∗d = Hom((Ap)d,Z/p) with (Ap)d being the degree d component
of Ap.

It turns out, by a beautiful calculation of Milnor in [117], the dual algebra
structure on A∗p is very tractable, even though the algebra structure on Ap
is quite complicated. We refer the reader to Milnor’s orignial paper [117] or
the account in Steenrod and Epstein’s book [144] for a proof of the following
theorem.
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Theorem 10.59. (Milnor [117]).
Let {(SqI)∗ : I is admissible} be the additive basis of A∗2 dual to the

basis of admissible sequences of A2. Let Ik be the admissible sequence Ik =
(2k−1, 2k−2, · · · , 2, 1), and let ξk = (SqIk)∗ ∈ A∗2. Then as an algebra, A∗2 is
the polynomial algebra on the ξj’s,

A∗2 ∼= Z/2[ξ1, ξ2, · · · , ξj , · · · ]

To state the analogous result for p an odd prime, consider the admissible
sequences

Jk = (0, pk−1, 0, pk−2, . . . , 0, p1, 0, p0),

and
J ′k = (0, pk−1, 0, pk−2, . . . , 0, p1, 0, p0, 1).

Let P Jk and P J
′
k be the corresponding admissible monomials in Ap. Notice

that P Jk involves no Bocksteins, and P J
′
k = P Jkβ.

Let ξk ∈ A∗p be the dual of P Jk and τk be the dual of P J
′
k with respect to

the basis of admissible monomials in Ap. Notice that ξk has degree 2(pk − 1)
and τk has degree 2pk − 1 in A∗p.

Theorem 10.60. (Milnor [117]) There is an isomorphism of graded algebras,

E(τ0, τ1, . . . )⊗ Z/p[ξ1, ξ2, . . . ] ∼= A∗p
where E(τ0, τ1, . . . ) is the exterior algebra over Z/p generated by the τi’s, and
Z/p[ξ1, ξ2, . . . ] is the polynomial algebra over Z/p generated by the ξj’s.

10.9.5 The Hopf Invariant

We now describe a classical application of the the Steenrod algebra to the ho-
motopy groups of spheres. In particular we study the question of the existence
of elements of the homotopy groups of spheres having Hopf invariant one.

Given a map φ : S2n−1 → Sn, it’s Hopf invariant, h(φ), is defined as
follows. Consider the mapping cone,

C(φ) = Sn ∪φ D2n

where here D2n represents the closed disk of dimension 2n which is attached to
Sn along its boundary ∂D2n = S2n−1 via the map φ. That is, C(φ) is the CW
complex built out of the union of Sn with D2n, subject to the identification
of x ∈ S2n−1 = ∂D2n with φ(x) ∈ Sn.

Now compute in mod 2 cohomology

H̃q(C(φ);Z/2) =

{
Z/2 if q = n or 2n

0 otherwise
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Let σn ∈ Hn(C(φ);Z/2) and σ2n ∈ H2n(C(φ);Z/2) be the generators. Now
take the cup square,

σ2
n = ε · σ2n ∈ H2n(C(φ)Z/2)

where ε ∈ Z/2. Then the Hopf invariant of φ is defined to be the coefficient

h(φ) = ε ∈ Z/2.

Notice that we could have equivalently defined the Hopf invariant h(φ) by

Sqn(σn) = h(φ)σ2n.

Exercises.
1. Show that the Hopf invariant is a homotopy invariant. That is, if

φ1 and φ2 : S2n−1 → Sn are homotopic, then h(φ1) = h(φ2), and more-
over,

h : π2n−1(Sn)→ Z/2

is a homomorphism.

2. Extend the definition of the Hopf invariant(s) to the stable homotopy
groups of spheres

hk : πk−1(S)→ Z/2,

where if ψ : Σk−1S → S represents a class in πk−1(S), and it has mapping
cone C(ψ), then define hk(ψ) by the equation in cohomology

Sqk(σ0) = hk(ψ) · σk

where σ0 and σk are the generators of Hq(C(ψ)Z/2) in dimensions zero and
k respectively.

Show that hk : πk−1(S)→ Z/2 is well-defined.

3. Consider the self map of the sphere spectrum t : S → S of degree 2.
That is, t ∈ π0(S) = Z represents 2 ∈ Z. Show that t has Hopf invariant one,

h1(t) = 1 ∈ Z/2.

We now describe an immediate application of the Steenrod algebra to the
problem of the existence of elements of the stable homotopy groups of spheres
having Hopf invariant one.

Theorem 10.61. If there exists an element φ ∈ πk−1(S) with Hopf invariant
hk(φ) = 1 ∈ Z/2, then k is a power of 2.

Proof. Suppose φ ∈ πk−1(S) has Hopf invariant one. Then in the mapping
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cone C(φ), Sqk(σ0) = σk ∈ Hi(C(φ);Z/2). Suppose k is not a power of 2.
The by Lemma 10.55, Sqk is decomposable. So we may write

Sqk =

k−1∑
j=1

ajbj

where for each j, the dimension of bj is equal to j and the dimension of aj
is k − j. Now Sqk(σ0) 6= 0 implies that bj(σ0) 6= 0 for some j. But bj(σ0) ∈
Hj(C(φ);Z/2) = 0 since 1 ≤ j ≤ k−1. This contradiction implies the theorem.

This result has an important application to the question of the existence
of certain multiplicative structures on spheres and on Euclidean spaces.

Let Si, i = 1, 2, 3 be spheres of dimension n − 1, and suppose one has a
pairing

µ : S1 × S2 → S3.

We say that µ has bidegree (α, β) if the restriction of µ to S1× x2 has degree
α and the restriction of µ to x1 × S2 has degree β. Here xi ∈ Si are base-
points. Notice that the degree is independent of the choices of xi ∈ Si. We
observe that if we think of S1 ∈ C as the unit complex numbers, then complex
multiplication defines a map

µ1 : S1 × S1 → S1

of bidegree (1, 1). Similiarly multiplication of quaternions defines a map µ3 :
S3×S3 → S3 and multiplication of the octonians defines a map µ7 : S7×S7 →
S7, both having bidegree (1, 1).

Now go back to the general case of a map µ : S1 × S2 → S3 of bidegree
(α, β). Let Di, i = 1, 2, 3 be closed n-dimensional disks so that

∂Di = Si.

Notice that ∂(D1×D2) = (S1×D2)∪(D1×S2) which is a (2n−1) dimensional
sphere, and that

(D1 × S2) ∩ (S1 ×D2) = S1 × S2.

Consider the suspension ΣS3 which is an n-dimensional sphere. This sus-
pension consists of an upper and lower cone which we denote by C+ and
C−. These are n-dimensional cells with C+ ∩ C− = S3. We extend the map
µ : S1 × S2 → S3 to a map

C(µ) : (D1 × S2) ∪ (S1 ×D2)→ C+ ∪ C− = ΣS3
∼= Sn

in such a way that C(µ)(D1×S2) ⊂ C+ and C(µ)(S1×D2) ⊂ C−. (We leave
it to the reader to verify that such and extension can be produced.) Then
C(µ) is a map

C(µ) : S2n−1 → Sn.

We now prove the following theorem about this construction.
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Theorem 10.62. The Hopf invariant of the map C(µ) : S2n−1 → Sn is the
product of the components of the bidegree mod 2:

h(C(f)) = αβ ∈ Z/2.

Proof. (See [144]) The product of the disks D1 × D2 has boundary equal to
(D1 × S2) ∪ (S1 ×D2). So may consider the space

X = (D1 ×D2) ∪C(µ) S
n

where the attaching is along the boundary ∂(D1 × D2) via the map C(µ).
Notice that the attaching map gives rise to a map of triples

g : (D1 ×D2, D1 × S2, S1 ×D2)→ (X,C+, C−).

Let u ∈ Hn(X;Z/2) = Z/2 be the generator. Define u+ and u− to be the

inverse images of u under the isomorphisms Hn(X,C+;Z/2)
∼=−→ Hn(X;Z/2)

and Hn(X,C−;Z/2)
∼=−→ Hn(X;Z/2) respectively. Consider the commutative

diagram (all coefficients are taken to be Z/2)

Hn(X)⊗Hn(X)
×−−−−→ H2n(X)

∼=
x x∼=

Hn(X,C+)⊗Hn(X,C−)
×−−−−→ H2n(X,ΣS3)

Thus the cup product u+ ∪ u− has image u2 under the map H2n(X; ΣS3)→
H2n(X).

Now easy diagram chases that we leave to the reader (or refer to [144])
show that the map of triples g restricts to maps in cohomology

g∗ : Hn(X,C−)→ Hn(D1 ×D2, S1 ×D2) and

g∗ : Hn(X,C+)→ Hn(D1 ×D2, D1 × S2)

such that g∗(u+) = αv+ and g∗(u−) = βv− where v+ ∈ Hn(D1×D2, S1×D2)
and v− ∈ Hn(D1×D2, D1×S2) are the generators. Notice that v+ determines
a class v1 ∈ Hn(D1, S1) and v− determines a class v2 ∈ Hn(D2, S2) under the
obvious projection maps. Now

v+ ∪ v− = (v1 × 1) ∪ (1× v2) = v1 × v2.

Therefore
g∗(u+) ∪ g∗(u−) = αβ(v1 × v2)

and (v1 × v2) generates H2n(D1 ×D2;D1 × S2 ∪ S1 ×D2).
Now g : (D1 × D2, D1 × S2 ∪ S1 × D2) → (X,ΣS3) is a relative homeo-

morphism and so induces an isomorphism in cohomology. Therefore we have
isomorphisms

H2n(X)
∼=←− H2n(X,ΣS3)

∼=−→ H2n(D1 ×D2, D1 × S2 ∪ S1 ×D2)
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Under these isomorphisms, u2 ∈ H2n(X) corresponds to u− ∪ u+ ∈
H2n(X; ΣS3) and to αβ(u1 × u2) ∈ H2n(D1 ×D2, D1 × S2 ∪ S1 ×D2). Since
(u1 × u2) ∈ H2n(D1 × D2, D1 × S2 ∪ S1 × D2) corresponds to the gener-
ator of H2n(X) under these isomorphisms, this completes the proof of the
theorem.

Notice that Theorem 10.62 says that if there is a pairing

µ : Sn−1 × Sn−1 → Sn−1

that has bidegree (1, 1) then the resulting construction C(µ) : S2n−1 → Sn has
Hopf invariant one. But by Theorem 10.61 we know that this cannot happen
unless n is a power of 2. That is to say we have the following application of
these results.

Corollary 10.63. If there is a pairing µ : Sn−1 × Sn−1 → Sn−1 of bidegree
(1, 1), then n = 2k for some k ≥ 0.

Finally we remark that if Rn has the structure of a division algebra (even
a non-associative one) then its unit sphere Sn−1 would admit a pairing of
bidigree (1, 1). This is given by the restriction of the multiplication map

µ : Sn−1 × Sn−1 ⊂ (Rn − {0})× (Rn − {0}) multiply−−−−−→ Rn − {0} '−→ Sn−1

where the last map is the homotopy equivalence given by radial retraction of
Rn − {0} onto the unit sphere. Notice that the image of the multiplication of
two nonzero elements of Rn is nonzero is because a division algebra contains
no zero divisors.

Exercise. Show that the pairing of the unit sphere Sn−1 described above
when Rn is a not-necessarily commutative or associative division algebra, has
bidegree (1, 1).

From these arguments we know that the only dimensions in πn−1(S) that
can possibly contain elements of Hopf invariant one are when n = 2k for
some k ≥ 0. In one of the most striking algebraic topology results of the
20th century, J. F. Adams showed that there are no elements of πn−1(S) of
Hopf invariant one unless n = 1, 2, 4, 8 [3]. In particular this means that the
only dimensions n for which Rn can have the structure of a division algebra
are n = 1, 2, 4, or 8. Of course such structures in these dimensions are well
known: the real numbers when n = 1, the complex numbers when n = 2, the
Hamiltonians when n = 4, and the octonions when n = 8. What was startling
was that sophisticated techniques from algebraic topology could be used to
show that no such structures exist in other dimensions.

Adams’s technique for the solution of this problem is what became known
as the Adams spectral sequence. We will say more about this spectral sequence
later in this chapter.
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10.9.6 Definitions

So far our discussion of the Steenrod algebra and its applications were based
on the assumption that the Steenrod squares and reduced powers exist, and
satisfy the axioms 10.33 and 10.34. We now give a quick definition of the
Steenrod squaring operations.

Given a space X, consider the diagonal mapping ∆ : X → X × X. This
map is clearly equivariant with respect to the trivial Z/2- action on the source
X and the action on the target X ×X given by permuting the coordinates.
Indeed ∆ embeds X as the subspace of fixed points of this action. By this
equivariance we can extend this map, which by abuse of notation we also call
∆,

∆ : EZ/2×Z/2 X → EZ/2×Z/2 (X ×X) (10.42)

BZ/2×X ∆−→ EZ/2×Z/2 (X ×X).

In this notation EZ/2 refers to the total space of the universal principal bundle

Z/2→ EZ/2→ BZ/2

a model of which can be taken to be the Z/2-covering space

Z/2→ S∞ → RP∞.

The subscript Z/2 under the product sign means taking the orbit space of the
induced diagonal action on the product space. Notice that since in the source
space the action on X is trivial,

EZ/2×Z/2 X = BZ/2×X ' RP∞ ×X.

One way to define the mod 2 Steenrod squares is by computing this map
in cohomology. To do this, we recall that S∞ has a Z/2-equivariant cell de-
composition with two cells ei and e′i in each dimension i. The Z/2-action
interchanges these two cells. Let C∗(S

∞) be the resulting cellular chain com-
plex with coefficients in Z/2. Since S∞ is contractible and its Z/2-action is
free, C∗(S

∞) is a free acyclic resolution of the ground field Z/2 as a module
over the group ring R2 = Z/2[Z/2]. Explicitly it is the complex

→ · · · → Ci
∂i−→ Ci−1

∂i−1−−−→ · · · ∂0−→ C0
ε−→ Z/2

where Ci is the 2-dimensional vector space generated by ei and e′i where the
Z/2 action interchanges these generators. That is, if t ∈ Z/2 is the nonzero
element, the the module structure of Ci is given by t · ei = e′i and t · e′i = ei.
The boundary homomorphism is given by

∂i(x) = (1 + t)x
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for every i.

Exercise. Show that this complex is a free acyclic resolution of the ground
field Z/2 over R2.

If we let S∗(X) and S∗(X) respectively denote the singular chains and
cochains with coefficients in Z/2 of a space X, then using the Alexander-

Whitney correspondence, which gives a chain equivalence S∗(X × Y )
'−→

S∗(X)⊗ S∗(Y ), one sees that the cohomology H∗(EZ/2×Z/2 (X ×X);Z/2)
can be computed using the cochain complex C∗(S∞)⊗R2 S∗(X)⊗ S∗(X). If
α⊗ β ∈ S∗(X)⊗ S∗(X) then the R2 action is given by t(α⊗ β) = β ⊗ α.

Exercises.
1. Verify this claim. That is, show that the cochain complex C∗(S∞)⊗R2

S∗(X)⊗ S∗(X) computes H∗(EZ/2×Z/2 (X ×X);Z/2).
2. Show that for any cohomology class α ∈ Hq(X;Z/2) represented by a

cocycle α̃ ∈ Sq(X), the class 1 ⊗ α̃ ⊗ α̃ ∈ C∗(S∞) ⊗R2
S∗(X) ⊗ S∗(X) is a

cocycle and so represents an element

1⊗ α⊗ α ∈ H2q(EZ/2×Z/2 (X ×X);Z/2).

Verify that this correspondence gives a well-defined homomorphism

ω : Hq(X;Z/2)→ H2q(EZ/2×Z/2 (X ×X);Z/2).

Now consider the equivariant diagonal map in cohomology:

∆∗ : H∗(EZ/2×Z/2 (X ×X);Z/2)→ H∗(BZ/2×X;Z/2).

For α ∈ Hq(X;Z/2), the Kunneth theorem says that we can write

∆∗(ω(α)) =

2q∑
i=0

ai ⊗ βi

where a ∈ H1(BZ/2;Z/2) = H1(RP∞;Z/2) = Z/2 is the generator, ai ∈
Hi(RP∞;Z/2) is the i-fold cup product, and βi ∈ H2q−i(X;Z/2) is some
cohomology class. We define the Steenrod square Sqq−i by letting

Sqq−i(α) = βi.

A shorthand description of the above definition is

∆∗(1⊗ α⊗ α) =

2q∑
i=0

ai ⊗ Sqq−i(α). (10.43)

Exercise Show that this definition satisfies the following axiom from (10.33):
Axiom: If α ∈ Hq(X;Z/2), Sqq(α) = α2 ∈ H2q(XlZ/2).
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We now have a map Sqk : Hq(X;Z/2)→ Hq+k(X;Z/2) for each space X
and for each q and k. Of course now one needs to check that this defines a
cohomology operation satisfying all the Axioms 10.33. This is essentially done
in [144]. By “essentially” we mean that the above description is a topological
version of an algebraic definition of the Steenrod squares given by Steenrod
and Epstein in [144]. A closely related approach using the notion of “cup - i”
products is given in the book by Mosher and Tangora [124]. An elegant, more
general approach to Steenrod operations is given by J. P. May in [104]. We
encourage the reader to consult these sources for more thorough developments
of the Steenrod algebras.

10.9.7 Free modules over Ap
We end this section on the Steenrod algebra with an observation about what
it means for the cohomology of a spectrum to be a free module over Ap. From
Theorem 10.48 we know that H∗(HZ/p;Z/p) is isomorphic to the Steenrod
algebra Ap. More generally we can conclude the following:

Corollary 10.64. Let E be a spectrum that is weakly homotopy equivalent
to a wedge of suspensions of the Eilenberg-MacLane spectrum HZ/p. More
precisely, suppose there is a graded Z/p - vector space with basis B = {η} such
that

E '
∨
η∈B

Σ|η|HZ/p

where |η| denotes the grading (dimension) of a basis element η ∈ B. Then
H∗(E;Z/p) is a free module over the Steenrod algebra Ap with basis B. That
is,

H∗(E;Z/p) ∼=
⊕
η∈B

Σ|η|Ap.

We now observe that the converse to this corollary is also true.

Theorem 10.65. Let p be a prime and suppose E is a spectrum such that
H∗(E;Z/q) = 0 for all primes q 6= p and that H∗(E;Q) = 0. (Such a spectrum
is called “p-local”.) Suppose furthermore that H∗(E;Z/p) is a free module over
the Steenrod algebra Ap, with a countable basis. Then E is weakly homotopy
equivalent to a wedge of suspensions of the Eilenberg-MacLane spectrum HZ/p.

Proof. Let B = {η} be a basis forH∗(E;Z/p) as anAp-module. By assumption
it is countable. As cohomology classes these classes can be represented by maps
of spectra, which we call

bη : E→ Σ|η|HZ/p.
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Now recall that any spectrum X has a “pinch map” X → X ∨ X. Since one
can suspend and desuspend a spectrum, this pinch map can be viewed as
being induced by applying the pinch map S1 → S1 ∨ S1 in the suspension
coordinate. (Check that the homotopy type of the pinch map on a spectrum
X is well-defined.) By iterating the pinch map a countable number of times
one then has a map ∨

η∈B
bη : E→

∨
η∈B

Σ|η|HZ/p.

It is immediate that this map induces an isomorphism in (co)homology with
Z/p-coefficients. Since both the source and target of this map have zero
(co)homology with Z/q-coefficients for q any prime other than p, and also
have zero rational (co)homology, this means that this map induces an iso-
morphism in integral homology, and therefore by the Hurewicz theorem, in
homotopy groups.

10.10 The Adams Spectral Sequence

In this section we give a brief introduction to the (classical) Adams spectral
sequence. There are many good references for further study, including [7] part
III section 15, [132] chapter 3, and [124] chapter 18.

Let X be a spectrum of finite type. Fix a prime p. Until otherwise stated,
all cohomology will be taken with Z/p-coefficients. The mod- p cohomology
H∗(X;Z/p) is a module over the Steenrod algebra Ap of finite type. So let
B0 = {b1, . . . , bi, . . . } be a set of cohomology classes, with only finitely many
of these classes in any given dimension, that generate H∗(X;Z/p) over Ap.
These can be represented by maps to Eilenberg-MacLane spectra. Taking a
wedge of all of them produces a map

β0 =
∨
bi∈B0

bi : X→
∨
bi∈B0

Σ|bi|HZ/p.

In cohomology this defines (and, up to homotopy, is defined by) a map which
we give the same name to,

β0 :
⊕
bi∈B0

Σ|bi|Ap → H∗(X;Z/p)

which is a surjective map of Ap-modules.
Let K0 =

∨
bi∈B0

Σ|bi|HZ/p, and consider the homotopy cofiber (mapping
cone) K0 ∪β0

c(X). Let j0 : K0 → K0 ∪β0
c(X) be the map to the homo-

topy cofiber. The projection map to the suspension π0 : K0 ∪β0 c(X) → ΣX
is the next map Barratt-Puppe extension of this cofibration sequence. Now
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since we are in the category of spectra, where objects and morphisms can be
desuspended as well as suspended, we can define X1 to be the desuspension

X1 = Σ−1 (K0 ∪β0
c(X))

and by abuse of notation we let π0 also denote the desuspension of the map
just defined,

π0 : X1 → X.

Similarly we let j0 also denote its desuspension,

j0 : Σ−1K0 → X1.

We therefore have a diagram

Σ−1K0
j0−−−−→ X1

π0

y
X −−−−→

β0

K0

where each two successive maps form a homotopy cofibration sequence of
spectra.

To continue with the construction of an “Adams resolution” of X, we make
the same constructions with X1 replacing X. That is we define a spectrum K1

which is a wedge of Eilenberg-MacLane spectra of type HZ/p, and a map
β1 : X1 → K1 which is surjective in cohomology. Doing the same procedure as
above we produce a diagram

Σ−1K1 −−−−→
j1

X2

π1

y
Σ−1K0 −−−−→

j0
X1 −−−−→

β1

K1

π0

y
X −−−−→

β0

K0

where in the sequences Σ−1Ki−1
ji−1−−−→ Xi

πi−1−−−→ Xi−1
βi−1−−−→ Ki−1 for i = 1, 2

each two successive maps form homotopy cofibration sequences. (Here we are
letting X = X0.)

Let
δ0 = Σβ1 ◦ Σj0 : K0 → ΣK1.

Exercise. Show that, in cohomology, the homomorphism induced by δ0 which
we call ∂0 : H∗(ΣK1)→ H∗(K0) is surjective onto the kernel of β0 : H∗(K0)→
H∗(X).
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By continuing this process we build a tower of the form

...

πi+1

y
Σ−1Ki −−−−→

ji
Xi+1 −−−−→

βi+1

Ki+1

πi

y
Σi−1Ki−1 −−−−→

ji−1

Xi −−−−→
βi

Ki

πi−1

y
...

π2

y
Σ−1K1 −−−−→

j1
X2 −−−−→

β2

K2

π1

y
Σ−1K0 −−−−→

j0
X1 −−−−→

β1

K1

π0

y
X −−−−→

β0

K0

(10.44)

with the following properties:

1. Each Ki is a wedge of Eilenberg-MacLane spectra of type HZ/p, and each
map βi, in cohomology, induces a surjection

βi : H∗(Ki)→ H∗(Xi).

2. In the sequences Σ−1Ki−1
ji−1−−−→ Xi

πi−1−−−→ Xi−1
βi−1−−−→ Ki−1 each two suc-

cessive maps form homotopy cofibration sequences, for all i.

This type of tower is called a “mod p Adams resolution” of the spectrum X.
It is the basic homotopy theoretic construction that yields the Adams spectral
sequence.

Let δi : Σ−1Ki → Ki+1 be the composition

δi = βi+1 ◦ ji : Σ−1Ki → Xi+1 → Ki+1.

Let Ci = H∗(Ki). Since Ki is a wedge of Eilenberg-MacLane spectra of type
HZ/p, Ci is a free module over the mod p Steenrod algebra, Ap. Let ∂i = δ∗i :
Ci+1 → Ci,
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Exercise. Show that the sequence

· · · ∂i+1−−−→ Ci+1
∂i−→ Ci

∂i−1−−−→ Ci−1 → · · · ∂1−→ C1
∂0−→ C0

β0−→ H∗(X)

is a free resolution of H∗(X) as modules over the Steenrod algebra Ap. That
is,

1. All the homomorphisms in this sequence are maps of Ap-modules,

2. the Ci’s are all free modules,

3. The sequence is exact, and β0 is surjective.

Consider the Z/p vector space ofAp-module homomorphisms,Hom∗Ap(Ci;Z/p),
where Z/p is given the trivial Ap-module structure. This is actually a graded
vector space, where the grading, denoted by the superscript, is the degree
of the homomorphism. More precisely, if we assume that Z/p is in de-
gree 0, then elements of Homq

Ap(Ci;Z/p) are Ap module homomorphisms

φ : Cqp = Hq(Kp) → Z/p. Notice that the above free resolution induces a
sequence

Hom∗Ap(C0;Z/p)
∂∗0−→Hom∗Ap(C1;Z/p)

∂∗1−→ Hom∗Ap(C2;Z/p)
∂∗2−→ · · ·

∂∗i−1−−−→ Hom∗Ap(Ci;Z/p)
∂∗i−→ Hom∗Ap(Ci+1;Z/p)

∂∗i+1−−−→ · · ·

The cohomology of this complex are the so-called “Ext” groups. More
precisely, if we let Zs.t = Ker ∂∗s : Homt(Cs,Z/p) → Homt(Cjs+1,Z/p) and
Bs,t = Image ∂∗s−1 : Homt(Cs−1,Z/p)→ Homt(Cs,Z/p), we then define

Exts,tAp(H∗(X);Z/p) = Zs.t/Bs,t. (10.45)

For those who are not familiar with this type of homological algebra, we
quickly review some properties of this construction.

10.10.0.1 An aside on homological algebra

Let R be a graded ring with a unit, and let P and Q be graded left R-
modules. Recall that this means that we have sequences {Pi} and {Qj} of
left R0-modules, together with associative actions R ⊗ P → P and R ⊗Q→
Q. For purposes of this discussion we will assume that the modules P and
Q are connective, meaning that Pi = 0 for i < 0 and Qj = 0 for j < 0.
The group of homomorphisms Homt

R(P,Q) is the abelian group of R-module
homomorphisms P → Q of degree −t. That is it is a sequence of R0-module
homomorphisms φj : Pj → Qj−t that respect the R-actions on P and Q.
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Definition 10.32. A sequence of graded R−module homomorphisms

· · ·Ci+1
∂i−→ Ci

∂i−→ Ci−1
∂i−2−−−→ · · · → C2

∂1−→ C1
∂0−→ C0

ε−→ P

is called a projective resolution of the module P if the following conditions
are satisfied.

1. Each Cr = {Cr,s} is a projective left graded R-module

2. All the homomorphisms {∂i} are R-module homomorphisms of degree zero,
and

3. The sequence is exact.

It is a standard result that such projective resolutions exist and that any
two projective resolutions of the same module are chain homotopy equivalent.
Since a free module is projective, a free resolution, which has the same defini-
tion except all the Cr’s are graded free modules, is a special type of projective
resolution.

Given a projective resolution {Ci, ∂i} of P one can consider the sequence

0→ Homt
R(C0, Q)

∂∗0−→ Homt(C1, Q)→ · · ·
∂∗i1−−→ Homt

R(Ci, Q)
∂∗i−→ · · · .

Since ∂∗s ◦∂∗s−1 = 0, we can take the cohomology group at Homt
R(Cs, Q), that

is take Ker ∂∗s/Image ∂
∗
s−1 and the resulting group is denoted Exts,tR (P,Q).

Since any two projective resolutions of P are chain homotopy equivalent, these
Ext-groups are independent of the choice of resolution, Calculating these Ext-
groups can be quite difficult. However we can quickly conclude the results in
the following exercises:

Exercises. 1. Prove that Ext0,tR (P,Q) ∼= Homt
R(P,Q).

Hint. Show that when one applies the Hom functor to the exact sequence

C1
∂0−→ C0

ε−→ P → 0

one obtains an exact sequence

0→ Homt
R(P,Q)

ε∗−→ Homt
R(C0, Q)

∂∗0−→ Homt
R(C1, Q)

for each t.

2. Show that if P is a projective R-module, and Q is any R-module, then
Exts,tR (P,Q) = 0 for s ≥ 1 and all t.

Of course the cases of primary interest to us are the Ext-groups
Exts,tAp(H∗(X);Z/p), where X is a spectrum of finite type. In the case when X
is the sphere spectrum, S, then H∗(S) = Z/p. Furthermore Ext∗,∗Ap(Z/p;Z/p)
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becomes a bigraded algebra over Z/p. The multiplication is induced by the
composition pairing

HomAp(Z/p,Z/p)⊗HomAp(Z/p,Z/p)→ HomAp(Z/p,Z/p).

Indeed such an algebra structure exists on Ext∗,∗R (k, k) whenever R is an
augmented algebra over a field k. We will not go into the construction of
this multiplication pairing here. We refer the reader to [94] for a detailed
description.

We now return to our discussion about the Adams spectral sequence. This
spectral sequence is obtained by considering maps of a spectrum Y into the
various spectra occurring in an Adams resolution (10.44). As we will see, when
Y is a finite spectrum this will lead to a spectral sequence useful for computing
the graded groups [Y,X]∗. (The subscript denotes the degree of the map. That
is, [Y,X]k = [ΣkY,X].) Of particular interest is the case when Y is the sphere
spectrum S, in which case our goal is to use this spectral sequence to compute
the homotopy groups of the spectrum X.

The first step is an understanding of the groups [Y,Ki]∗ This is particularly
easy.

Lemma 10.66. If K is a wedge of Eilenberg-MacLane spectra of type HZ/p,
then

[Y,K]∗ ∼= Hom∗Ap(H∗(K);H∗(Y))

where, as above, all cohomology is taken with Z/p - coefficients.

Proof. We first consider the spectrum K = HZ/p. Every map from f : ΣkY→
HZ/p induces a homomorphism f∗ : H∗(K) → H∗−k(Y) which preserves the
Ap-module structures. This defines a homomorphism

φ∗ : [Y,HZ/p]k → Homk
Ap(H∗(HZ/p), H∗(Y)) ∼= Homk

Ap(Ap, H∗(Y))

∼= H∗−k(Y)

which we established was an isomorphism earlier. The fact that this generalizes
to give an isomorphism

φ∗ : [Y,K]k
∼=−→ Homk

Ap(H∗(K), H∗(Y))

for any spectrum K that is a wedge of suspensions of copies of HZ/p is imme-
diate.

We can therefore conclude that

[Y,Ki]∗ ∼= Hom∗Ap(H∗(Ki);H∗(Y)) (10.46)

∼= Hom∗Ap(Ci;H
∗(Y))

Now as above, if we let δi = βi+1 ◦ ji : Σ−1Ki → Xi+1 → Ki+1 in the



Stable Homotopy 351

diagram (10.44), and πi = (δi)
∗ : Ci+1 → Ci, we can consider the following

chain complex:

Hom∗Ap(C0;H∗(Y))
∂∗0−→ Hom∗Ap(C1;H∗(Y))

∂∗1−→ Hom∗Ap(C2;H∗(Y))
∂∗2−→ · · ·
(10.47)

∂∗i−1−−−→ Hom∗Ap(Ci;H
∗(Y))

∂∗i−→ Hom∗Ap(Ci+1;H∗(Y))
∂∗i+1−−−→ · · ·

As a result of the above exercise we can conclude the following:

Corollary 10.67. The cohomology of chain complex (10.47) is Ext∗,∗Ap(H∗(X), H∗(Y)).
More specifically, if we consider the piece of the chain complex

Homt
Ap(Cs−1;H∗(Y))

∂∗s−1−−−→ Homt
Ap(Cs;H

∗(Y))
∂∗s−→ Homt

Ap(Cs+1;H∗(Y))

then
Ker ∂∗s/Image ∂

∗
s−1 = Exts,tAp(H∗(X);H∗(Y)).

We now consider more fully the diagram obtained by mapping a finite
spectrum Y into the Adams resolution 10.44:

...

πi+1

y
[Y,Σ−1Ki] −−−−→

ji
[Y,Xi+1] −−−−→

βi+1

[Y,Ki+1]

πi

y
[Y,Σi−1Ki−1] −−−−→

ji−1

[Y,Xi] −−−−→
βi

[Y,Ki]

πi−1

y
...

π2

y
[Y,Σ−1K1] −−−−→

j1
[Y,X2] −−−−→

β2

[Y,K2]

π1

y
[Y,Σ−1K0] −−−−→

j0
[Y,X1] −−−−→

β1

[Y,K1]

π0

y
[Y,X] −−−−→

β0

[Y,K0]

(10.48)
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This diagram allows one to define a decreasing filtration of [Y,X] in the
following natural way.

Definition 10.33. We define F s[Y,X] to be Image ([Y,Xs]→ [Y,X]) under
the composite projection Xs → X. Notice that F s+1 ⊂ F s for each s.

We define F∞[Y,X] to be the intersection
⋂∞
s=0 F

s[X,Y].

Diagram 10.48 also allows us to form an exact couple with

Ds,t
1 = [Y,Σs−tXs]

Es,t1 = [Y,Σs−tKs]
(10.49)

The maps in the exact couple are given by the maps in the above diagram.
As described in section 10.3.2 an exact couple leads to a spectral sequence.
This is known as the (classical) Adams Spectral Sequence, and Adams proved
following theorem:

Theorem 10.68. (Adams [2]) If X is a spectrum of finite type and Y is a
finite spectrum, then the spectral sequence induced from the exact couple 10.49
has the following properties:

1. Each Er term is a bigraded abelian group, and the rth differential dr is a
homomorphism of bigraded groups,

dr : Es,tr → Es+r,t+r−1
r

such that dr ◦ dr = 0.

2. Es,t2
∼= Exts,tAp(H∗(X), H∗(Y))

3. There is a natural monomorphism Es,tr+1 → Es,tr whenever r > s, and

Es,t∞
∼= F s[Σt−sY,X]/F s+1[Σt−sY,X]

4. F∞[Y,X] consists of the subgroup of elements of finite order prime to p.

Note. The language used to express items 3 and 4 is that the Adams spectral
sequence converges to the “p-primary completion of [Y,X]”.

In the important special case when Y = X = S, then the Adams spectral
sequence converges to the p-primary completion of the stable homotopy groups
of spheres, π∗(S). Notice that since H∗(S) ∼= Z/p as Ap-modules, the E2 term
of this spectral sequence is given by

Es,t2
∼= Exts,tAp(Z/p,Z/p).

We record the following further properties of the Adams spectral sequence
in this important case:
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Theorem 10.69. 1. Every Er is equipped with a natural multiplicative
structure with respect to which dr is a derivation (i.e dr(α · β) = ±α ·
dr(β)± dr(α) · β).

2. The product in E2 is the usual product in Ext, which is associative and
commutative.

3. The product structure of Er+1 is induced by the product structure on Er,
and hence is also associative and commutative.

4. The induced product on E∞ is equivalent to the product structure obtained
by passing to quotients in the product structure of πs(S) coming from the
commutative ring spectrum structure of S.

We will not verify all of the properties in these theorem here. We refer the
reader to Adams original paper [2], the excellent texts [7],[132], and in the
form described here, the book by Mosher and Tangora, [124].

The Adams spectral sequence has been one of the main tools of stable
homotopy theory since its discovery. However it has been notoriously difficult
to compute explicitly. In the remainder of this section we describe a few basic
results and give references for further study.

We first discuss the E2-term, Ext∗,∗Ap(Z/p,Z/p). This is purely an algebraic
entity, depending entirely on the structure of the Steenrod algebra, Ap. To get
a feel for the structure of this Ext-group, we look for a minimal resolution of
Z/p as an Ap- module. By this we mean the following:

Definition 10.34. Let ε : Ap → Z/p be the augmentation homomorphism.
This is an isomorphism in degree zero and is the zero homomorphism in posi-
tive degrees. Let I(Ap) = ker (ε). I(Ap) is called the augmentation ideal of
Ap. A homomorphism of Ap-modules φ : P → Q is said the minimal if
ker(f) ⊂ I(Ap) · P . A projective resolution is called minimal if all the ho-
momorphisms in the resolution are minimal.

Exercise. Show that if

· · · ∂j−→ Cj
∂j−1−−−→ · · · ∂1−→ C1

∂0−→ C0
ε−→ P

is a minimal projective resolution of P as an Ap-module, then

1. ∂∗s : Homt
Ap(Cs,Z/p)→ Homt

Ap+1
(Cs+1,Z/p) is the zero homomorphism

for every s ≥ 0, and as a result

2. Exts,tAp(P,Z/p) = Homt
Ap(Cs,Z/p).

We now consider a minimal resolution of Z/p as an Ap-module. We focus
on the case p = 2.
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Notice that C0 in a minimal resolution of Z/2 is simply A2 and the map
ε : C0 → Z/2 is the augmentation. Thus

Ext0,tA2
(Z/2,Z/2) = Homt

A2
(Z/2,Z/2) =

{
Z/2 if t = 0

0 if t > 0
.

Since the kernel of ε : C0 → Z/2 is the augmentation ideal I(A2), then
C1 in a minimal resolution is a free A2- module with one generator for every
element of a minimal set of A2-module generators of I(A2). As we saw earlier,

such a minimal generating set is {Sq2i , i ≥ 0} since these elements are both
indecomposable, and as a set generate A2 as an algebra. Therefore C1 is a
free A2-module with one generator in every dimension of the form t = 2i for
i ≥ 0. Each generator defines a homomorphism of A2-modules of degree −t
from C1 to Z/2. We therefore have the following:

Proposition 10.70.

Ext1,tA2
(Z/2,Z/2) =

{
Z/2 if t = 2i, whose generator is usually called hi

0 otherwise

It turns out that the Cj for j ≥ 2 in a minimal resolution of Z/2 over
A2 are much more difficult to compute. Other, more global algebraic methods
have shown to be more effective at computing these Ext-groups, but they
still remain very difficult. Recall, however that Ext∗,∗A2

(Z/2,Z/2) is a graded
commutative algebra, and the following result can be proved.

Proposition 10.71. . Ext2,∗A2
(Z/2,Z/2) has a basis (over Z/2) given by the

products hihj ∈ Ext2,2
i+2j

A2
(Z/2,Z/2) subject only to the relations hihi+1 = 0

for i ≥ 0.

We also point out that the threefold products hihjhk ∈ Ext3,∗A2
(Z/2,Z/2)

are subject only to the additional relations hjh
2
j+2 = 0 and h3

i = h2
i−1hi+1.

Besides these classes there are also indecomposable elements in Ext3,∗.
For these results and more general discussions of traditional (i.e non-

computer based) techniques for computing these Ext groups we refer the
reader to [3], [102], [147].

The elements of Ext∗,∗A2
(Z/2,Z/2) discussed here represent classes in the

E2-term of the Adams spectral sequence. It is natural to ask about their be-
haviors within the spectral sequence. We list a few results with their references
here.

Proposition 10.72. The element hi ∈ Ext1,2
i

A2
(Z/2, /bz/2) = E1,2i

2 is an
infinite cycle in the Adams spectral sequence if and only if there is an element
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in the stable homotopy group of spheres βi ∈ π2i−1(S) with Hopf invariant
one. By an “infinite cycle” we mean that all differentials are zero, dr(hi) =

0, r ≥ 2, so that hi represents an element of E1,2i

∞ .

Proof. (idea). The idea of the proof is to observe that hi is an infinite cycle if

and only if there is a map of sphere spectra βi : Σ∞S2i−1 → S so that in the
cohomology of the mapping cone, S ∪βi Σ∞D2i , the Steenrod operation Sq2i

is nonzero. Given the definition of hi in terms of a minimal resolution of Z/2
over A2 (see the discussion before the statement of Proposition 10.70), this
observation is not too difficult to prove, and we encourage the reader to try
to do so as an exercise. The proof can be found in [2], [3]. We note that since

Sq2i would be nonzero in the cohomology of S ∪βi Σ∞D2i , this implies that
βi would have Hopf invariant one.

As was discussed in §10.9.4, there exist four elements of Hopf invariant
one, and the names usually given to them

• ×2 ∈ π0(S), represented by h0 ∈ E1,1
2 ,

• η ∈ π1(S), represented by h1 ∈ E1,2
2 ,

• ν ∈ π3(S), represented by h2 ∈ E1,4
2 , and

• σ ∈ π7(S), repreented by h3 ∈ E1,8
2 .

As mentioned earlier, Adams solved the Hopf invariant one problem in
a landmark paper [3]. Interpreted in terms of the Adams spectral sequence,
using the notion of secondary cohomology operations he proved the following:

Theorem 10.73. (Adams [3]). For i ≥ 4

d2(hi) = h0h
2
i−1 6= 0 ∈ E3,2i+1

2 .

One may continue along these lines and ask which elements of
Exts,∗A2

(Z/2,Z/2) = Es,∗2 can be infinite cycles in the Adams spectral sequence.
Such elements are said to have Adams - algebraic filtration s. For s = 2 there
is now a nearly complete answer based on the following results.

In 1967 Mahowald and Tangora proved the following [98]:

Theorem 10.74. (Mahowald and Tangora [98]) Except for a finite number
of special cases, the only elements of E2,∗

2 that can possibly be infinite cycles
are {h1hj , j ≥ 0} and {h2

j , j ≥ 0}.

In a very important paper published in 1977, Mahowald proved the follow-
ing, which gave the first infinite family of elements in π∗(S) having the same
Adams - algebraic filtration.
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Theorem 10.75. (Mahowald [97]). For each j 6= 2, h1hj ∈ Ext2,2
j+2

A2
(Z/2,Z/2)

is an infinite cycle in the Adams spectral sequence and represents a nonzero
class ηj ∈ π2j (S).

And finally, in truly groundbreaking work, Hill, Hopkins, and Ravenel [70]
proved the following result published in 2016.

Theorem 10.76. (Hill, Hopkins, and Ravenel [70]) For j ≥ 7, h2
j ∈

Ext2,2
j+1

A2
(Z/2,Z/2) supports a nonzero differential in the Adams spectral se-

quence, and therefore does not represent an element in π∗(S).

Comments.

• This theorem disproved the famous “Kervaire invariant one conjecture”
that states that in every dimension of the form 2j+1 − 2 there exists a
framed manifold of Kervaire invariant one. The Kervaire invariant is a
framed surgery obstruction that will be explained in our discussion of
framed cobordism in chapter 11. The fact that this conjecture is equivalent

to the elements h2
j ∈ E2,2j+1

2 all being infinite cycles in the Adams spectral
sequence was a famous theorem of Browder [17] in 1969. The Kervaire
invariant one conjecture was a centerpiece of study in both differential
topology and homotopy theory for fifty years. The fact that h2

0, h2
1, h2

2,
and h2

3 are infinite cycles follows immediately from the fact that h0, h1, h2,
and h3 are infinite cycles. Mahowald and Tangora proved that h2

4 is an
infinite cycle in [99]. The fact that h2

5 is an infinite cycle was a difficult
and technical theorem proved by Barratt, Jones, and Mahowald in [12].
Whether h2

6 is an infinite cycle or not is still unknown. If it is, it would
represent an element in π126(S).

The Hill-Hopkins-Ravenel theorem was a true tour-de-force and used a
wide variety of techniques from homotopy theory including equivariant ho-
motopy theory, motivic homotopy, and chromatic homotopy. We strongly
recommend the reader consult [70] for a fascinating journey into this deep
and beautiful mathematics.

• There are odd primary analogues of many of the 2-primary results stated
here. For example, the odd primary analogue of Adams’s proof of the Hopf
invariant one conjecture was proved by Liulevicius in [93]. There is an ana-
logue of Mahowald’s ηj family at odd primes, discovered by R. Cohen in
[27]. Although we should note that while Mahowald’s ηj family is detected
in algebraic filtration 2 in the mod 2 Adams spectral sequence, Cohen’s
families are detected in algebraic filtration 3 in the mod p Adams spec-
tral sequence for p odd. Finally there is an analogue of the Hill-Hopkins-
Ravenel theorem at odd primes, proved much earlier by Ravenel [131]. The
analogue of h2

j at an odd prime is an indecomposable element often called

bj ∈ Ext
2,2(p−1)pj+1

Ap (Z/p,Z/p) which Ravenel showed is not an infinite
cycle in the mod p Adams spectral sequence for p ≥ 5 and j ≥ 1.
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Cobordism theory

Cobordism is a theory coming out of work of Pontrjagin and Thom which
gives one of the most important connections between differential topology
and stable homotopy theory. The Pontrjagin-Thom theorem basically says
that to classify smooth manifolds up to “cobordism”, perhaps with structure
(eg an orientation, almost complex structure, framing), one needs to study
the homotopy type of a corresponding spectrum. This theorem supplied a
tremendously important computational tool in differential topology, while at
the same time served as an important stimulus for the development of stable
homotopy theory. In this chapter we prove the Pontrjagin-Thom theorem, and
use it as Thom did [150], to compute the unoriented cobordism ring. Along
the way we show that the unoriented cobordism Thom spectrum, traditionally
denoted MO, is built out of mod 2 Eilenberg-MacLane spectra (the spectrum
corresponding to ordinary mod 2 cohomology). These spectra and the alge-
bra of natural transformations between them, namely the Steenrod algebra
A2, were introduced and studied in the last chapter. We use this study to
show that the unoriented cobordism ring turns out to be a polynomial al-
gebra, and we give explicit examples of manifolds representing generators of
this algebra. We will also discuss other cobordism rings (oriented cobordism,
almost complex cobordism, framed cobordism). We describe Milnor’s famous
and beautiful calculation of the almost complex cobordism ring. This uses the
“Adams spectral sequence” which we will also discuss in this chapter.

A theory such as framed cobordism is much more difficult to compute, but
homotopy theoretic techniques lead to fascinating geometric consequences.
In particular we will introduce the seminal work of Kervaire and Milnor on
homotopy spheres and surgery theory, and study the Kervaire invariant one
problem. We discuss its history as well as the dramatic recent work of Hill,
Hopkins, and Ravenel [70] that (nearly) completes its solution using modern,
sophisticated homotopy theoretic techniques.

Pontrjagin and Thom’s theory studies cobordism classes of closed mani-
folds. This is an equivalence classes based on the following equivalence rela-
tion: two closed n-manifolds Mn and Nn are cobordant if there is an (n+ 1)-
dimensional manifold with boundary Wn+1 whose boundary is the disjoint
union,

∂Wn+1 = Mn tNn.

In recent years, an exciting area of research has developed around the
study of “cobordism categories”. In such a category the objects are closed

357
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n-manifolds, and the morphisms between, Mn and Wn are all possible cobor-
disms between them. Work of Madsen and Weiss [96], and Galatius, Madsen,
Tillmann, and Weiss [54] has lead to work of Galatius and Randal-Williams
[55] which uses cobordism categories to study the topology of diffeomorphisms
of manifolds in a stable sense, that we will make precise. We give an overview
of this exciting area of current research toward the end of this chapter.

11.1 Studying cobordism via stable homotopy: the
Pontrjagin-Thom Theorem

In the last chapter we presented Theorem 10.32 which describes the“Thom
functor”, which is a monoidal functor from the category of spaces over BO to
the category of symmetric spectra,

Th : CBO → SpΣ

that takes a map X → BO to its Thom spectrum Xf . We mentioned the
example of the Thom spectrum of the identity map

BO → BO

which is denoted MO. Since the Thom functor is monoidal, and since the iden-
tity map of BO obviously preserves its multiplicative structure, MO is a ring
spectrum. It can be viewed as being built out of the spaces {MO(n), n ≥ 0},
which are the Thom spaces of the universal vector bundles over the classifying
spaces {BO(n), n ≥ 0}. The structure maps of this spectrum are maps

εn : ΣMO(n)→MO(n+ 1)

which are maps of Thom spaces induced by the usual inclusion maps BO(n)→
BO(n+ 1).

The critical feature of the Thom spectrum MO is that by the following
remarkable theorem of Thom, its homotopy type describes cobordism classes
of manifolds.

Theorem 11.1. (Thom, [150] (1954)) There is an isomorphism between the
homotopy groups of the Thom spectrum,

πn(MO) = lim
k→∞

πn+k(MO(k))

and the set of cobordism classes of closed n-manifolds, ηn. This is defined to
be the set of equivalence classes of n-dimensional closed manifolds defined by
saying that Mn

1 is cobordant to Mn
2 if there is an (n+1) dimensional manifold

with boundary, Wn+1, with

∂Wn+1 = Mn
1 tMn

2 .
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The abelian group structure on ηn corresponding to the group structure
on stable homotopy groups is simply induced by disjoint union of manifolds.
The identity element in this group is the empty set ∅ (by convention ∅ can
be viewed as a manifold of any dimension). Notice that this group consists
entirely of elements of order 2. One sees this fact by observing that for any
closed n-manifold Mn, the disjoint union MntMn is cobordant to the empty
set ∅ since it is the boundary of Wn+1 = Mn× [0, 1]. Furthermore, the graded
abelian groups η∗ ∼= πs∗(MO) is a graded ring (and hence an algebra over Z/2),
since MO is a ring spectrum, with the induced product on η∗ = ⊕nηn given
by cartesian product of manifolds.

The main goal of this section is to give a proof of this fundamental theorem
and its natural generalizations. In particular we will describe the analogue of
this theorem in the setting of oriented, (stably almost) complex, and (stably)
framed cobordism. The example of framed cobordism was actually proved
considerably earlier by Pontrjagin, and so the generalization of this theorem
that we will prove is often referred to as the Pontrjagin - Thom Theorem.

We begin with Pontrjagin’s construction.

Definition 11.1. Let Mn be a closed, smooth manifold, and Nn+k be a
smooth (n + k)-dimensional manifold (not necessarily closed). Suppose e :
Mn ↪→ Nn+k is an embedding. A framing of this embedding is a an exten-
sion of e to an embedding ẽ : Mn × Dk ↪→ Nn+k that is a diffeomorphism
onto its image. Here Dk denotes the unit open disk in Rk.

Exercises
1. Show that an embedding e : Mn ↪→ Nn+k has a framing if and only if

the normal bundle νe →Mn is a trivial k-dimensional vector bundle.

2. Show that a framing ẽ : Mn × Dk ↪→ Nn+k determines, and is deter-
mined by a vector bundle isomorphism

Φ : νe
∼=−→Mn × Rk.

3. Show that the standard embedding e : Sn ↪→ Rn+1 as the unit sphere,
has a framing.

4. Show that the inclusion embedding e : RPn ↪→ RPn+1 does not have a
framing.

Given a framed embedding ẽ : Mn ↪→ Rn+k one can perform the
“Pontrjagin- Thom construction” to define a map αẽ : Sn+k → Sk.

αẽ : Sn+k = Rn+k ∪∞ → Rn+k/(Rn+k − ẽ(M ×Dk))

∼= (Mn ×Dk) ∪∞ project−−−−−→ Dk ∪∞ = Sk
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Here, when we write ∪∞ we mean the one-point compactification. The
map αẽ : Sn+k → Sk determines a class in the stable homotopy groups of
spheres,

[αẽ] ∈ πn(S).

Conversely, suppose [α] ∈ πnS is represented by a smooth, basepoint pre-
serving map α : Sn+k → Sk for some k sufficiently large. Think of Sk as
the one-point compactification Sk = Rk ∪ ∞ and assume 0 ∈ Rk ⊂ Sk is
a regular point of α. One loses no generality in this assumption since if this
were not the case, then choose a regular value x0 ∈ Sk of α near 0, and then
by composing α with a degree one map of the sphere that sends x0 to the
origin and keeps ∞ ∈ Sk fixed, one produces a map that is homotopic to α
for which the origin is a regular value. So we continue with this assumption.
Recall that the preimage α−1(0) ⊂ Sn+k is a closed manifold of dimension n.
Indeed by compactness we know that it lies in (Sn+k −∞) = Rn+k. So one
has a manifold

Mn = α−1(0) ⊂ Rn+k.

Notice that this embedding is in fact framed. To see this notice that if ε > 0
is sufficiently small, and Bε(0) ⊂ Rk is the ball of radius ε, then

Mn × Rk = α−1(0)× Rk ∼= α−1(Bε(0)) ⊂ Rn+k

is a framed embedding.

Exercise. Prove this assertion. Namely, show that Mn×Rk = α−1(0)×Rk ∼=
α−1(Bε(0)).

These constructions lead to the famous result giving a correspondence
between the stable homotopy group of spheres, πn(S) and the group of “framed
cobordism classes of n-dimensional closed, (stably) framed manifolds”, ηfrn .
Rather than immediately make this precise and provide a proof, we will first
prove Thom’s Theorem 11.1, and then show how it generalizes to describe
the cobordism groups of manifolds with any type of stable normal structure
(which we define), including a framing, in terms of the homotopy groups of a
corresponding Thom spectrum.

We now proceed with a proof of the Pontrjagin-Thom Theorem 11.1.

Proof. By differentiating, we get for every x ∈ Mn, two subspaces,
Dex(TxM

n) ⊂ Rn+k and Dex(TxM
n)⊥ ⊂ Rn+k. Of course the first of these

is the tangent space TxM
n linearly embedded in Rn+k, and the second is the

normal space νkx ⊂ Rn+k. Letting x vary over Mn defines continuous maps to
Grassmannians,

τe : Mn → Grn(Rn+k) and νe : Mn → Grk(Rn+k). (11.1)

Allowing the ambient vector spaces to get large we get maps

τMn : Mn → Grn(R∞) ' BO(n) and νMn,e : Mn → Grk(R∞) ' BO(k)
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that classify the tangent bundle and the normal bundle respectively. Notice
that the homotopy class of the map νMn,e depends on the embedding e, but,
as we have seen earlier, by taking the colimit we obtain the stable normal
bundle map, νMn : Mn → BO whose homotopy type is an invariant of the
smooth manifold Mn.

Going back to the original embedding, e : Mn ↪→ Rn+k, we may let ηe be
a tubular neighborhood. The we can perform the “Thom collapse map”

πe : Sn+k = Rn+k ∪∞ → Sn+k/(Sn+k − ηe) = ηe ∪∞ ∼= T (νe) (11.2)

where, as earlier T (νe) denotes Thom space of the normal bundle νe. Recall
that we have seen this construction earlier, as well as similar constructions
when we discussed Alexander duality (Theorem 10.41) and Atiyah duality
(Theorem 10.46).

Composing with the map of Thom spaces induced by the classifying map
of the normal bundle,

T (νe)→MO(k)

we get the map
αe : Sn+k πe−→ T (νe)→MO(k). (11.3)

This map is known as the “Pontrjagin - Thom construction” on the embedding
e : Mn ↪→ Rn+k. The resulting homotopy class [αe] ∈ πn+k(MO(k)) depends
on the embedding e. However if we let the codimension of the embedding get
large, we get an element in the homotopy group of the spectrum MO

αMn = [αe] ∈ lim
k→∞

πn+kMO(k) = πn(MO) (11.4)

which does not depend on the embedding, basically because all embeddings
are isotopic in sufficiently large codimensions. The next result shows that Pon-
trjagin - Thom class gives a well-defined homomorphism from the cobordism
group to the homotopy groups of MO.

Proposition 11.2. 1. A cobordism Wn+1 between two closed manifolds Mn

and Nn defnes a homotopy between their Pontrjagin-Thom constructions

αMn : Sn+k →MO(k) and αNn : Sn+k →MO(k)

for k sufficiently large.

2. The Pontrjagin-Thom construction for a disjoint union of closed n-
manifolds, Mn

1 t Mn
2 is homotopic to the sum of the Pontrjagin-Thom

constructions of each component

αMn
1 tMn

2
= αMn

1
+ αMn

2
∈ πn(MO).
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Proof. For part (1), assume Wn+1 is a smooth, compact manifold with bound-
ary and ∂Wn+1 = Mn t Nn. By a relative version of Whitney’s embedding
theorem, we can find an embedding of manifolds with boundary,

e : Wn+1 ↪→ Rn+k × [0, 1]

where

e(Wn+1) ∩ (Rn+k × {0}) = e(Mn) and e(Wn+1) ∩ (Rn+k × {1}) = e(Nn).

We now do the Pontrjagin-Thom construction for the embedding e:

ρe :
(
(Rn+k × [0, 1]) ∪∞

)
→ (Rn+k× [0, 1])/

(
(Rn+k × [0, 1])− ηe

)
→MO(k)

(11.5)
where ηe is a tubular neighborhood of the embedding e. The relative Tubular
Neighborhood Theorem states that this neighborhood is homeomorphic to a k-
dimensional normal bundle νke →Wn+1, and the last map in this composition
is the induced map on Thom spaces of the classifying map of νke . Also observe
that the tubular neighborhood ηe has the property that

η0
e = ηe ∩ (Rn+k × {0}) and η1

e = ηe ∩ (Rn+k × {1})

are tubular neighborhoods of the restrictions of the embedding e to Mn and
Nn respectively.

Notice that the one point compactification of Rn+k × [0, 1] is given by

(Rn+k × [0, 1]) ∪∞ =
(
Sn+k × [0, 1]

)
/ (∞× [0, 1]) ,

where, as usual, we are thinking of Sn+k as Rn+k∪∞. We can therefore think
of the Pontrjagin-Thom construction ρe as a (base point preserving) homotopy
between it’s restrictions

ρ0
e :
(
Rn+k × {0}

)
∪∞ →

(
Rn+k × {0}

)
∪∞/

(
(Rn+k × {0})− η0

e

)
→MO(k)

and

ρ1
e :
(
Rn+k × {1}

)
∪∞ →

(
Rn+k × {0}

)
∪∞/

(
(Rn+k × {1})− η1

e

)
→MO(k)

But these maps are Pontrjagin-Thom constructions for the embeddings of the
boundary components e|Mn : Mn ↪→ Rn+k×{0} and e|Nn : Mn ↪→ Rn+k×{1}.
Thus for k-sufficiently large these represent αMn and αNn respectively. Part
(1) of this proposition now follows.

To prove Part (2) of the proposition, assume we have an embedding of the
disjoint union

eMn = e1 t e2 : Mn
1 tMn

2 ↪→ Rn+k.

Clearly the images of the components are disjoint. We may assume that the



Cobordism theory 363

tubular neighborhood ηe = η1 t η2 where ηi, i = 1, 2, are tubular neighbor-
hoods of the embeddings e1 and e2 respectively, and η1∩η2 = ∅. Furthermore,
by translating one of these tubular neighborhoods if necessary, we can assume
there are disjoint open balls, Bn+k

1 and Bn+k
2 in Rn+k containing the tubular

neighborhoods η! and η2 respectively.
Therefore the Thom collapse map

πe : Rn+k ∪∞ → Sn+k/
(
Sn+k − ηe

) ∼= T (νe)

factors up to homotopy as the composition

πe : Rn+k ∪∞ → (Bn+k
1 ∪∞) ∨ (Bn+k

2 ∪∞)→
(Bn+k

1 ∪∞)/
(
(Bn+k

1 ∪∞)− ηe1
)
∨ (Bn+k

2 ∪∞)/
(
(Bn+k

2 ∪∞)− ηe2
) ∼=

T (νe1) ∨ T (νe2) ∼= T (νe)

Notice that the first map in this composition is homotopic to the pinch map
p : Sn+k → Sn+k∨Sn+k, and the second map in this composition is homotopic
to the wedge of the Thom collapse maps

πe1 ∨ πe2 : Sn+k ∨ Sn+k → T (νe1) ∨ T (νe2).

Thus the Pontrjagin-Thom construction αe is homotopic to the composition

αe : Sn+k p−→ Sn+k∨Sn+k πe1∨πe2−−−−−→ T (νe1)∨T (νe2)→MO(k)∨MO(k)→MO(k)

where the last map in this composition is the fold map (which exists for any
space, X∨X → X). But this composition represents the sum of the homotopy
classes

αe1 + αe2 ∈ πn+k(MO(k)).

Thus
αMn

1 tMn
2

= αMn
1

+ αMn
2
∈ πn(MO).

We now have a well defined homomorphism

α : ηn → πn(MO).

In order to prove that it is an isomorphism, we exhibit an inverse homomor-
phism, ρ : πn(MO) → ηn. We describe its construction, but our description
will not contain full details. It would be a valuable exercise for the reader
to fill in the details, or (s)he may consult one of many references that give
complete proofs, for example Thom’s original paper [150] or the book by R.
Stong [146].

Let θ ∈ πn(MO) be represented by a basepoint preserving map fθ :
Sn+k → MO(k). Here we are using the infinite Grassmannian Grk(R∞) to
represent the classifying space BO(k), and MO(k) is the Thom space of the
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canonical bundle γk → Grk(R∞). By the compactness of Sn+k, for sufficiently
large N > 0, fθ factors through a map, which by abuse of notation we also
call

fθ : Sn+k → T (γk,N )

where T (γk,N ) is the Thom space of the canonical bundle γk,N → Grk(RN ),
which we take to be the one-point compactification

T (γk,N ) = γk,N ∪∞.

Since fθ must be a basepoint preserving map, we can take the basepoints of
both Sn+k = Rn+k ∪∞ and γk,N ∪∞ to be ∞. Notice that the total space of
γk,N ⊂ γk,N ∪∞ = T (γk,N ) is an open subspace which is a smooth manifold.
Notice also that the inverse image f−1

θ (γk,N ) ⊂ Sn+k is an open submanifold.
We may then assume that the restriction of fθ to that inverse image,

fθ : f−1
θ (γk,N )→ γk,N

is a smooth map which is transverse to the zero section Grk(RN ) ↪→ γk,N .
Notice that this zero section is a codimension k-submanifold of γk,N , and so
its inverse image, f−1

θ (Grk(RN )) ⊂ Rn+k ⊂ Sn+k is a closed, codimension
k-submanifold of Rn+k ⊂ Sn+k. We call this n-dimensional manifold

Mn
θ ⊂ Rn+k.

We will define ρ(θ) = [Mn
θ ] ∈ ηn.

Of course we need to show that ρ : πn(MO)→ ηn is well-defined. But first
we observe that if e : Mn ↪→ Rn+k ⊂ Sn+k represents a class in the cobordism
group ηn, then the Pontrjagin-Thom construction,

αMn : Sn+k πe−→ T (νMn)
T (νe)−−−→ T (γk,n+k)

has the property that α−1
Mn(Mn) ⊂ Sn+k is equal to Mn ⊂ Rn+k. This is

because, since T (νe) : T (νMn) → T (γk,n+k) is induced by a map of vector
bundles which induces a vector space isomorphism along each fiber, the inverse
image of the zero section of T (γk,n+k) is the zero section of T (νMn). That is,
T (νMn)−1(Grk(Rn+k)) = Mn. Also, clearly the inverse image under the Thom
collapse map πe of Mn is Mn ⊂ Sn+k.

This observation tells us that

ρ ◦ α = identityηn . (11.6)

Similarly if θ ∈ πn(MO) is represented by fθ : Sn+k → T (γk,N ) as above, and
e : Mn ↪→ Rn+k is f−1

θ (Grk(RN )), then the Pontrjagin - Thom construction

αe : Sn+k → T (νe)→ T (γk,N )

is clearly homotopic to fθ. Thus α ◦ ρ = identityπn(MO).
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Thus once we know that the map ρ : πn(MO) → ηn is well-defined, we
would know that it is an inverse to the Pontrjagin-Thom construction α :
ηn → πn(MO) thus proving that α is an isomorphism.

The main step in showing that ρ is well defined, is showing that if f0
θ

and f1
θ : Sn+k → T (γk,N ) are homotopic maps, transverse to Grk(RN ), then

their inverse images, Mn
0 = (f0

θ )−1(Grk(RN )) and Mn
1 = (f1

θ )−1(Grk(RN ))
are cobordant. To see this, suppose

Fθ : Sn × [0, 1]→ T (γk,N )

be a homotopy between f0
θ and f1

θ . Again, assuming Fθ is transverse to the zero
section Grk(RN ), its inverse image would be a (n + 1)-dimensional manifold
with boundary, Wn+1 embedded in Rn+k × [0, 1], that would be a cobordism
between Mn

0 ⊂ Rn+k × {0} and Mn
1 ⊂ Rn+k × {1}. We leave it to the reader

to fill in the details of this sketch of the proof that ρ : πn(MO) → ηn is
well-defined. Once done, this will complete the proof of the Pontrjagin-Thom
Theorem (11.1).

Notice that Theorem 11.1 gives an isomorphism between each homotopy
group πn(MO) and the corresponding cobordism group ηn. But recall that
since MO is a homotopy commutative ring spectrum, its homotopy groups,
π∗(MO) form a graded commutative ring. Similarly the cobordism groups
{ηn, n ≥ 0}. fit together to give a graded ring

η∗ =

∞⊕
n=0

ηn

where the product structure is represented by the cartesian product of mani-
folds.

Exercise: Show that the cartesian product of manifolds induces a well-defined
product structure on η∗, That is, show that if M1 is cobordant to M ′1, and
M2 is cobordant to M ′2, then M1 ×M2 is cobordant to M ′1 ×M ′2.

Proposition 11.3. The Pontrjagin-Thom construction

α : η∗ → π∗(MO)

is an isomorphism of graded rings.

Proof. . Suppose e1 : Mn
1 ↪→ Rn+k and e2 : Nm

2 ↪→ Rm+s are smooth embed-
dings. Consider the Thom collapse maps,

ρ1 : Sn+k = Rn+k ∪∞ → Rn+k/(Rn+k − ηe1) = T (νe1) and

ρ2 : Sm+s = Rm+s ∪∞ → Rm+s/(Rm+s − ηe1) = T (νe2)

The Thom collapse map for the product e1×e2 : Mn
1 ×Mm

2 ↪→ Rn+k×Rm+s

makes the following diagram commute:
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(Rn+k × Rm+s) ∪∞ ρe1×e2−−−−→ (Rn+k × Rm+s)/((Rn+k × Rm+s)− (ηe1 × ηe2))
=−−−−→ T (νe1×e2)

=

y y=

y=

(Rn+k ∪∞) ∧ (Rm+s ∪∞) −−−−−→
ρe1∧ρe2

Rn+k/(Rn+k − ηe1) ∧ Rm+s/(Rm+s − ηe2) −−−−→
=

T (νe1) ∧ T (νe2)

Notice also that the classifying map of the normal bundle of e1×e2, νe1×e2
is given by the composition

Mn
1 ×Mm

2

νe1×νe2−−−−−→ BO(k)×BO(s)
µ−→ BO(k + s)

where µ represents the Whitney sum map. Therefore the following diagram
of Thom spaces commutes:

T (νe1) ∧ T (νe2)
tνe1∧tνe2−−−−−−→ MO(k) ∧MO(s)

tµ−−−−→ MO(k + s)

=

y y=

T (νe1×e2) −−−−→ MO(k + s)

In this diagram when ν : X → BO(n) is a classifying map, then tν : T (ν)→
MO(n) represents the induced map of Thom spaces.

Putting these two diagrams together means we have a commutative dia-
gram of Pontrjagin-Thom constructions:

αM1×M2 : Sn+m+k+s
ρe1×e2−−−−→ T (νe1×e2) −−−−→ MO(k + s)

=

y y=

y=

αM1
· αM2

: Sn+k ∧ Sm+s −−−−−→
ρe1∧ρe2

T (νe1) ∧ T (νe2) −−−−→ MO(k + s)

That is, the map α : η∗ → π∗(MO) satisfies

α([M1 ×M2]) = α([M1]) · α([M2])

thus proving that α is a ring homomorphism. Combining this with Theorem
11.1 implies that the Pontrjagin-Thom map α is an isomorphism of graded
rings.

11.2 Unoriented cobordism: Thom’s calculation

Thom also did a complete calculation of this graded ring.
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Theorem 11.4. [150]

η∗ ∼= Z2[b2, b4, b5, · · · , br, · · · : r 6= 2k − 1].

In other words, η∗ is a polynomial algebra over the field Z/2 with one generator
br of dimension r > 0 so long as r is not of the form 2k − 1 for any integer
k > 0.

In fact Thom gave a complete description of the homotopy type of the
spectrum MO.

Theorem 11.5. [150] The spectrum MO has the homotopy type of a wedge
of Eilenberg-MacLane spectra,

MO '
∨
ω∈I

Σ|ω|HZ/2

where the indexing set I consists of all monomials in Z/2[b2, b4, · · · , br · · · , :
r 6= 2k − 1]. The notation |ω| refers to the dimension of the monomial bω ∈
Z/2[b2, b4, · · · , br · · · , : r 6= 2k − 1].

The main step in proving both Theorems 11.4 and 11.5 is to compute the
cohomology H∗(MO;Z/2) as a module over the Steenrod algebra A2.

Proposition 11.6. H∗(MO;Z/2) is a free module over A2.

Proof. We begin this proof with a basic algebraic lemma below about Hopf
algebras and coalgebras.

Lemma 11.7. Let A be a connected Hopf algebra over a field k. Let P be a
connected coalgebra over k which is a left A-module and such that its coproduct
map ∆ : P → P ⊗P is a map of A-modules. Let u ∈ P be the unique class of
degree zero mapping to 1 ∈ k under the counit ε : P → k. Consider the map

µ : A → P
a→ a · u.

If the map µ is injective, then P is a free A-module.

Proof. LetA+ be the submodule ofA consisting of elements of positive degree.
Let Q = P/A+P. Consider a splitting of k-vector spaces ι : Q → P of the
natural projection map π : P → Q. Define

φ : A⊗Q→ P
a⊗ q → a · ι(q).
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Clearly φ is a map of A-modules. To prove the lemma we show that φ is an
isomorphism.

We first show that φ is surjective. Notice that in degree zero φ is the
identity map. Inductively assume that φ is surjective in all degrees less than
k. Let α ∈ P have degree k.

π(α− φ(1⊗ π(α)) = π(α− ι(π(α)))

= π(α)− π(ι(π(α)))

= π(α)− π(α)

= 0

So one can write
α− φ(1⊗ π(α)) =

∑
aiαi

where ai ∈ A+ and αi ∈ P. Notice that all of the αi’s have degree less than the
degree of α, which is k. So by the inductive hypothesis we can find xi ∈ A⊗Q
with φ(xi) = αi. This implies that

α = φ
(

1⊗ π(α) +
∑

aixi

)
which proves surjectivity. To see that φ is injective, consider the sequence of
A-module maps:

A⊗Q 1⊗ι−−→ A⊗P → P ∆−→ P ⊗P 1⊗π−−−→ P ⊗Q.

By tracing through these maps, one sees that the image of a class a⊗ q is of
the form a · u⊗ q plus elements of different bidegrees. So since the map

µ : A → P
a→ a · u.

is injective, then this composition is injective. But since φ : A ⊗ Q → P is
the composition of the first two maps, it also is injective. This establishes
that φ : A ⊗ Q → P is an isomorphism of A-modules and hence P is a free
A-module.

We want to make use of Lemma 11.7, by applying it to H∗(MO;Z/2).
We first observe that since MO is an associative, homotopy commutative ring
spectrum, the multiplication map

µ : MO ∧MO→MO

induces a commutative algebra structure on it’s homology, µ∗ : H∗(MO;Z/2)⊗
H∗(MO;Z/2) → H∗(MO;Z/2), and a cocommutative coalgebra structure on
it’s cohomology

µ∗ : H∗(MO;Z/2)→ H∗(MO;Z/2)⊗H∗(MO;Z/2).
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Notice furthermore that the comultiplication map µ∗ is a map of A2-modules,
since it is induced by a map of spectra. Furthermore H∗(MO;Z/2) is obvi-
ously a connected coalgebra because MO is a connected spectrum. Also, since
H0(MO;Z/2) = Z/2 and is generated by the Thom class u ∈ H0(MO;Z/2),
then by Lemma 11.7, in order to prove Proposition 11.6 it suffices to prove
that the map

φ : A2 → H∗(MO;Z/2) (11.7)

a→ a · u

is injective.
To do this it suffices to work on the space level, to show that the map

φ : A2 → H∗(MO(k);Z/2)

a→ a · uk
is injective for deg a ≤ ρ(k) where ρ : Z → Z is some strictly increasing
function of k.

Now consider the multiplication map µk : MO(1)∧· · ·∧MO(1)→MO(k)
where there are k-copies of the Thom spaceMO(1) in this wedge product. This
map is the induced map on Thom spaces of the product map on classifying
spaces

BO(1)× · · · ×BO(1)→ BO(k).

The induced map in cohomology,

µ∗k : H∗(MO(k);Z/2)→ H∗(MO(1)∧· · ·∧MO(1);Z/2) ∼= H̃∗(MO(1);Z/2)⊗k

preserves Thom classes, so it suffices to show that the map

φ : A2 → H∗(MO(1) ∧ · · · ∧MO(1);Z/2) ∼= H̃∗(MO(1);Z/2)⊗k

a→ a · uk (11.8)

is injective for deg a ≤ ρ(k) where ρ(k) is an increasing function.
Now consider the homotopy type of the Thom space MO(1). By definition,

MO(1) = D(γ1)/S(γ1)

where γ1 → BO(1) = RP∞ is the universal line bundle and D(γ1) and S(γ1)
are the associated unit disk and sphere bundles respectively. Clearly D(γ1) has
the base space RP∞ as a neighborhood deformation retract, so it is homotopy
equivalent to RP∞. On the other hand

S(γ1) = {(L, u) :L ⊂ R∞is a one dimensional subspace,

andu ∈ Lhas ‖u‖ = 1}.

But this is just the infinite dimensional sphere S∞ ⊂ R∞, which is con-
tractible. Therefore we have a homotopy equivalence

MO(1) = D(γ1)/S(γ1) ' D(γ(1)) ' RP∞. (11.9)
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With respect to this homotopy equivalence, the Thom class u1 ∈
H1(MO(1);Z/2) corresponds to the generator a1 ∈ H1(RP∞;Z/2) = Z/2.
Therefore under the product map

µ∗k : Hk(MO(k);Z/2)→ Hk(MO(1)∧k;Z/2) ∼= Hk((RP∞)∧k;Z/2)

the Thom class uk maps to a⊗k1 .

We therefore can complete the proof of Proposition 11.7 by proving the
following.

Lemma 11.8. The map

φk : A2 → H∗(RP∞;Z/2)⊗k

α→ α · (a1 ⊗ · · · ⊗ a1)

is injective for deg α ≤ k.

This lemma follows because we know explicitly how the Steenrod algebra
acts on H∗(RP∞;Z/2) (see Proposition 10.51 above), the Cartan product
formula (which tells us how A2 acts on H∗(RP∞;Z/2)⊗k) and induction on
n. This argument is carried out in the proof of Proposition 3.2 in [144].

We can now turn back to the proof of Theorem 11.5.

Proof. In our proof in the last chapter of Theorem 10.65, we showed that if E
is a spectrum whose mod 2 cohomology is a free module over A2 with basis
B, then there is a map

φ : E→
∨
bω∈B

Σ|ω|HZ/2 (11.10)

that induces an isomorphism in cohomology with Z/2-coefficients. From
Proposition 11.6 we can let E = MO. In order to know that φ is a weak
homotopy equivalence, we can appeal to Theorem 10.65 once we know that
the cohomology of MO is zero with Z/p-coeffiencients for p an odd prime, and
with rational coefficients. For this, the first thing to recall is that since, by
Thom’s Theorem 11.1, the homotopy groups π∗(MO) ∼= η∗ is a vector space
over Z/2. As was observed after the statement of Theorem 11.1, this is be-
cause any cobordism class represented by a manifold Mn is 2-torsion, since
twice this class 2[Mn] is represented by the disjoint union Mn tMn which is
the boundary of Mn × I, and therefore is zero as a cobordism class.

Next, in order to apply Theorem 10.65 to MO, we need to prove the
following lemma.

Lemma 11.9. Let E be a spectrum such that π∗(E) is finitely generated 2-
torsion. That is,

π∗(E)⊗ Z/p = 0 for p any odd prime, and π∗(E)⊗Q = 0.
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Then, the same is true of homology, That is,

H∗(E;Z/p) = 0 for p any odd prime, and H∗(E;Q) = 0.

Proof. We first discuss H∗(E;Z/p), where p is an odd prime. Consider the self
map of the sphere spectrum ×p : S → S representing p ∈ Z = π0(S). Taking
the smash produce with the spectrum E gives us a self map,

×p : E→ E

defined to be

E ∧ S 1∧(×p)−−−−−→ E ∧ S.

Notice that the map ×p : E → E induces multiplication by the prime p in
homotopy groups, since, by definition, it does so on the sphere spectrum. That
means, since π∗(E) is 2-torsion, then

(×p)∗ : π∗(E)→ π∗(E)

is an isomorphism. Therefore ×p : E→ E is a weak homotopy equivalence. So
if X is a spectrum representing a generalized homology theory, then

×p : E ∧ X (×p)∧1−−−−−→ E ∧ X

is a weak homotopy equivalence that represents multiplication by the prime p
in homotopy groups. But when X is the Eilenberg-MacLane spectrum HZ/p,
this map in homotopy groups is given by

(×p)∗ : H∗(E;Z/p)
∼=−→ H∗(E;Z/p).

Since H̃∗(E;Z/p) is a Z/p- vector space, multiplication by p must be zero, so
we must conclude that H̃∗(E;Z/p) = 0.

We now turn our attention to H∗(E;Q). By Proposition 10.22, we know
that

H∗(E;Q) ∼= π∗(E)⊗Q = 0

since each πq(E) is assumed to be a finitely generated abelian 2-torsion group.

Thus we know that E = MO satisfies the hypotheses of Theorem 10.65,
and so we may conclude that there is a weak homotopy equivalence

MO '
∨
ω∈B

Σ|ω|HZ/2, (11.11)

where B forms a basis for H∗(MO) as a module over the Steenrod algebra, A2.
Notice that the homotopy groups of the right hand side of this equivalence,
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and hence of MO, is the Z/2-vector space spanned by B. That is, the basis
generating H∗(MO) as an A2-module can be identified with a basis for its
homotopy groups. Comparing the homology of both sides of this equivalence
we have the following:

Corollary 11.10. We again assume all (co)homology is taken with Z/2-
coefficients. There is an isomorphism

H∗(MO) ∼= π∗(MO)⊗H∗(HZ/2)
∼= π∗(MO)⊗A∗2

where A∗2 is the dual of the Steenrod algebra.

Before we compute the cobordism ring η∗ ∼= π∗(MO), we draw some im-
mediate geometric conclusions from what we’ve shown so far.

Corollary 11.11. Two closed n-manifolds Mn and Nn are cobordant if and
only if the images of their fundamental classes under their stable normal bun-
dle homomorphisms are equal. That is, if νM : Mn → BO and νN : Nn → BO
are the stable normal bundle maps for Mn and Nn respectively, then these
manifolds are cobordant if and only if

(νM )∗([M
n]) = (νN )∗([N

n]) ∈ Hn(BO;Z/2).

Proof. By the Pontrjagin-Thom theorem, we need to know when the classes

αMn and αNn ∈ πn(MO)

are equal. But as one sees from Corollary 11.10, the Hurewicz homomorphism

h : πn(MO)→ Hn(MO;Z/2)

is injective, so this is equivalent to knowing that h(αMn) = h(αNn) ∈
Hn(MO;Z/2). But by the Thom isomorphism theorem, this is equivalent to
knowing that

u ∩ h(αMn) = u ∩ h(αNn) ∈ Hn(BO;Z/2).

Here u ∈ H0(MO;Z/2) is the Thom class. The corollary then follows from
the following straightforward exercise.

Exercise. For any closed manifold Mn,

u ∩ h(αMn) = (νMn)∗[M
n] ∈ Hn(BO;Z/2).

The result of Corollary 11.11 is often stated in a different way. Recall that
H∗(BO;Z/2) ∼= Z/2[w1, · · · , wi, · · · ] where wi is the ith Stiefel-Whitney class.
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Definition 11.2. Let Mn be a closed n- manifold, and f : Mn → BO, be
a map, which we think of as classifying a stable vector bundle over Mn. We
define “Stiefel-Whitney numbers” of f as follows. Let p(w) be a polynomial in
the Stiefel-Whitney classes, that is an element of H∗(BO;Z/2). p(w) deter-
mines a “Stiefel-Whitney number” by the rule

〈f∗(p(w)); [Mn]〉 ∈ Z/2.

Note. This evaluation map is to be interpreted as follows. The polyno-
mial p(w) is a sum of monomials of varying dimensions. The evaluation
〈f∗(p(w)); [Mn]〉 = 〈p(w), α〉 on an n-dimensional homology class α is the
sum of the evaluations of its monomials on f∗(α). A monomial having dimen-
sion other than n has, by convention, zero evaluation on an n-dimensional
homology class.

If τMn : Mn → BO classifies the stable tangent bundle of Mn we call its
Stiefel-Whitney numbers the ”tangential Stiefel-Whitney numbers” of Mn, or
sometimes just the Stiefel-Whitney numbers of Mn. Similarly, if νMn : Mn →
BO classifies the stable normal bundle, we call its Stiefel-Whitney numbers,
the “normal Stiefel Whitney numbers” of Mn.

Notice that the tangential and normal Stiefel-Whitney numbers of a man-
ifold are invariants of the manifold. We can now interpret Corollary 11.11 as
follows:

Corollary 11.12. Two manifolds are cobordant if and only if they have the
same normal Stiefel-Whitney numbers.

The inverse relation between the stable tangent and stable normal bundle
maps of a manifold will allow us to quickly prove the following.

Corollary 11.13. Two manifolds are cobordant if and only if they have the
same tangential Stiefel-Whitney numbers.

Proof. Recall that for any space X the fact that BO is an infinite-loop space
implies that the set of homotopy classes, [X,BO] is an abelian group (equal
to it’s reduced K-theory). Let −ι : BO → BO represent the homotopy class
in [BO,BO] that is inverse to the class represented by the identity map. Since
the sum of the tangent bundle of a manifold with the normal bundle of any
embedding of the manifold in Euclidean space is a trivial bundle, that means
that the classes in [Mn, BO] represented by τMn and νMn are inverse to each
other in this group structure. In other words, the composition

Mn τMn−−−→ BO
−ι−−→ BO

is homotopic to νMn , and similarly the composition

Mn νMn−−−→ BO
−ι−−→ BO
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is homotopic to τMn . Because (−ι) ◦ (−ι) ' id : BO → BO, −ι : BO → BO
is a homotopy equivalence.

Let p(w) be a polynomial in the Stiefel-Whitney classes. Then

(τMn)∗(p(w)) = (νMn)∗((−ι)∗(p(w)) and (νMn)∗(p(w)) = (τMn)∗((−ι)∗(p(w)).

So the tangential Stiefel-Whitney number determined by p(w) is the normal
Stiefel-Whitney number determined by (−ι)∗(p(w))), and vice-versa. Since
(−ι)∗ is an isomorphism, we can conclude that two manifolds have the same
normal Stiefel-Whitney numbers if and only if they have the same tangential
Stiefel-Whitney numbers. The corollary now follows from Corollary 11.12.

Corollary 11.14. A manifold that can be stably framed, i.e a manifold Mn

whose stable normal bundle map νMn : Mn → BO is null homotopic, is the
boundary of an (n+ 1)-dimensional manifold.

Proof. If Mn is a stably framed manifold, all of its Stiefel-Whitney numbers
are zero. The sphere Sn is stably frameable, since the standard embedding in
Rn+1 has a trivial normal bundle. So by Corollary 11.12 Mn is cobordant to
Sn, which is null-cobordant since it is the boundary of Dn+1. Therefore Mn

is null-cobordant.

We remark that the fact that the Stiefel-Whitney numbers of a manifold
are cobordism invariants is not very difficult, as we will see below. What was
difficult, and was a major achievement of Thom, is that the Stiefel-Whitney
numbers of a manifold are a complete cobordism invariant as stated in Corol-
laries 11.12 and 11.13.

We now give an elementary proof of the following fact.

Proposition 11.15. . If Mn is a closed manifold that is the boundary of
Wn+1, then all of the tangential Stiefel-Whitney numbers of Mn are zero.

Proof. Pick a metric on Wn+1. Then there is a unique outward normal vector
field along ∂Wn+1 = Mn, spanning a trivial line bundle ε1. Therefore, the
restriction of the tangent bundle to its boundary

T (Wn+1)|Mn = T (M)⊕ ε1.

Hence, the Stiefel-Whitney classes of Mn are the restriction of Stiefel-
Whitney classes of Wn+1. By the long exact sequence,

· · · → Hn(Wn+1;Z/2))→ Hn(∂Wn+1;Z/2)
δ−→ Hn+1(W,∂W );Z/2)→ · · ·

this implies that δ(w) = 0 for every tangential Stiefel-Whitney class w. The
natural map ∂ : Hn+1(W,∂W ;Z/2) → Hn(∂W ;Z/2) takes the fundamental
class [W,∂W ] to the fundamental class [∂W ] = [Mn].
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Therefore if p(w) is any polynomial in the Stiefel-Whitney classes,

〈(τMn)∗p(w), [Mn]〉 = 〈δ((τMn)∗p(w)), [Wn+, ∂Wn+1]〉 = 0.

Exercise. Show that this proposition implies that ifM1 andM2 are cobordant
manifolds, they have the same tangential Stiefel-Whitney numbers.

We now turn our attention back to computing the cobordism ring η∗ ∼=
π∗(MO).

Since we know the homology H∗(MO) we will be able to calculate
π∗(MO) = η∗, using our knowledge of A∗2 (Theorem 10.59). and their relation
given by Corollary 11.10.

To understand π∗(MO) as a graded Z/2 vector space, it suffices to compute
the dimension of πn(MO) for each n. For this we use a little combinatorics as
is done in [157].

Recall that a partition of a positive integer n is an unordered sequence
(ii, · · · , ik) of positive integers whose sum equals n. Let p(n) be the number
of partitions of n. Notice that in the polynomial ring Z/2[e1, e2, · · · , ek, · · · ]
where |ei| = i (recall from Theorem 10.36 that this is H∗(MO;Z/2)), a mono-
mial in degree n determines, and is determined by, a partition of n. Let p(n)
denote the number of partitions of n. This is then the dimension of Hn(MO).
(Here, as above, when we don’t specify coefficients in (co)homology we mean
Z/2-coefficients.)

Now by Theorem 10.59,A∗2 ∼= Z/2[ξj , j ≥ 1], where the degree |ξj | = 2j−1.
A monomial in this ring of degree n is also a partition, but a very special one.
Namely it is a “dyadic partition”, meaning a partition (ii, · · · , ik) where each
ij is of the form 2m − 1 for some m. We write pd(n) to be the number of
dyadic partitions of n. By convention we let pd(0) = 1. Notice that pd(n) is
the dimension of A∗2 in degree n.

Finally we say that a partition (ii, · · · , ik) of n is nondyadic if none of
the ij ’s are of the form 2m − 1 for any m. We let pnd(n) be the number of
nondyadic partitions of n, with the convention that pnd(0) = 1. The following
gives a calculation of the cobordism groups:

Theorem 11.16. The cobordism group of n-dimensional closed manifolds,
ηn ∼= πn(MO) is a Z/2-vector space of dimension pnd(n).

Proof. The main step in the proof of this theorem is the following fact from
combinatorics.

Lemma 11.17. For every positive integer n,

p(n) =

n∑
i=0

pd(i)pnd(i).
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Furthermore, if f(n) is an function defined for nonnegative integers n satis-
fying

p(n) =

n∑
i=0

pd(i)f(n− i)

then f(m) = pnd(m) for all m ≥ 0.

Proof. If I = (i1, · · · , ik) and J = (j1, · · · , jr) are partitions of n and m
respectively, write IJ = (i1, · · · , ik, j1, · · · , jr). This is a partition of n + m.
Notice that if I is any partition of n, the we can uniquely write

I = IdInd

where Id is the dyadic partition obtained by taking all the entries of I of
the form 2k − 1 for some k, and Ind is the nondyadic partition obtained by
taking the remaining entries of I (i.e those not of the form 2k − 1 for any k).
Conversely, for every i such that 0 ≤ i ≤ n, if Id is a dyadic partition of i
and Ind is a nondyadic partition of n− i, the IdInd is a partition of n. Notice
that there are pd(i)pnd(n− i) ways of making such a partition of n for each i.
This verifies the formula p(n) =

∑n
i=0 pd(i)f(n− i). The second statement is

proved by an easy induction on n.

We now complete the proof of Theorem 11.16. By Corollary 11.10, we know
that

H∗(MO) ∼= π∗(MO)⊗A∗2. (11.12)

We then have

dimHn(MO) =

n∑
i=0

dimπi(MO) · dim (A∗2)n−i.

As observed above, dimHn(MO) = p(n) and dim (A∗2)k = pd(k). If we let
f(m) = dimπm(MO) then the result follows from Lemma 11.17.

We can now draw an immediate geometric consequence of Theorem 11.16,
which is much more difficult to prove without Thom-Pontrjagin theory,

Corollary 11.18. Every closed 3-dimensional manifold is the boundary of a
4-dimensional manifold.

Proof. By Theorem 11.16 η3 is a Z/2-vector space of dimension pnd(3). But
there are no nondyadic partitions of 3, so pnd(3) = 0.

We now observe that we can restate Theorem 11.16 in the following way.

Corollary 11.19. Consider the polynomial algebra Z/2[b2, b4, · · · , bi, · · · ]
such that |bi| = i and i is not of the from 2k − 1 for any k. Then there is a
graded Z/2 vector space isomorphism between this algebra and π∗(MO) ∼= η∗.
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Proof. Notice that the monomials of degree n in this polynomial algebra are
in bijective correspondence with nondyadic partitions of n, The result then
follows from Theorem 11.16.

Our goal is to strengthen this corollary to show that there is an isomor-
phism of algebras between the cobordism ring and this polynomial algebra.
This would establish Theorem 11.4.

Proof. Recall from Theorem 6.20 that the splitting principle gives us an al-
ternative description of H∗(BO(n)) as the ring of symmetric polynomials
Z/2[σ1, · · · , σn], where σi is the ith elementary symmetric polynomial in m-
variables, say x1, · · · , xm, all of which have degree one. Here we are choosing
m > n so that the elementary symmetric polynomials are algebraically inde-
pendent.

Definition 11.3. We say that two monomials in x1, . . . , xm are equivalent
if there is a permutation of x1, . . . , xm that takes one to the other. Define∑
xa1

1 · · ·xarr to be the sum of all monomials in x1, . . . , xm which are equivalent
to xa1

1 · · ·xarr .

Exercise. (See Lemma 16.1 of [121]) Show that an additive basis for Sk, the
group of homogeneous symmetric polynomials of degree k in x1, . . . , xm is
given by the polynomials

∑
xa1

1 · · ·xarr , where (a1, . . . , ar) range through all
partitions of k of length r ≤ m.

Now let I = (i1, · · · ir) be a partition of n, and let sI = s(i1,··· ,ir) be the
unique polynomial satisfying

sI(σ1, · · ·σn) =
∑

xi11 · · ·xirr .

For m ≥ n the p(n) polynomials sI(σ1, · · ·σn) are linearly independent and
form a basis of Sn. See Milnor and Stasheff’s book [121] for a more complete
discussion of these symmetric polynomials.

Given a vector bundle ξ over a closed n-manifold Mn, by recalling that
the ith Stiefel-Whitney class wi ∈ H∗(BO) can be identified with the ith

elementary symmetric polynomial σi, then I is a partition of n we may write

SI(w(ξ)) = sI(w1(ξ), . . . , wn(ξ)) ∈ Hn(M).

(We recall that unless otherwise stated, all (co)homology is taken with Z/2-
coefficients.).

Now since the symmetric polynomials sI form an additive basis for the ring
of symmetric polynomials, which, by the splitting principle is isomorphic to
H∗(BO), then by Corollary 11.13 the cobordism type of any closed n-manifold
Mn is completely determined by the collection of numbers

SI [M
n] = 〈(sI(τMn), [Mn]〉 ∈ Z/2,
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where τMn is the tangent bundle and I ranges over all partitions of n. A quick
calculation using the Cartan product rule for Stiefel-Whitney classes that is
done in [157], verifies the following:

Lemma 11.20. Let ξ and ζ be any two vector bundles over a closed n-
manifold Mn. Then for any partition I

SI(w(ξ ⊕ ζ)) =
∑

I1I2=I

sI1(w(ξ)sI2(w(ζ)),

and if Nm is another closed manifold,

SI(M
n ×Nm) =

∑
I1I2=I

SI1 [Mn]SI2 [Nm].

Recall the fact from Theorem 6.22 that the total Stiefel-Whitney class of
the projective space is given by

w(τRPn) = (1 + a)n+1

where a ∈ Hq(RPn) is the nonzero class. This will immediately imply the
following:

Lemma 11.21. Consider the length-one partition (n) of n. Then

S(n)[RPn] = n+ 1 ∈ Z/2.

As we will see below, these projective spaces can be taken to be generators
of the cobordism ring η∗ when n is even. To construct other generators, Thom
considered hypersurfaces Hm,n defined as follows.

Definition 11.4. Let m and n be positive integers with m ≤ n. Let RPm have
homogeneous coordinates [x0, . . . , xm] and RPn have homogeneous coordinates
[y0, . . . , yn]. Let Hm,n ⊂ RPm × RPn be the subset defined by coordinates
([x0, . . . , xm], [y0, . . . , yn]) satisfying the equation

m∑
i=0

xiyi = 0.

Exercise Show that Hm,n is a smooth manifold of dimension m+ n− 1.

Using Lemma 11.20 Weston gave a direct calculational proof of the follow-
ing (see Proposition 11.4 of [157]).

Lemma 11.22.

S(m+n−1)[Hm,n] =

(
m+ n
m

)
∈ Z/2.
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We are now ready to complete the proof of Theorem 11.4. Define manifolds
Bn that we show will generate the cobordism ring, as follows.

Definition 11.5. Let Bi =

{
RPi if i is even

H2p,2p+1q if i = 2p(2q + 1)− 1 and not of the form 2m − 1

Let bi ∈ ηi be the cobordism class represented by the manifold Bi.
We will show that η∗ is the polynomial algebra generated by the classes
{bi such that i is not of the form 2k − 1}.

First of all notice that
S(i)[Bi] = 1

by Lemmas 11.21 and 11.22. Let I = (i1, · · · , ik) be a nondyadic partitiion of
n. We define the n-manifold

MI = Mi1 × · · · ×Mik .

We will show that the set {[MI ] : I is a nondyadic partition ofn} is a Z/2-
vector space basis for the cobordism group ηn. For this we follow the argument
in [157] (Theorem 13.4). Since by Theorem 11.16 we know the dimension of
this vector space is pnd(n), which is the number of nondyadic partitions of n,
we need only show that this set of cobordism classes is linearly independent.

To do this we put a partial ordering on the set of partitions of n using the
notion of “refinement”. Let I ′ be another partition of n. We say that I ′ is a ‘
refinement of the partition I = (i1, . . . , ik) if we can write I ′ = I1 · · · Ik, where
each Ij is a partition of the coordinate ij of I. This gives a partial order to
the set of partitions of n by saying that I ≤ I ′ is I ′ refines I. In particular it
gives a partial ordering to the set of nondyadic partitions of n.

Let I and J be nondyadic partitions of n with I = (i1, · · · , ik). Then by
Lemma 11.20, we have

SJ [MI ] =
∑

Ii···Ik=J

SI1([MI1 ]) · · ·SIk([Mik ]). (11.13)

So in particular if J does not refine I, SJ [MI ] must be zero. Also this equation
says that SI([MI ]) = 1 since in this case there is exactly one choice of I1, · · · Ik
giving a nonzero contribution to this sum.

Now choose a total ordering of the partitions of n compatible by the partial
ordering given by refinement. Then we can form a (pnd(n)× pnd(n))- dimen-
sional matrix whose rows and columns are indexed by nondyadic partitions
of n according to our ordering, and the entry indexed by (I, J) is given by
SJ([MI ]). Then these calculations tell us that this is a triangular matrix with
one’s along the diagonal. Therefore the pnd(n) columns of this matrix are
linearly independent. Each column is indexed by a nondyadic partition J of
n, and its Ith coordinate is SJ([MI ]). Again, as J varies, these columns are
linearly independent. Now since the polynomials sJ are a basis of the sym-
metric functions in degree n which can be viewed as the cohomology group
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Hn(BO), this says that the tangential Stiefel-Whitney numbers of the MI ’s
also give linearly pnd linearly independent vectors. By Corollary 11.13 this
says that the MI ’s are linearly independent vectors in ηn, which as mentioned
above, implies that they form a basis for ηn. But the set of [MI ]’s in ηn consti-
tutes the set of monomials in the bj ’s of degree n, and therefore this describes
η∗ = ⊕nηn as the polynomial algebra Z/2[bi : i is not of the form 2m−1].

11.3 Cobordism groups of manifolds with stable normal
structure

We now record a natural generalization of the Pontrjagin-Thom Theorem 11.1
to cobordism groups of manifolds endowed with structures on their stable
normal bundles. Such structures include orientations, stable almost complex
structures, and stable framings. These normal structures are defined in terms
of liftings of the classifying maps of the normal bundles to embeddings, to
classifying spaces that determine the structure. For example, an orientation
structure is determined by a lifting to BSO(n) (for the appropriate n), an
almost complex structure is determined by a lifting to BU(m), etc. We now
give a more precise definition.

Definition 11.6. . Let pm : Bm → BO(m) be a fibration. Let Mn be a closed
n-dimensional manifold and let φ : Mn → BO(m) classify the m-dimensional
vector bundle ξ → Mn. A (Bm, pm) structure on the bundle ξ is defined to
be a homotopy class of liftings φ̃ : Mn → Bm. By a “lifting” we mean that
pm ◦ φ̃ = φ : Mn → BO(m), and by a “homotopy class of liftings” we mean an
equivalence class of liftings, under the equivalence relation that two liftings φ̃0

and φ̃1 are equivalent if there is a continuous one parameter family of liftings,
φ̃t : Mn → Bm, t ∈ [0, 1] connecting φ̃0 and φ̃1.

From the point of view of cobordism theory, the most important type
of bundle structure is one on the normal bundle of an embedding. Suppose
e : Mn ↪→ Rn+k is an embedding. Recall that the classifying map of the
tangent bundle of Mn can be given the following explicit form in terms of the
Grassmannian model for BO(n):

Consider the map

τ(e) : Mn → Grn(Rn+k) ↪→ Grn(R∞) = BO(n)

where the first map is defined by sending a point x ∈Mn to the image of the
tangent space under the derivative of the embedding e, Dx(e)(TxM

n) ⊂ Rn+k.
The second map is simply the one induced by the linear inclusion of vector
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spaces, Rn+k = Rn × Rk ⊂ Rn × R∞ = R∞. Clearly the map τ(e) classifies
the tangent bundle τMn .

The classifying map to the normal bundle of the embedding e also has a
natural, explicit description.

ν(e) : Mn → Grk(Rn+k)→ Grk(R∞) = BO(k)

Here the first map in the composition sends a point x ∈ Mn to the image of
the orthogonal complement of the tangent space under the derivative of the
embedding e, Dx(e)(TxM

n)⊥ ⊂ Rn+k, and the second map is again induced
by the linear embedding Rn+k ↪→ R∞.

Now since, for large k, all embeddings of a closed n manifold are isotopic,
then, as observed in Chapter 7, all normal bundles are isomorphic, and hence
have homotopic classifying maps. The following puts these facts in the context
of normal structures. We leave the details of its proof as an exercise for the
reader.

Lemma 11.23. Let Mn be a closed n-dimensional manifold, and pm : Bm →
BO(m) a fibration. Then if m > 0 is sufficiently large then there is a bijective
correspondence between the (Bm, pm) structures on the normal bundle of any
two embeddings, e1, e2 : Mn ↪→ Rn+m.

This leads us to the following definition. Suppose we have a sequence of
fibrations pm : Bm → BO(m) together with maps of fibrations

Bm
jm−−−−→ Bm+1

pm

y ypm+1

BO(m) −−−−→
ιm

BO(m+ 1)

Now suppose we have a (Bm, pm) structure on the normal bundle to an
embedding e : Mn ↪→ Rn+m. Then we have an induced (Bm+1, pm+1) struc-

ture on the normal bundle of the embedding Mn e−→ Rn+m × {0} ⊂ Rn+m+1

given by the composition

pm+1 : Mn pm−−→ Bm
jm−−→ Bm+1.

We then say that the normal bundle structures pm and pm+1 are compatible.

Definition 11.7. A (B, p) (stable normal) structure on a manifold Mn is an
equivalence class of compatible (Bm, pm) structures on the normal bundles of
Mn, where the equivalence class is given by homotopy of liftings for sufficiently
large m.
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Notice that if Mn is a compact manifold, we can think of this definition
as saying that a (stable normal) structure on a manifold Mn is a homotopy
class of lifting

ν̃Mn → B

of its stable normal bundle map νMn : Mn → BO. Here B = limm→∞Bm
where the limit is taken with respect to the maps of fibrations jm : Bm →
Bm+1 and p : B → BO is the limiting fibration induced by the fibrations
pm : Bm → BO(m). That is why such a structure is often referred to as a
“stable normal” structure on the manifold Mn.

Standard examples of (B, p) structures are given by the fibrations pm :
BSO(m) → BO(m) and p2m : BU(m) → BO(2m). Another important ex-
ample is given by the universal bundles EO(m)→ BO(m). Recall that in this
case each EO(m) is contractible.

Exercises.
Show that in these examples, a (stable normal) structure on a manifold Mn

is given by an orientation, an almost complex structure on its stable normal
bundle, and a framing (trivialization) on its stable normal bundle respectively.

Notice that if we have a compatible collection of fibrations pm : Bm →
BO(m) and maps of fibrations

Bm
jm−−−−→ Bm+1

pm

y ypm+1

BO(m) −−−−→
ιm

BO(m+ 1),

Then we can take the Thom space TBm of the bundle classified by pm : Bm →
BO(m), and we have induced maps on the Thom spaces

T (jm) : ΣTBm → Bm+1.

This data defines a spectrum that we call MB. The following is a generalization
of the Pontrjagin-Thom Theorem 11.1. Its proof follows the same structure
and detail as that of Theorem 11.1. We leave the details as an exercise to the
reader.

Theorem 11.24. Suppose we have a compatible collection of fibrations pm :
Bm → BO(m) and maps of fibrations jm : Bm → Bm+1 as above. Then
there is an isomorphism between the homotopy groups of the induced Thom
spectrum,

πn(MB)

and the set of cobordism classes of closed n-manifolds, endowed with (stable
normal) (B, p) structures, ηBn . This is defined to be the set of equivalence
classes of n-dimensional closed manifolds with (B, p) structure, (Mn, ν̃Mn),
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defined by saying (Mn
1 , ν̃Mn

1
) is cobordant to (Mn

2 , ν̃Mn
2

) if there is an (n+ 1)
dimensional manifold with boundary, Wn+1, endowed with a (stable normal)
(B, p)-structure {ν̃Wn+1

m
: Wn+1 → Bm} such that

∂Wn+1 = Mn
1 tMn

2

and the stable normal structure ν̃Wn+1 restricts to ν̃Mn
1

and ν̃Mn
2

on its bound-
ary.

In the examples of normal structures given above, the relevant Thom spec-
tra are denoted by MSO, MU, and S, respectively. (Check that the Thom
spectrum of the universal bundles EO(m) → BO(m) is the sphere spectrum
S.). We will describe some calculations of the corresponding oriented, almost
complex, and framed cobordism rings in the following sections.

11.4 Oriented Cobordism

In this section we sketch a calculation, due to Thom [150], of rational oriented
cobordism. That is, we will describe his calculation of

ηSO∗ ⊗Q ∼= π∗(MSO)⊗Q.

This calculation will be similar to Thom’s calculation of η∗ ∼= π∗(MO)
given above, except the role of Stiefel-Whitney classes will be taken by Pon-
trjagin classes. We suggest that the reader review section 5.5 above for a
discussion of Pontrjagin classes and their properties.

Let I = (i1, · · · , ik) be a partition of a positive integer n, and suppose
that Mn is a closed, oriented n-dimensional manifold. Like we did with Stiefel-
Whitney numbers we define the Pontrjagin number of a vector bundle ξ →Mn

as
PI(ξ) = 〈pi1(ξ) · pi2(ξ) · · · pik(ξ); [Mn]〉 (11.14)

where [Mn] ∈ Hn(Mn;Z) is the fundamental class. Similarly we define

SI(p(ξ)) = 〈sI(p1(ξ), · · · , pn(ξ)); [Mn]〉.

Also, like we did when we used Stiefel-Whitney classes, we write

PI [M
n] = PI(τMn) and SI [M

n] = SI(τMn).

Lemma 11.25. Let ξ and ζ be any two vector bundles over a closed n-
manifold Mn. Then for any partition I

2sI(p(ξ ⊕ ζ)) = 2
∑

I1I2=I

sI1(p(ξ))sI2(p(ζ)),
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and if Nm is another manifold,

SI [M
n ×Nm] =

∑
I1I2=I

SI1 [Mn]SI2 [Nm].

Proof. . These statements are completely analogous to those made about
Stiefel-Whitney numbers in Lemma 11.20. The 2’s are present in the first
statement to eliminate torson. They are not needed in the second statement
because the Kronecker index of any torsion class evaluated on the fundamen-
tal class of a manifold is zero. We leave completing the proof as an exercise
to the reader.

Before we can compute the oriented cobordism ring rationally, ηSO∗ ⊗ Q,
we need to record the following lemma, which is a direct consequence of our
calculation of H∗(BSO(n);R), when R is an integral domain containing 1/2,
done in Chapter 5.

Corollary 11.26. Hi(BSO(n);Z) is finite if i is not divisible by 4, and has
rank p(i/4) if i is divisible by 4. Recall that p(m) is the number of partitions
of m.

Proof. This follows immediately from Theorem 6.45 and the Universal Co-
efficient Theorem. The rank can be computed from this theorem using the
coefficient ring R = Q.

We can now deduce the following calculation of the oriented cobordism
groups:

Theorem 11.27. The oriented cobordism group ηSOn is finite for n not divis-
ible by 4, and has rank p(n/4) for n-divisible by 4.

Proof. To prove this theorem we need to consider

ηSOn ⊗Q ∼= πn(MSO)⊗Q ∼= H∗(MSO;Q),

where the last isomorphism is given by the equivalence of stable rational ho-
motopy groups and rational homology given in Proposition 10.22. Now by the
Thom isomorphism, H∗(MSO;Q) ∼= H∗(BSO;Q). Thus the statements in the
theorem regarding the ranks of these groups follows from Corollary 11.26.

Like the unoriented cobordism spectrum MO, the oriented cobordism spec-
trum MSO is a commutative ring spectrum induced by the pairings

MSO(n) ∧MSO(m)→MSO(n+m),

which are in turn induced on the Thom space level by the Whitney sum
pairings,

BSO(n)×BSO(m)→ BSO(n+m).
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This ring spectrum structure on MSO defines a graded commutative ring
structure on π∗(MSO) ∼= ηSO∗ . As we saw above in the unoriented cobor-
dism setting, the ring structure on ηSO∗ is induced by Cartesian products of
manifolds.

We are now able to compute the ring structure on ηSO∗ ⊗Q explicitly, and
give manifold representatives of the generators.

Theorem 11.28. ηSO∗ ⊗ Q is isomorphic to the polynomial algebra gener-
ated by classes represented by even (complex) dimensional complex projective
spaces. That is,

ηSO∗ ⊗Q ∼= Q
[
[CP2], [CP4], . . . , [CP2n], for n ≥ 1

]
.

Proof. Recall from Corollary 6.42 that the total Pontrjagin class of CP2n is
given by

p(CPn) = (1 + a2)2n+1

where a ∈ H2(CPn;Z) ∼= Z is the generator given by the first Chern class of
the tangent bundle. This immediate will tell us that the Pontrjagin number

P(n)[CP2n] = 2n+ 1.

Now like the argument in the last part of the proof of Theorem 11.4, we
can conclude from this and Lemma 11.25 that the [CP2n]’s are algebraically
independent as elements of ηSO∗ ⊗Q. This means that the map of algebras

j : Q
[
[CP2], [CP4], . . . , [CP2n], for n ≥ 1]

]
→ ηSO∗ ⊗Q

given by associating to a sum of products of these projective spaces the ori-
ented cobordism class it represents, is a monomorphism of graded algebras.
But by Theorem 11.27 these algebras have the same rank in every dimension.
Therefore this map is an isomorphism of graded algebras.

The following is an immediate geometric consequence of this calculation:

Exercise. Show that Theorem 10.37 implies that for every closed, oriented
manifold Mn, there is a number k such that the disjoint union of k copies of
Mn is (oriented) cobordant to a disjont union of products of complex projec-
tive spaces.

As one might guess, the Pontrjagin numbers of a 4n-dimensional oriented
manifold are oriented cobordism invariants. That is, we have the following
result.

Theorem 11.29. Let M4n be a closed, oriented 4n-dimensional oriented
manifold. If M4n is the boundary of an oriented (4n+1)-dimensional manifold
W 4n+1, then all of the Pontrjagin numbers of its tangent bundle are zero.
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Remark. Notice that this does not say that the vanishing of the Pontrjagin
numbers are a sufficient condition for an oriented manifold to be a boundary.
Contrast this to the role of Stiefel-Whitney numbers in unoriented cobordism
(see Corollary 11.13).

Proof. (Taken from [157]) Consider the following portions of the exact se-
quence for the homology and cohomology of the pair (W 4n+1,M4n). All co-
efficients are assumed to be Z.

H4n+1((W 4n+1,M4n))
∂−→ H4n(M4n)

i∗−→ H4n(W 4n+1)

and

H4n(W 4n+1)
i∗−→ H4n(M4n)

δ−→ H4n+1((W 4n+1,M4n)).

Notice that ∂([(W 4n+1,M4n)] = [M4n], where these are the fundamental
homology classes.

Since there is a unique “outward pointing” normal vector along M4n ⊂
W 4n+1 the normal bundle is a trivial line bundle and therefore we have an
bundle equation

τ(W 4n+1)|M4n

∼= τ(Mn)⊕ ε1.
Therefore

p(τ(W 4n+1) = p(τ(M4n)).

So for any partition I of 4n, we have

PI [M
4n] = PI(τ(W 4n+1)|M4n

)

= 〈pI(τ(W 4n+1)|M4n
), [M4n]〉

= 〈i∗pI(τ(W 4n+1)), [M4n]〉
= 〈i∗pI(τ(W 4n+1)), ∂[W 4n+1,M4n]〉
= 〈δi∗pI(τ(W 4n+1), [W 4n+1,M4n]〉
= 〈0, [M4n]〉
= 0 (11.15)

by exactness.

A complete calculation of ηSO∗ is very difficult, but was obtained by C.T.C
Wall in [155]. We state his result without proof.

Theorem 11.30. (Wall [155]) Two oriented closed manifolds are cobordant
if and only if their tangent bundles have the same Pontrjagin numbers and
Stiefel-Whitney numbers. ηSO∗ is the algebra over Z generated by manifolds
X4i of dimension 4i for all i ≥ 1, and by manifolds Y2i−1,j of dimension
2i−1, subject only to the relations 2Y2i−1,j = 0. There is one torsion generator
Y2i−1,j for each partition of i into distinct positive integers, none of which is
a power of 2.
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11.5 Complex Cobordism: Milnor’s calculation using the
Adams spectral sequence

The complex cobordism group ηUn is the group of cobordism classes of stably
almost complex n-dimensional closed manifolds. As was the case with unori-
ented and oriented cobordism, the groups ηU∗ form a graded commutative ring,
where the multiplication is given by cartesian products of manifolds. By the
Pontrjagin Thom Theorem 11.24 this is isomorphic to the ring π∗(MU). These
homotopy groups form a graded ring because MU is a homotopy commutative
ring spectrum. π∗(MU) was computed explicitly by Milnor [118] in one of the
early, dramatic applications of the Adams spectral sequence. The ring struc-
ture was determined by Novikov [126]. We will describe Milnor’s calculation
of ηU∗

∼= π∗(MU) which constitutes a beautiful example of how knowledge of
the Steenrod algebra module structure of cohomology and the Adams spectral
sequence constitute powerful computational tools.

As the reader will recall, one of the reasons that the calculation of the
unoriented cobordism groups η∗ ∼= π∗(MO) were tractable, was that the co-
homology H∗(MO;Z/2) was shown to be a free module over the Steenrod
algebra, A2. This quickly implied that MO was a wedge of mod 2 Eilenberg-
MacLane spectra. Furthermore, since π∗(HZ/2) = Z/2, where the nontrivial
element lies in dimension zero, then if E is any spectrum of the homotopy
type of a wedge of mod 2 Eilenberg-MacLane spectra, then

π∗(E) ∼= Hom∗A1
(H∗(E;Z/2);Z/2).

where on the right side we are considering homomorphisms as modules over
A2, and the indexing reflects the degree shift of the homomorphism in coho-
mology.

Milnor’s strategy for the calculation of the complex cobordism ring π∗(MU)
is to first computeH∗(MU;Z/p) as a module over the mod p - Steenrod algebra
for any prime p. His calculations follow similar lines as Thom’s calculation of
H∗(MO;Z/2). In the case of MU, its cohomology will turn out not to be a free
Ap-module, but as we will see, it is an explicitly describable module. Milnor
then appealed to the Adams spectral sequence, which was quite new at the
time.

Recall from Theorem 10.37 that H∗(MU) = Z[H∗(MU(1))] =
Z[t1, . . . , ti, . . . , |ti| = 2i]. (Here we are taking integral coefficients.). We can
conclude the following facts from this observation.

1. The homology and cohomology of MU is torsion-free, and is nonzero only
in even dimensions.
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2. The product map
∧
N MU(1) → MU(N) → MU induces and injection in

cohomology Hq(MU; k) → Hq(
∧
N MU(1); k) for N large with respect to

q, where k represents any coefficient group.

Now consider the mod p Steenrod algebra Ap, where p is any prime. Let
β ∈ Ap be the Bockstein operator. When p = 2, β = Sq1. Dividing out by
the 2-sided ideal generated by the Bockstein β, we can consider the algebra
Ap/(β). Because the cohomology of MU is only nonzero in even dimensions,
and since applying the Bockstein operator β increases the dimension by one,
the next result follows immediately.

Lemma 11.31. The action of the Steenrod algebra on H∗(MU;Z/p) factors
through an action of the quotient algebra, Ap/(β).

Now recall that MU(1) = Σ−2Σ∞CP∞. The action of the Steenrod algebra
Ap on H∗(CP∞;Z/p) is computed in much the same way as we computed the
action of A2 on H∗(RP∞;Z/2) in chapter 10. One therefore implicitly knows
the action of Ap and hence of Ap/(β) on H∗(MU(1);Z/p)⊗N . Using property
(2) of (11.5) above, Milnor was able to prove the following in much the same
way as we described Thom’s proof that H∗(MO;Z/2) is a free module over
A2 (Proposition 11.6).

Theorem 11.32. (Milnor [118]) For every prime p, H∗(MU;Z/p) is a free
module over Ap/(β), with even dimensional generators.

To get an idea of why the generators of H∗(MU;Z/p) as a module over
Ap/(β) are even dimensional, we consider homology. For ease of notation we
will consider the case when p is an odd prime. The case p = 2 is similar, and
we leave considering that case as an exercise to the reader. We claim that the
dual, (Ap/(β))

∗ ⊂ A∗p is given by

(Ap/(β))
∗ ∼= Z/p[ξ1, ξ2, · · · ] ⊂ A∗p = Z/p[ξ1, ξ2, · · · ]⊗ E(τ1, τ2, . . . ) ∼= A∗p.

Exercise. Prove this claim.

Since H∗(MU;Z/p) = Z/p[t1, t2, . . . , such that |ti| = 2i], then there is an
abstract algebra isomorphism,

H∗(MU;Z/p) ∼= (Ap/(β))
∗⊗Z/p[tj , such that |tj | = 2j and j 6= pk−1 for any k].

This tells us that, given the fact that H∗(MU;Z/p) is a free module over
Ap/(β), then it would be generated by classes of the same dimension as mono-
mials in Z/p[tj , such that j 6= pk − 1]. These are all even dimensional classes.

The significance of this theorem lies in the following result, whose proof
makes use of the Adams spectral sequence.
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Theorem 11.33. If Y is a spectrum of finite type and H∗(Y;Z/p) is a free
Ap/(β)-module on even dimensional generators, then π∗(Y) contains no p-
torsion.

Before we describe Milnor’s proof of this theorem we describe how it yields
an effective calculation of π∗(MU) = ηU∗ . An immediate consequence of The-
orems 11.32 and 11.33 is the following.

Corollary 11.34. ηU∗ = π∗(MU) is torsion free.

Notice that this corollary tells us that for each n, πn(MU) is a free Z-
module of the same dimension as the dimension of πn(MU)⊗Q as a Q-vector
space. But notice that since π∗(MU)⊗Q ∼= H∗(MU;Q), by the equivalence of
rational stable homotopy and rational homology (Proposition 10.22), we have
that the composition

π∗(MU)→ H∗(MU;Z)→ H∗(MU;Q)

is a monomorphism in every dimension, between a finitely generated free
abelian group and a rational vector space, where the rank of the abelian
group is equal to the dimension of the vector space. (Here the first map in
this composition is the Hurewicz map, and the second map is simply ratio-
nalization.) The second map in this composition also is, in each dimension, a
monomorphism between a free abelian group and a rational vector space of
the same dimension. Therefore we can conclude that the Hurewicz map

ηU∗ = π∗(MU)→ H∗(MU;Z)

is, in every dimension, a monomorphism between finitely generated free
abelian group of the same rank. Since the rank of H∗(MU;Z) in every dimen-
sion is well understood (Theorem 10.37), this gives us an effective calculation
of ηU∗ = π∗(MU) in every dimension.

We now describe Milnor’s proof of Theorem 11.33.

Proof. Recall that the Adams spectral sequence for computing the p-primary
component of π∗(Y) has E2-term given by

Es,t2 = Exts,tAp(H∗(Y;Z/p),Z/p).

Since we are assuming that H∗(Y;Z/p) is a free module over Ap/(β), we
therefore need to understand Ext∗,∗Ap(Ap/(β),Z/p). Milnor achieves this by
proving the following proposition.
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Proposition 11.35. There is a free resolution of Ap/(β) as a module over
Ap

· · · → · · · → Fs → Fs−1 → · · · → F0 → Ap/(β)

where Fs has a basis over Ap consisting of elements b(r0,...,ri,... ) such that∑
i ri = s (i.e the ri’s form a partition of s), and where the dimension of

b(r0,...,ri,... ) is
∑
i 2ri(p

i − 1) + s.

Proof. (Sketch). Define operations Qi ∈ Ap inductively by

Q0 = β, Qi+1 = P p
i

Qi −QiP p
i

.

Notice that the dimension |Qi| = 2pi−1. Let A0 ⊂ Ap be the subalgebra gen-
erated by the Qi’s. Verifying the following properties of A0 is straightforward
and is done in Milnor [118]. We leave them as exercises for the reader.

Exercises. 1. Show that QiQj = −QjQi for all i, j and in particular Q2
i = 0.

So A0 is an exterior (or Grasmann) algebra.
2. Show that Ap is a free A0-module with basis {P J} of admissible mono-

mials that involve no Bocksteins. In other words they are admissible mono-
mials in the reduced power operations P i. Show that this means that

Ap ⊗A0 Z/p = Ap/(β),

where Z/p has the trivial left A0-module structure.

Now as Milnor points out, since A0 is an exterior algebra, there is a poly-
nomial algebra P and a differential operator d on A0 ⊗ P such that (A0, d)
gives a free, acyclic resolution of Z/p over A0. Explicitly,

P = Z/p[bi : |bi| = |Qi|+ 1],

and so it has a Z/p-basis given by monomials b(r0,...,ri,... ) of dimension∑
i ri|bi|. The differential is given by

d(a⊗ b(r0,...,ri,... )) =
∑
i

aQi ⊗ b(r0,...,ri−1,ri−1,ri+1,... )

where the sum is taken over all i for which ri > 0.
We then let F̃s be the free A0-module generated by symbols (monomials)

b(r0,...,ri,... ) such that
∑
ri = s. We then let

Fs = Ap ⊗ F̃s.

The modules Fs together with the induced differential operator d give a free
Ap- resolution of Ap ⊗A0 Z/p = Ap/(β).
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To prove Theorem 11.33 Milnor does not use this resolution and the Adams
spectral sequence to directly compute π∗(Y) = [S,Y]∗, but rather he uses it
to first understand the Adams spectral sequence for maps from a “Moore
spectrum” to Y. The Z/p-Moore spectrum is defined to be

M = S ∪p D1. (11.16)

To clarify, consider the map of degree p from the circle to itself

S1 ×p−−→ S1

z → zp

where we are thinking of S1 ⊂ C as the unit circle. We denote the mapping
cone of this map by S1 ∪p D2, and we define the spectrum M to be

M = S ∪p D1 = Σ−1Σ∞(S1 ∪p D2).

Milnor’s goal is to use the following lemma, which he attributes to F.P. Pe-
terson.

Lemma 11.36. If Y is a spectrum of finite type, then if π∗(Y) contains p-
torsion, then

[M,Y]m = [ΣmM,Y]

must be nonzero for two consecutive values of m.

This lemma follows from an observation of Peterson that the cofibration
sequence S → M → Σ∞S1 induces a “universal coefficient” - type exact
sequence

0→ [Σ∞S1,Y]n ⊗ Z/p→ [M,Y]n → Tor([Σ∞S1,Y]n−1,Z/p)→ 0.

Milnor’s strategy is to then use the Adams spectral sequence for comput-
ing [M,Y]∗ to show that for Y satisfying the hypotheses of Theorem 11.33,
these groups cannot be nonzero in two consecutive dimensions. We sketch that
argument now.

To compute [M,Y]∗ using the Adams spectral sequence, we first need to
consider the E2 term, which is Ext∗,∗Ap(H∗(Y), H∗(M)). (We are now, of course

taking Z/p coefficients for our homology and cohomology groups.) Now H∗(Y)
is assumed to be a free module over Ap/(β), on even dimensional generators,
say {yα}, to compute this we can take

F ′s =
⊕
α

Σ|yα|Fs,

where {Fs, ds} is the resolution of Ap/(β) constructed in the proof of Propo-
sition 11.35. We then have a resulting free resolution of H∗(Y) over Ap. The
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E2-term of the Adams spectral sequence for computing [M,Y]∗ is then given
by the cohomology of the resulting cochain complex,

· · · d
∗
s−1−−−→ HomAp(F ′s;H

∗(M))
d∗s−→ · · ·

We now compute HomAp(F ′s;H
∗(M)). By the definition Fs in the proof of

Proposition 11.35 , F ′s has a basis consisting of symbols b(α,r0,... ) of dimen-
sion = dimyα +

∑
i 2ri(p

i − 1) + s. Then it is straightforward to check that

Es,t1 = Homt
Ap(F ′s;H

∗(M)) has as a basis consisting of the following homo-
morphisms:

• For each basis element b(α,r0,... ) of dimension t, there is a homomorphism
h(α,r0,... ) taking b(α,r0,... ) to x ∈ H0(M), and all other basis elements to
zero, and

• there is a homomorphism h′(α,r0,... ) taking b(α,r0,... ) to βx ∈ H1(M) and
all other basis elements to zero.

The boundary operator d∗s : Homt
Ap(F ′s;H

∗(M))→ HomAp(F ′s+1;H∗(M))
is easily see to be given by

d∗s(h(α,r0,... )) = h′(α,r0+1,r1,... )
, and

d∗s(h
′
(α,r0,... )

) = 0

We encourage the reader to prove these identities as an exercise, or to consult
Milnor [118] for the details.

This means that the cohomology of this cochain complex, which gives us
the E2-term of the Adams spectral sequence, has as a basis for Es,t2 the set of
elements h′(α,r0,... ) of total dimension t−s = dimyα+

∑
i 2ri(p

i−1)−1. Since
the dimension of yα is assumed to be even, this is an odd number. This means
that Es,t2 is zero for t − s even. Because all the differentials in the Adams
spectral sequence change total dimension (t−s) by one, this implies that they
all must be zero and the Adams spectral sequence collapses at the E2 level (i.e
E2 = E∞). This in particular implies that [M, Y ]m can only be nonzero when
m is odd. By lemma 11.36, this means that π∗(Y) has no p-torsion. Since p
was arbitrary, the proof of Theorem 11.33 is now complete.

As described earlier, this theorem results in an effective calculation of
π∗(MU). We end this section by stating a few further results.

The following two results were verified by Milnor in [118]

1. ηU∗ ⊗Q = Q
[
[CP1], [CP2], · · · ,

]
2. Two stably almost complex closed manifolds are cobordant if and only if

they have the same Chern numbers. (The reader should prove this as an
exercise, using the fact that, as proved above, the Hurewicz homomorphism
π∗(MU)→ H∗(MU) is injective.)
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Also, as mentioned earlier, Novikov computed the algebra structure of ηU∗
[126]. In particular he proved the following:

Theorem 11.37. (Novikov [126]) The complex cobordism ring ηU∗ is a poly-
nomial algebra over Z with one generator ai in dimension 2i for each i > 0.

We refer the reader to Stong’s book [146] for a geometric proof of this
result.

11.6 Framed cobordism and the Kervaire Invariant

In this section we consider the ring of “framed cobordism” classes of manifolds,
ηfr∗ . As pointed out in Chapter 11, framed cobordism is a particular type of
cobordism of manifolds with stable normal structures. As is the case with all
such cobordism theories, one studies normal structures with respect to fibra-
tions p : Bk → BO(k) (see Definition 11.7). In the case of framed cobordism,
the total spaces Bk are assumed to be contractible. They therefore would
represent universal principle bundles, pn : EO(k)→ BO(k).

Since EO(k) is contractible, a lift of the classifying map of a normal bundle,
ν̃kM : Mn → EO(k) is a trivialization of the normal bundle classified by νkM :
Mn → BO(k). Therefore a manifold Mn has a (stable, normal) framing, if and
only if its normal bundle to a large codimension embedding in Euclidean space
is trivial. This is equivalent to the stable normal bundle map νM : Mn → BO
being null homotopic, which in turn is equivalent to the tangent bundle being
stably trivial. Recall that this means that there is a bundle isomorphism

τ(Mn)× RL ∼= Mn × Rn+L

for L sufficiently large.

Exercise. Show that a closed manifold Mn has a stable normal framing if
and only if its tangent bundle is trivial after adding one line to it. That is,

τ(Mn)× R ∼= Mn × Rn+1.

You may use the fact that a closed n- manifold has the homotopy type of an
n-dimensional CW -complex. This will be proved in Chapter 12.

Since the normal structures that we are considering are with respect to
bundles pk : EO(k) → BO(k) where EO(k) is contractible, the pullback of
the universal bundle over γk → BO(k) to EO(k) is trivial.

p∗k(γk)
∼=−−−−→ EO(k)× Rky y

EO(k) −−−−→
=

EO(k).
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The Thom space of this trivial bundle is then EO(k)+ ∧ Sk, which is
homotopy equivalent to the sphere Sk since EO(k) is contractible. Therefore
the Thom spectrum corresponding to these framed normal structures is the
sphere spectrum S, and we have the following consequence of the Pontrjagin-
Thom Theorem 11.24:

Corollary 11.38. There is an isomorphism of graded rings,

α : ηfr∗
∼= π∗(S).

As with other cobordism theories, the ring structure in ηfr∗ is induced by carte-
sian products of manifolds and their framings, and the ring structure of π∗(S)
comes from the commutative ring spectrum structure of the sphere spectrum
S.

Notice that this result gives yet another reason why the study of the stable
homotopy groups of spheres is of such importance. Clearly they are of central
importance in homotopy theory, and therefore in algebraic topology more
generally. But this result shows how they give play a tremendously important
role in differential topology as well. As we will see in the remainder of this
section, the study of cobordism classes of framed manifolds has yielded quite
important results in manifold theory during the last 60 years.

We begin by considering basic facts laid out in the following exercise.

Exercises.
1. Let Mn be a closed, connected n-dimensional manifold that has a

stable normal framing. Show that the equivalence classes of such framings
are in bijective correspondence with the set of homotopy classes of maps,
[Mn, SO(N)] for N sufficiently large. Indeed show, by using the fibration se-
quences SO(N)→ SO(N + 1)→ SN that it suffices to take N > n.

2. Using Exercise 1, show that ηfr1 = π1(S) = Z/2. Describe explicitly a
nontrivial stable normal framing on manifold S1. That is, describe a stable
normal framing on S1 that does not extend to a framing of any surface with
boundary equal to S1.

In Chapter 3 Theorem 3.22, we proved that every Lie group G is paral-
lelizable, (i.e has a trivial tangent bundle). Indeed we gave an explicit trivial-
ization, which identified the tangent bundle τG with G × T1G. This in turn
induces a stable normal framing on G (Exercise: Why?). This implies that

every compact Lie group represents an element of ηfr∗ = π∗(S). It is not known
precisely which elements of π∗(S) can be represented by compact Lie groups.
Of course S1 is a compact Lie group in that it is the unit sphere of the com-
plex numbers, C. Similarly S3 is a noncommutative compact Lie group as it
is the unit sphere in the quaternions, H. S7 is a nonassociative compact Lie
group, as seen because it is the unit sphere in the octonians. Even though it
is nonassociative, the multiplicative structure suffices to give it a trivialized
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tangent bundle, and thus a stable normal framing. As you might guess, these
framed spheres represent the Hopf maps in their respective dimensions.

11.6.1 The h-cobordism theorem, and the Poincaré conjec-
ture

Perhaps the most interesting and far-reaching early investigation of framed
cobordism from a differential topology perspective was the work of Kervaire
and Milnor [85]. In this section we describe some of their work, some conse-
quences, and some work that followed that eventually led to one of the most
dramatic theorems in algebraic topology in the last 60 years [70].

As the reader may already know, one of the most surprising results about
manifolds in the 1950’s was a result by Milnor [116] saying that the 7-
dimensional sphere, S7, has “exotic differentiable structures”. This means that
there are smooth, closed 7-dimensional manifolds that are homeomorphic to
the unit sphere S7 ⊂ R8, but are not diffeomorphic to S7.

More generally, a closed, oriented, smooth manifold Mn is said to be a
“homotopy n-sphere” if it is homotopy equivalent to Sn. Kervaire and Milnor
put the following equivalence relation on the collection of homotopy n-spheres.

Definition 11.8. Two closed, oriented, smooth manifolds Mn
1 and Mn

2 are
said to be “h-cobordant” if the disjoint union Mn

1 t −Mn
2 is the boundary of

an oriented (n+ 1)-dimensional manifold Wn+1 where both inclusions M1 ↪→
Wn+1 and M2 ↪→ Wn+1 are homotopy equivalences. Here −Mn

2 denotes the
manifold Mn

2 with the opposite orientation.

In a deep, far-reaching, and beautifully written paper [85], Kervaire and
Milnor investigated the groups Θm of h-cobordism classes of closed, oriented
manifolds that are homotopy equivalent to the sphere Sm. The group structure
in Θn is given by the connected sum operation.

The relevance of h-cobordisms in this setting is due to the powerful h-
cobordism theorem of S. Smale [140].

Theorem 11.39. (The “h-cobordism theorem”). Let W be a compact (n+1)-
dimensional smooth h-cobordism between two smooth closed simply connected
n-manifolds Mn and Nn, where n ≥ 5. Then Wn+1is diffeomorphic to
Mn × [0, 1] (or, equivalently, Nn × [0, 1]). In particular, Mn and Wn are
diffeomorphic.

As a nearly immediate consequence, Smale proved the analogue the gen-
eralized Poincare conjecture in dimensions 5 and greater:

Corollary 11.40. (“Generalized Poincaré conjecture”) Assume n ≥ 6. If a
closed, smooth manifold Σn is homotopy equivalent to the sphere Sn, it is
homeomorphic to Sn.
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So in particular we know that for n ≥ 6, every homotopy sphere is home-
omorphic to Sn. Furthermore it follows from the h-cobordism theorem that
two homotopy spheres in these dimensions are h-cobordant if and only if they
are diffeomorphic. So for n ≥ 6 the group Θn can be described as the set of
diffeomorphism classes of differentiable structures on the topological n-sphere.
It is one of the remarkable achievements of Milnor [116] and Kervaire-Milnor
[85] that these groups, for n ≥ 5 are not necessarily trivial, but are finite.

We now sketch how the generalized Poincaré conjecture follows from
Smale’s h-cobordism theorem.

Proof. We first prove the following lemma.

Lemma 11.41. Suppose Wn is a compact, smooth, contractible manifold of
dimension n ≥ 6 with a simply connected boundary. Then Wn is diffeomorphic
to the disk Dn.

Proof. Let D0 ⊂Wn be a smooth disk embedded in the interior of Wn. Then
notice that W − IntD0 is an h-cobordism between ∂Wn and ∂D0 = Sn−1.
Therefore, by the h-cobordism theorem, there is a diffeomorphism

Wn − IntD0 ' ∂Wn × [0, 1] ∼= Sn−1 × [0, 1].

Thus

Wn ∼= (Wn − IntD0) ∪ IntD0
∼= Sn−1 × [0, 1] ∪∂D0

∼=Sn−1 D0
∼= Dn.

Note. In certain dimensions, Kervaire and Milnor proved more. In particular
the proved they following result.

Theorem 11.42. (Kervaire and Milnor [85]). Suppose Mn is a closed, simply
connected, smooth manifold that is homotopy equivalent to Sn. Then if n =
4, 5, or 6, Mn bounds a smooth, compact, contractible manifold.

Notice that this, together with Lemma 11.41 implies that for n = 5 or 6,
Mn is a actually diffeomorphic to Sn. In particular the generalized Poincaré
conjecture that was proved by Smale actually holds in dimension 5 as well.
We will discuss what is known in lower dimensions below.

We now sketch the proof of Corollary 11.40.

Let D0 ⊂ Mn be a smoothly embedded disk. Then Wn = Mn − IntD0

satisfies the hypotheses of Lemma 11.41 and so is diffeomorphic to a disk Dn.
Therefore Mn = (Mn − IntD0) ∪D0 is diffeomorphic to two copies Dn

1 , D
n
2

of the n-disk with boundaries identified under a diffeomorphism h : ∂Dn
1

∼=−→
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∂Dn
2 . Such a manifold is called a “twisted sphere”, and the proof is completed

by showing that any twisted sphere,

Mn = Dn
1 ∪h Dn

2

is homeomorphic to Sn. In [113] Milnor describes such a homeomorphism
explicitly.

Let g1 : Dn
1 → Sn be a diffeomorphism onto the lower hemisphere of

Sn ⊂ Rn+1 equal to {(x1, . . . , xn+1) ∈ Sn ⊂ Rn+1 such thatxn+1 ≤ 0}.
Each point of Dn

2 may be written as t · v, 0 ≤ t ≤ 1, v ∈ ∂D2. Then define
g : Mn → Sn by

g(u) =


g1(u) if u ∈ Dn

1 , and

sinπt2 g1(h−1(v)) + cosπt2 en+1 where en+1 = (0, . . . , 0, 1) ∈ Rn+1,

for all points t · v ∈ Dn
2 .

We leave it for the reader to check that g is a well defined, one-to-one contin-
uous map onto Sn, and hence is a homeomorphism.

11.6.1.1 Some comments on low dimensions

Much of the work on differential topology in the 1960’s and 1970’s made use
of Smale’s h-cobordism theorem (Theorem 11.39). Since this theorem only
applies in “high dimensions”, i.e where one is studying h- cobordisms between
two n-manifolds for n ≥ 5, much of the work about the topology of smooth
manifolds done during this period was about manifolds of dimension 5 and
greater. This all changed in the 1980’s, when the study of low-dimensional
topology went through some revolutionary developments. While not the focus
of this book, the study of the topology of 3 and 4 dimensional manifolds has
been a major focus of research for the last 40 years. We now mention a few of
the early results during this period.

In 1982 M. Freedman proved the four-dimensional Poincaré conjecture:
Every closed, smooth, 4-dimensional manifold that is homotopy equivalent
to S4 is in fact homeomorphic to S4. He actually proved that every smooth,
simply connected, closed 4-dimensional manifold is completely determined up
to homeomorphism by its intersection form [50].

The situation is very different for classifying smooth manifolds up to diffeo-
morphism. S.K. Donaldson showed that there are severe restrictions on the in-
tersection forms that can be realized by smooth 4-manifolds [39] thereby show-
ing that many topological manifolds do not have any smooth structure. He
then showed that there are nontrivial smooth h-cobordisms between smooth
4-dimensional manifolds [40]. (By “nontrivial” we mean smooth h-cobordisms
that are not diffeomorphic to a cylinder M4 × [0, 1].) Using this, Freedman
showed that R4 has an exotic differentiable structure [51], and Taubes proved
that there are uncountably many such exotic structures [149]. The question of
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whether every four-dimensional manifold that is homotopy equivalent to S4 is
actually diffeomorphic to S4 remains a difficult, open queston, and is referred
to as the “smooth 4-dimensional Poincaré conjecture”.

The study of the smooth topology of 4-dimensional manifolds that was
pioneered by Donaldson uses spaces of solutions of partial differential equa-
tions coming from physics (Yang-Mills equations, Seiberg-Witten equations)
or from symplectic geometry (Gromov-Witten equations). This area has been
one of the most active areas of research in topology in the last 40 years, and
continues to produce surprising results of a very different nature than that
which occurs in dimension ≥ 5.

In dimension three the history goes back to the early days of topology and
the work of H. Poincaré. The famous 3-dimensional Poincaré conjecture is
that every closed, simply connected 3-dimensional manifold is homeomorphic
to S3.

Exercise. Show that a closed, simply connected 3-dimensional manifold is
homotopy equivalent to S3.

Hint. Use Poincaré duality.

In the 1930’s, the great British topologist J.H.C. Whitehead discovered a
noncompact contractible 3-dimensional manifold that is not homeomorphic to
R3. Using this he gave what turned out to be a false proof of Poincaré’s conjec-
ture. Since that time many many unsuccessful attempts were made by many
mathematicians to prove Poincaré’s conjecture. Three dimensional topology
was revolutionized in the 1970’s by William Thurston who made a general con-
jecture about the classification of 3-manifolds having to do with the geometric
structures they possess. This was known as Thurston’s “Geometrization Con-
jecture” and it, among other things, implied the Poincaré Conjecture. The in-
terplay between the topology and geometry of 3-manifolds revolutionized the
way topologists studied 3-manifolds, and it continues to be a tremendously
important direction of research today.

In 2003, G. Perelman wrote a series of unpublished papers that gave a proof
of Thurston’s Geometrization Conjecture, and therefore of the 3-dimensional
Poincaré Conjecture. It made use of Ricci curvature flow in the study of the
topology of 3-manifolds initiated by Richard Hamilton [64] in 1982. Morgan
and Tian eventually wrote a book giving full details of Perelman’s proof [123].
The proofs of the conjectures of Poincaré and Thurston were among the great-
est mathematical achievements of the early part of the 21st century. A nice
description of this work, with a nonlinear PDE perspective, was given by T.
Tao [148].

11.6.2 The work of Kervaire-Milnor on homotopy spheres,
surgery, and framed cobordism

We now continue our discussion on the work of Kervaire and Milnor [85] and
its implications to the understanding of framed cobordism.
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As mentioned above, the main goal of [85] was to understand the groups
Θn of homotopy n-spheres, which, as seen above, for n ≥ 5, can be described
as the group of diffeomorphism classes of differentiable structures on the topo-
logical n-sphere Sn. As noted above, the group structure comes from the con-
nected sum operation. The relevance of this group to framed cobordism is the
following result in [85], whose proof we sketch.

Theorem 11.43. (Kervaire and Milnor [85]). Every homotopy n-sphere is
stably parallelizable. That is, it has a stable normal framing, and therefore a
choice of such a framing defines an element of the framed cobordism group
ηfrn .

Proof. (Sketch). We sketch the proof that appears in [85]. As you will see it
involves some homotopy theoretic calculations of Adams [5] that were new at
the time.

Let Σ be a homotopy n-sphere. Let νΣ : Σ → BO be the classifying map
of its stable normal bundle. νΣ is well-defined up to homotopy. To show that
Σ is stably parallelizable, we need to show that νΣ is null homotopic.

Since Σ is a homotopy sphere, we have a bijection between homotopy
classes of maps

[Σ, BO] ∼= πn(BO) ∼= πn−1(O).

Thus the obstruction to Σ being stably parallelizable is a well-defined class

νΣ ∈ πn−1(O). (11.17)

Now the homotopy groups of O were computed by Bott [14] when he proved
what is known as “Real Bott periodicity”. These groups are 8-periodic in
the sense that πk(O) ∼= πk+8(O), for k ≥ 0. These groups are given by the
following:

Congruence class of n mod 8: 0 1 2 3 4 5 6 7
πn−1(O): Z Z/2 Z/2 0 Z 0 0 0

So one can conclude immediately that if n is congruent to 3, 5, 6, or 7 mod
8, then Σ is stably parallelizable, because the obstruction νΣ lies in the zero
group.

Now assume n is congruent to 0 or 4 mod 8. Write n = 4k. Then the
Hurewicz map

Z ∼= π4k−1(O) ∼= π4k(BO)→ H4k(BO) ∼= Hom(H4k(BO);Z)

is injective, and the image of the generator is is determined by its value on
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the kth Pontrjagin class pk(Σ). But by another major result of that era, the
Hirzebruch signature theorem [41], pk(Σ) = 0 because it can be identified
with an invariant (the “signature”) of a quadratic form defined on H2k(Σ).
But H2k(Σ) = 0. Thus νΣ = 0.

We are therefore left to consider the case when n is congruent to 1 or 2
mod 8, in which case πn−1(O) ∼= Z/2.

The argument in this case makes use of calculations of J.F. Adams of
the image of the so-called “J-homomorphism” in homotopy theory. The J-
homomorphism is a map from the homotopy groups of the (infinite) orthogonal
group, which are known by real Bott periodicity, to the stable homotopy
groups of spheres.

J : πk(O)→ πk(S).

This homomorphism is defined as follows. An element A ∈ O(n) is a linear
orthogonal homomorphism, A : Rn → Rn. Since A is metric preserving, it
extends to a well defined map of the one point compactification, sending ∞
to ∞.

A : Sn = Rn ∪∞ → Rn ∪∞ = Sn.

If we view ∞ ∈ Sn as the basepoint, we can think of A as a basepoint-
preserving map between Sn and itself, and therefore is an element of the
n-fold loop space, ΩnSn. This association defines a map

Jn : O(n)→ ΩnSn

and therefore an induced homomorphism on homotopy groups,

(Jn)∗ : πk(O(n))→ πk(ΩnSn) = πk+n(Sn).

One easily checks that these homomorphisms are compatible as n increases,
and so we get a homomorphism

J : πk(O) = lim
n→∞

πk(O(n))→ lim
n→∞

πk+n(Sn) = πk(S). (11.18)

There is another, more geometric way to view the J-homomorphism. An
element α ∈ πk(O) determines a (stable) normal framing on the standard k
sphere.

Exercise. Show this is true. That is, show how elements of πk(O) determine
stable normal framings of Sk.

Let φ(α) represent the stable normal framing on Sk induced by by α ∈
πk(O). Let [φ(α)] ∈ ηfrk be the corresponding framed cobordism class.

Exercise. Show that the class [φ(α)] ∈ ηfrk ∼= πk(S) corresponds, up to sign,
with the image of the J-homomorphism J(α) ∈ πk(S) as described above.

Now consider again a homotopy n- sphere Σ and the obstruction class to
it being stably parallelizable, νΣ ∈ πn−1(O). We note that the definition of
γn(Σ) can be described slightly differently as follows.
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Consider an embedding of Σ into a high codimension Euclidean space, e :
Σ ↪→ Rn+L. The normal bundle to e then defines a map to the Grassmannian,

νe : Σ→ GrL(Rn+L)

x→ (De(TxΣ))⊥ ⊂ Rn+L

For each x ∈ Σ, (De(TxΣ))⊥ is the L-dimensional normal space to the tangent
space TxΣ linearly embedded via the differential De in Rn+L. For L sufficiently
large, we can view this map as classifying the stable normal bundle map
νΣ : Σ→ BO.

Now let Σ̃ be the n-dimensional manifold with boundary obtained by re-
moving a small n-dimensional ball around a basepoint x0 ∈ Σ:

Σ̃ = Σ−Bn(x0).

Notice that the boundary is a sphere, ∂Σ̃ ∼= Sn. Notice furthermore that
Σ̃ is contractible since

Σ̃ ∪Bn(x0) = Σ

which is homotopy equivalent to Sn. Therefore the normal bundle νe, when
restricted to Σ̃ is trivial, and up to homotopy, there is a unique trivialization.
This information can be encoded as follows. Let Fr(γL) → GrL(Rn+L) be
the frame bundle. That is a point in Fr(γL) lying over an L-dimensional
subspace P ⊂ Rn+L is the space of orthogonal bases of P . This is a principal
O(L) - bundle, and it is the pullback of the universal principal O(L) - bundle
EO(L)→ BO(L) under the inclusion GrL(Rn+L) ↪→ BO(L).

Since the normal bundle νe, when restricted to Σ̃ ⊂ Σ is trivialized, there
is a a lifting, well-defined up to homotopy,

ν̃e : Σ̃→ Fr(γL)

of the restriction of νe to Σ̃. Since the restriction of the lifting ν̃e to the
boundary ∂Σ̃ ∼= Sn−1 has a well-defined extension to Bn(x0) when projected
to GrL(Rn+L), one has a well-defined (up to homotopy) lifting of this restric-
tion to the fiber over the basepoint,

Sn−1 ∼= ∂Σ̃→ O(L). (11.19)

By the construction of the classifying map to the normal bundle νe, one sees
that this map is homotopic to the classifying map νΣ : Sn−1 → O described
above 11.17.

Now notice that Σ̃, viewed as a framed manifold with boundary S3 defines
a null-cobordism of its boundary together with its framing. In other words,
the class

φ(νΣ) ∈ ηfrn which corresponds to J(νΣ) ∈ πn(S)

is zero.
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Now soon before Kervaire and Milnor wrote their paper [85], J.F Adams
proved that when n is congruent to 1 or 2 mod 8,

Jn−1 : πn−1(O)→ πn−1(S)

is a monomorphism [5]. Adams’s calculation of the J-homomorphism was
extremely important in algebraic topology, and in this case it allowed Kervaire
and Milnor to conclude that the obstruction class νΣ ∈ πn−1(O) is zero. This
implies that Σ has a stable normal framing.

We now know that every homotopy n- sphere Σ ∈ Θn can be stably framed.
Thus if we define

Θfr
n = {(Σ, φ), where φ is a stable normal framing of Σ} (11.20)

then by taking framed bordism classes, we get a map

ψ : Θfr
n → ηfrn . (11.21)

Another, more homotopy theoretic way of considering this relationship is
the following. As we’ve seen, by choosing a framing on Σ ∈ Θn and then pass-
ing to the framed bordism class, one obtains an element of ηfrn

∼= πn(S). This
does not produce a well-defined map from the group of homotopy spheres Θn

to the stable homotopy group of spheres πn(S), because different choices of
framings could yield different cobordism classes. However, as we saw in the
proof of Theorem 11.43 two different choices of stable framings on a homo-
topy n- sphere Σ produce, when passing to the framed bordism classes, two
elements of πn(S) whose difference lies in the image of the J-homomorphism,
J : πn(O)→ πn(S). So if Coker J is the cokernel of the J homomorphism one
has a well defined homomorphism

ψ : Θn → Coker J. (11.22)

This map was the main object of study in Kervaire and Milnor’s seminal paper
[85]. In particular one can ask about the image of this map, and in particular
ask the following geometric question:

Question.
Is

ψ : Θfr
n → ηfrn (11.23)

surjective? In other words, is every framed manifold frame cobordant to a
framed homotopy sphere?

In studying this question, differential and algebraic topology have been
tremendously developed and advanced over the last fifty years. We continue
this section by discussing these developments.
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Kervaire and Milnor, in considering this question, described how to alter
the homotopy groups of a manifold and remain in the same cobordism class.
This technique is known widely as “surgery”, although Kervaire and Milnor
referred to it as “spherical modification”. Here is the basic construction.

Definition 11.9. Let Mn be a smooth manifold. Suppose

φ : Sp ×Dq+1 →Mn

is a smooth embedding, where p + q + 1 = n. Define a new manifold M ′ =
χ(Mn, φ) to be formed from the disjoint union

M ′ = (Mn − φ(Sp × 0)) t
(
Dp+1 × Sq

)
/ ∼

where “ ∼ ” denotes the identification of φ(u, tv) with (tu, v) for each u ∈ Sp,
v ∈ Sq, and 0 < t ≤ 1.

One says that M ′ is obtained by “doing surgery” along φ. Kervaire and
Milnor refer to M ′ as being the “spherical modification” χ(φ). Notice that the
boundary of M ′ is equal to the boundary of M .

The following lemma, which is straightforward, describes how the homo-
topy group changed after doing surgery.

Let λ ∈ πp(Mn) denote the homotopy class of φ|Sp×0
: Sp →Mn.

Lemma 11.44. The homotopy groups of M ′ are given by

πi(M
′) ∼= πi(M

n) for i < min (p, q),

and
πpM

′ ∼= πp(M
n)/Λ

provided that p < q; where Λ denotes a certain subgroup of πp(M
n) containing

λ.

Notice that this lemma says that if p < q the effect of this surgery was to
“kill” the homotopy class λ.

We now observe that one can kill any homotopy class λ whose dimension
is less than half the dimension of Mn.

Lemma 11.45. Suppose Mn is a stably framed manifold and λ ∈ πp(M
n)

with n ≥ 2p + 1. Then the class λ is represented by an embedding φ : Sp ×
Dn−p ↪→Mn.

Proof. . Since n ≥ 2p+1, Whitney’s embedding theorem says that λ ∈ πp(Mn)
can be represented by an embedding, φ0 : Sp ↪→ Mn. The normal bundle of
this embedding νφ0

satisfies the bundle equation

TSp ⊕ νφ0
∼= φ∗0(TMn)
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and therefore we can stabilize this equation

TSp ⊕ εL ⊕ νφ0
∼= φ∗0(TMn ⊕ εL) (11.24)

where εL denotes the trivial L-dimensional bundle. Now since Mn is assumed
to have a trivial stable normal bundle, and hence a trivial stable tangent
bundle, then for L sufficiently large, TMn ⊕ εL is trivial, i.e isomorphic to
εL+n. On the other hand, we know that the sphere Sp has a stably trivial
tangent bundle, in fact TSp ⊕ ε1 ∼= εp+1, and hence bundle equation (11.24)
simplifies to the equation

εp+L ⊕ νφ0
∼= εn+L.

In other words, the normal bundle νφ0
is stably trivial. But since the fiber

dimension of the normal bundle (= n − p) is larger than the dimension of
the base space Sp, this means the normal bundle must be trivial without
stabilizing. That is,

νφ0
∼= εn−p.

Now since the normal bundle of the embedding φ0 : Sp → Mn is trivial,
then its tubular neighborhood is diffeomorphic to Sp×Dn−p. This proves the
lemma.

So we now know we can “kill” any homotopy class λ ∈ πp(Mn) where Mn

is a stably framed manifold and n ≥ 2p+1. However it is not clear, and it may
not be true, that the resulting manifold M ′ will be stably framed. However
the following was proven by Milnor in [119].

Lemma 11.46. [119](Milnor) Under the same hypothesis of Lemma 11.45,
the embedding φ : Sp ×Dn−p ↪→Mn can be chosen within its homotopy class
so that the modified manifold M ′ will also be stably framed.

We now observe that when Mn is closed and one does surgery on a ho-
motopy class λ ∈ πp(Mn) where Mn is stably framed and n ≥ 2p + 1, one
obtains a manifold M ′ that is cobordant to Mn. Indeed this can be taken to
be a framed cobordism if the embedding φ : Sp×Dn−p →Mn is chosen as in
Lemma 11.46. We can take the cobordism to be

Wn+1
φ = (Mn × [0, 1]) t

(
Dp+1 ×Dq+1

)
/ ∼

where (x, y) ∈ Sp × Dq+1 ⊂ ∂(Dp+1 × Dq+1 is identified with (φ(x, y), 1) ∈
Mn × {1}. Clearly

∂Wn+1
φ = Mn tM ′.

Unfortunately Wn+1
φ is not smooth as it stands, but has “corners”, i.e points

where the coordinate neighborhoods naturally look like one quadrant of the
plane ×Rn instead of a Euclidean half space. However there is a canonical way



Cobordism theory 405

of making it a smooth manifold with boundary, by a process called “straight-
ening the angles”, which is described, for example, in [37]. Furthermore, as
in Lemma 11.46 the cobordism can be taken to be a framed cobordism. By
iterating the surgery procedure one then has the following result:

Corollary 11.47. If Mn is a closed, stably framed n-dimensional manifold
and p is an integer satisfying 2p + 1 ≤ n, then Mn is frame cobordant to a
closed, stably framed n-manifold M ′ that is p-connected.

We are now ready to answer Question 11.23 for odd dimensional closed,
stably framed manifolds.

Theorem 11.48. Let M2m+1 be a connected, closed (2m+1)-dimensional sta-
bly framed manifold. Then M2m+1 is frame cobordant to a homotopy sphere.

Proof. First consider the case of a one dimensional manifold. Then Corollary
11.47 implies that every closed, stably framed 1-manifold is frame cobordant
to a framed circle.

Now suppose the dimension of the manifold is odd and larger than one.
Say n = 2m + 1, for m ≥ 1. Then Corollary 11.47 says that a closed, stably
framed manifold M2m+1 is frame cobordant to an m-connected stably framed
manifold M ′. In particular this implies that Hq(M

′) = 0 for 1 ≤ q ≤ m and
H0(M ′) ∼= Z since M ′ is connected. By the Universal Coefficient Theorem
this implies that Hq(M ′) = 0 for 1 ≤ q ≤ m as well. Now since M ′ is simply
connected, it is orientable, and hence it satisfies Poincaré duality. This implies
that H2m+1−q(M

′) = 0 for 1 ≤ q ≤ m and H2m+1(M ′) ∼= Z.
Putting these observations together we see that M2m+1 is frame cobordant

to a manifold M ′ whose homology is given by

Hr(M
′) ∼=

{
0 if 1 ≤ r ≤ 2n and

Z if r = 0 or 2m+ 1

In other words, M ′ has the homology of the sphere S2m+1. Now consider
a map M ′ → S2m+1 defined as follows. Let x0 ∈ M ′ be basepoint, with a
neighborhood B which is diffeomorphic to the open disk D2m+1. Then the
“pinch map”

p : M ′ →M ′/(M ′ −B) ∼= D̄2m+1/∂D̄2m+1 = S2m+1

is a degree one map and therefore induces an isomorphism in H2m+1, and
therefore in Hr for all r. Since both M ′ and S2m+1 are simply connected we
conclude that p : M ′ → S2m+1 is a homotopy equivalence. In other words, M ′

is a homotopy (2m+ 1)-sphere

The situation for even dimensional framed manifolds is much more difficult
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and interesting. Consider a closed framed manifold of dimension n = 2m,
M2m.

Exercise. Show that the same Poincaré duality argument used to prove The-
orem 11.48 proves the following theorem.

Theorem 11.49. Let M2m be a connected, closed, stably framed manifold
of dimension 2m. Then M2m is frame cobordant to a manifold M ′ with the
following properties:

1. M ′ is (m− 1)-connected.

2. Hq(M
′) =


Z if q = 0 or 2m

0 if 1 ≤ q ≤ m− 1 and if m+ 1 ≤ q ≤ 2m− 1

a finitely generated free abelian group, if q = m.

Observation. Notice that property (2) of Hq(M
′) in this theorem follows

from property (1).

The next question to be addressed is the following.

Question. Can one do surgery in a closed stably framed manifold of dimen-
sion 2m that is (m − 1)-connected, so as to remove the middle dimension
homology? If not, what are the obstructions to doing so?

This question was addressed by Kervaire and Milnor in [85] and by Kervaire
in [83].

An important tool in the description of obstructions to doing framed
surgery to remove the middle dimension homology is the intersection pair-
ing, as was described and studied in Chapter 9, §2

Hm(M2m)×Hm(M2m)→ H0(M2m) ∼= Z (11.25)

α× β → α · β.
This pairing is nondegenerate by Poincaré duality, and is symmetric if m is
even and skew-symmetric if m is odd.

The following was an important technical result that allowed Kervaire and
Milnor to address the above surgery question.

Lemma 11.50. (Kervaire and Milnor, see Lemma 7.1 of [85]), Let M2m be
an (m − 1)-connected, 2m-dimensional closed manifold for m ≥ 3. Suppose
Hm(M2m) is free abelian with basis λ1, . . . , λr, µ1, . . . , µr satisfying

λi · λj = 0, λk · µj = δi,j ,

where δi,j is the Kronecker delta function. Suppose further that every embedded
sphere in M which represents a homology class in the subgroup generated by
{λ1, . . . , λr} has trivial normal bundle. Then Hm(M2m) can be killed by a
sequence of surgeries.
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Remark
1. The assumption that m ≥ 3 is necessary because as was shown by

Kervaire and Milnor in [84], there exist homology classes in H2(M4) that are
not represented by embedded spheres, but Milnor showed in [119] that any
homology class in Hm(M2m) can by represented by an embedded sphere if
m ≥ 3.

2. The proof of this lemma is a fairly straightforward, nice argument ex-
amining the effect of doing surgery on a specific homotopy (homology) class.
We refer the reader to [85] for the proof.

11.6.3 The signature and the Kervaire invariant as surgery
obstructions

Our next step is to use Lemma 11.50 to give another partial answer to Question
11.23.

Consider a closed, simply connected, stably framed manifold of dimension
divisible by 4, M4k. Assume furthermore that M4k is (2k−1)-connected. (We
know from the above discussion that any such manifold is frame cobordant to
a (2k − 1)-connected manifold.) Then H2k(M4k) is a finitely generated free
abelian group and its intersection form

〈 , 〉 : H2k(M4k)×H2k(M4k)→ Z

is a nonsingular, symmetric bilinear form. Given a basis {αq} for H2k(M4k)
then this form has a matrix representation, where the (i, j)th entry is the value
of 〈αi, αj〉. This matrix is symmetric and nonsingular, and therefore can be
diagonalized over R. Recall that the index of this bilinear form is the rank
of the positive eigenspace minus the rank of the negative eigenspace of this
matrix. The index of this intersection matrix is called the signature of M4k,
written σ(M4k).

Theorem 11.51. A closed, simply connected, stably framed manifold of di-
mension 4k, M4k is frame cobordant to a homotopy sphere if an only if its
signature is zero

σ(M4k) = 0.

Proof. We prove this result in several steps. We refer the readers to [85] and
in [119] for details.

Theorem 11.52. . The signature of an oriented (4k)-dimensional manifold
is an oriented cobordism invariant. That is, if M4k is oriented cobordant to
N4k, then

σ(M4k) = σ(N4k).
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Proof. We first consider some basic properties of the signature of a 4k-
dimensional oriented, closed manifold.

Exercises.
1. Show that the signature of a disjoint union is the sum of the signatures:

σ(M4k
1 tM4k

2 ) = σ(M4k
1 ) + σ(M4k

2 ).

2. Show that the signature of a product of two manifolds is the product of
their signatures:

σ(M4k
1 ×M4q

2 ) = σ(M4k
1 )σ(M4q

2 ).

The next result, taken together with the result of the first exercise, will imply
Theorem 11.52:

Lemma 11.53. Lt n = 4k, and suppose Mn is an oriented, closed manifold
that is the boundary of an oriented manifold Wn+1,

Mn = ∂Wn+1.

Then σ(Mn) = 0.

Proof. Let [M ] ∈ Hn(Mn), and [W,M ] ∈ Hn+1(W,M) denoted the funda-
mental (orientation) classes. Let ι : Mn = ∂Wn+1 ↪→ Wn+1 be the inclusion
mapping. Then by Lefschetz duality we have a commutative diagram

· · · → Hr(W )
ι∗−−−−→ Hr(M)

δ−−−−→ Hr+1(W,M) −−−−→ Hr+1(W )→ · · ·
∼=
y∩[W,M ] ∼=

y∩[M ] ∼=
y∩[W,M ] ∼=

y∩[W,M ]

· · · → Hn+1−r(W,M) −−−−→
∂

Hn−r(M) −−−−→
ι∗

Hn−r(W ) −−−−→ Hn−r(W,M)→ · · ·

Let Imr = Image(ι∗)r be the image of the cohomology homomorphism ι∗

in degree r, and similarly let Kq = Ker((ι∗)q) be the kernel of the homology
homomorphism ι∗ in degree q. By exactness we have an isomorphism

∩[M ] : Imr ∼=−→ Kn−r.

Now if a ∈ Imr and b ∈ Imn−r, then the pairing

〈a ∪ b, [M ]〉 = 0.

To see this, notice that the above diagram yields

〈a ∪ b, [M ]〉 = 〈ι∗(α ∪ β), ∂[W,M ]〉 for some α ∈ Hr(W ), β ∈ Hn−r(W )

= 〈δι∗(α ∪ β), [W,M ]〉
= 0 by exactness.
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Now since the coefficients of the (co)homology groups above are a field, the
universal coefficient theorem says that Hi(M) ∼= Hi(M) and that ι∗ is dual
to ι∗. That is, the following diagram commutes:

Hn−p(W ) ←−−−−
ι∗

Hn−p(M)y∼= y∼=
Hn−p(W ) −−−−→

ι∗
Hn−p(M).

So we have that Hn−p(M)/Kn−p is the dual of Imn−p. Thus Imp is pre-
cisely the annihilator of Imn−p.

Since Mn is 4k-dimensional, we can write

H2k(M) ∼= Im2k ⊕B2k

where Im2k and B2k are dually paired with bases {vi} and [uj} respectively,
with

〈vi ∪ uj , [M ]〉 = δi,j 〈vi ∪ vj , [M ]〉 = 〈ui ∪ uj , [M ]〉 = 0.

Ordering the bases v1, u1, v2, u2, · · · , the matrix of the intersection pairing

consists of 2× 2 blocks

(
0 1
1 0

)
along the diagonal, with zeros elsewhere. One

then computes the index of matrix to be zero.

Notice now that this theorem together with the result of Exercise 2 above
implies that the signature defines a ring homomorphism

σ : ηSO∗ → Z (11.26)

which is defined to be zero in dimensions other than those congruent to zero
mod 4, and dimensions divisible by 4 it is defined to be the signature.

The following is an interesting characterization of this homomorphism.

Corollary 11.54. The signature ring homomorphism

σ : ηSO∗ → Z

is the unique ring homomorphism whose value on each CP2n is one.

Proof. This result follows from Theorem 11.28 and the fact that any homo-
morphism from a finitely generated abelian group to the integers is determined
by its values on its maximal torsion free subgroup.
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We now return to the sketch of a proof of Theorem 11.51. Notice that by
Theorem 11.52, if M4k is frame cobordant to a homotopy sphere, its signature
must be zero. We now consider the converse of this statement. So suppose M4k

is a connected closed framed manifold whose signature is zero. Then we can
do frame surgery to obtain a manifold M ′, frame cobordant to M4k whose
nonzero homology lies only in dimensions zero, 4k and 2k.

The quadratic form λ → λ · λ had determinant ±1 by Poincaré
duality. Since it has signature zero, it is possible to choose a basis
{λ1, · · · , λr, µ1, · · · , µr} for H2m(M ′) so that

λi · λj = 0 λi · µj = δi,j .

For any embedded sphere representing a homology class of the form λ =∑r
i=1 niλi, the self intersection λ · λ = 0 which implies its normal bundle is

trivial (see [119], Lemma 7). Then by Lemma 11.50 one can do frame surgery
to kill H2k(M ′) and therefore obtain a homotopy sphere. Thus, in the setting
when σ(M4k) = 0, M4k is frame cobordant to a homotopy sphere.

We now take stock of our study of Question 11.23, asking when closed (sta-
bly) framed manifolds are frame cobordant to framed homotopy spheres. By
Theorem 11.48 we know that if the dimension of the manifold is odd, then the
answer to the question is yes: every closed, odd dimensional framed manifold
is frame cobordant to a homotopy sphere. If the dimension of the manifold
is divisible by 4, then Theorem 11.51 gives us an answer to this question: a
closed framed manifold of dimension divisible by 4 is frame cobordant to a
homotopy sphere if and only if its signature is zero. What is left is to study the
case of framed manifolds of dimension congruent to 2 mod 4. This case is the
most difficult and the most interesting. It has been the topic of much research
in both differential and algebraic topology since the time of Kervaire and Mil-
nor’s seminal paper [85]. We will sketch some of these developments below. As
we will see, the obstruction to a closed framed manifold of dimension 4k + 2
being frame cobordant to a homotopy sphere is a Z/2-valued invariant called
the “Kervaire invariant”. When there exist such manifolds having Kervaire in-
variant one has been a question of great interest for all these years. As we will
see, this question has a formulation as a question about the Adams spectral
sequence about which much has been studied over these years, with a nearly
complete answer recently obtained in a dramatic paper of Hill, Hopkins, and
Ravenel [70]. We now sketch some of these developments.

Let M2n be a closed, (stably) framed manifold of dimension 2n, where
n = 2k+1. Using framed surgery we can assume that M2n is (n−1)-connected.
As mentioned earlier, by modifying Whitney’s proof of his embedding theorem,
Milnor in [119] (Lemma 6) showed that every class in [α] ∈ Hn(M2n) can be
represented by an embedded sphere

α : Sn ↪→M2n.
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We’ve seen that we can do surgery on α and reduce the dimension of
Hn(M2n) if and only if we can extend the embedding to an embedding

Sn ×Dn ↪→M2n.

In other words, we can do surgery on α if and only if α : Sn ↪→ M2n has
a trivial normal bundle, να ∼= Sn × Rn.

Define a function

qM : HnM → Z/2 (11.27)

as follows:
Represent α ∈ Hn(M) by an embedded sphere α : Sn ↪→M2n.
Let

qM (α) =

{
0 if α has a trivial normal bundle να

1 if να is nontrivial

Theorem 11.55. (Kervaire and Milnor [85]) qM : HnM → Z/2 is a well
defined quadratic function with respect to the intersection product. Namely,

qM (α+ β) = q(α) + q(β) + 〈α, β〉.

We will describe the ideas behind a proof of this theorem below, but first
we show how this leads to the definition of the “Kervaire invariant”.

In general one can consider a finite dimensional Z/2-vector space V
equipped with a nonsingular, symmetric bilinear form < , >.

A function
q : V → Z/2

is quadratic with respect to < , >, or a quadratic refinement of < , >, if q(0) =
0 and

q(x+ y) = q(x) + q(y)+ < x, y > .

Note. Let x = y. Since q(0) = 0, and we are working over Z/2, this implies
< x, x >= 0. In other words, < , > is a symplectic form.

This implies that there is a symplectic basis {ai, bi, i = 1, · · · , p} of V such
that

< ai, bj >= δi,j and < ai, aj >=< bi, bj >= 0.

One can then define the Arf invariant

A(q) =

p∑
i=1

q(ai)q(bi) (11.28)
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Exercise. Show that A is a “democratic” invariant. That is, A(q) = 0 if
and only if #{q−1(0)} ≥ #{q−1(1)}. (Note. Referring to A as a “democratic
invariant” is an idea due to W. Browder [18].)

The significance of this invariant was proved by Arf in the 1940’s. He
showed the following.

Theorem 11.56. The Arf invariant completely determines the quadratic form
up to isomorphism. That is A(q1) = A(q2) if and only if there is a < , > -

preserving isomorphism φ : V
∼=−→ V with q2 = q1 ◦ φ.

Definition 11.10. Given an (n − 1)-connected framed manifold M2n, n =
2k + 1, define the Kervaire invariant

κ(M) = A(qM ).

The following theorem describes the Kervaire invariant as a surgery invari-
ant, and is due to Kervaire and Milnor in [85]. We give a rough sketch of a
generalization of this result below, but we refer the interested reader to the
seminal paper of Kervaire and Milnor for its original proof.

Theorem 11.57. (Kervaire, Milnor [85])
1. For M2n as above, M can be surgered to a framed homotopy sphere if

and only if κ(M) = 0.
2. κ(M) is an invariant of the framed cobordism class of M .

11.6.4 The Kervaire invariant one problem

Notice that Theorem 11.57 completes our answer to Question 11.23, at least
in terms of the yet-to-be computed Kervaire invariant. In order to prove The-
orem 11.55 and the resulting Theorem 11.57, Kervaire and Milnor defined the
function qM (11.27) in terms of a cohomology operation that detects whether
the normal bundle of an embedded sphere is trivial. We describe a variation
of that approach due to Brown [21] which allows for a generalization of the
Kervaire invariant that has proven quite useful.

We want to begin by describing the Kervaire invariant as a map

κ : ηfr4k+2 → Z/2.

More generally, following Brown [21] we will describe a map

κ : ηξ4k+2 →W (ξ)
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where ηξ∗ is an appropriate cobordism theory arising from a fibration Bξ →
BO. W (ξ) is a “Witt” group, which is a group that classifies certain quadratic
forms. Here is how this invariant is defined.

Recall that a manifold has a ξ-structure if the map classifying its stable
normal bundle

νM : M → BO

has a lifting φ : M → Bξ. Let ηξ∗ be the group of cobordism classes of manifolds
with ξ-structures, (M,φ). By Pontrjagin-Thom theory,

ηξ∗
∼= π∗(Mξ)

where Mξ is the Thom spectrum of Bξ → BO.
Pontrjagin-Thom theory says that the generalized homology theory in-

duced by the spectrum Mξ is the ξ-bordism groups, where the ξ-bordism
group of a space X, ηξm(X), is given by cobordism classes of triples (Mm, φ, f),
where (M,φ) is a closed manifold with ξ-structure φ, and f : M → X is a
continuous map. Then

ηξm(X) ∼= πm(Mξ ∧X+).

We also will make use of the reduced theory,

η̃ξm(X) ∼= πm(Mξ ∧X).

Let Kn be an Eilenberg-MacLane space of type (Z/2, n), and let (M,φ)
be a 2n-dimensional manifold with ξ-structure. Consider the function

q : Hn(M ;Z/2)→ η̃ξ2n(Kn)

defined as follows:
Represent γ ∈ Hn(M ;Z/2) by a map, which by abuse of notation we also

call γ : M → Kn. Then

q(γ) = [(M,φ, γ)]− [(M,φ)] ∈ η̃ξ2n(Kn).

The following is proved in [21],[33].

Theorem 11.58. Consider the case ηξ = ηfr. Then

1. η̃fr2n(Kn) = πs2n(Kn) ∼= Z/2.

2. Let (M2n, φ)) be a 2n-dimensional, framed manifold, n = 2k + 1. Then

q : Hn(M ;Z/2)→ η̃ξ2n(Kn) ∼= Z/2

is a quadratric function. That is q(x+ y) = q(x) + q(y)+ < x ∪ y; [M ] > .
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The following relates this definition of q : ηfr2n → Z/2 to the previous
definition (11.27).

Theorem 11.59. Let M2n, n = 2k+ 1, be a (stably) framed closed manifold
that is (n− 1)-connected. Then the following diagram commutes:

Hn(M)
q−−−−→ η̃fr2n(Kn)

∩[M ]

y∼= y∼=
Hn(M) −−−−→

qM
Z/2.

In other words, if M2n is a framed manifold, n = 2k + 1, Sn ↪→ M2n,
represents a homology class α ∈ Hn(M) with Poincare dual D(α) : M → Kn,

then [M,φ,D(α)] − [M,φ] ∈ η̃fr2n(Kn) is zero if and only if Sn ↪→ M2n has a
trivial stable normal bundle.

Before we indicate the proofs of these theorems, we describe how they gen-
eralize. Let (M2n, φ) now represent a manifold with ξ-structure, and consider
again

q : Hn(M2n,Z/2)→ η̃ξ2n(Kn)

(γ : M → Kn)→ [M,φ, γ]− [M,φ].

Also consider the homomorphism

P : ηξ2n(Kn)→ H2n(Bξ;Z/2)

[M,φ, f ]→ φ∗([M ])

(Recall φ : M → Bξ is a lift of the stable normal bundle map νM : M →
BO.)

For the statement of the next result, we need the notion of the “Wu class”
of a vector bundle. Let u ∈ H0(MO;Z/2) be the Thom class. Recall the
canonical antiautomorphism of the Steenrod algebra χ : A2 → A2 discussed
in Chapter 10 (10.41). Then we can consider the class χ(Sqi)u ∈ Hi(MO;Z/2).
The Thom isomorphism then defines a unique class vi ∈ Hi(BO;Z/2) which
maps to χ(Sqi)u under the Thom isomorphism

∪u : H∗(BO;Z/2)
∼=−→ H∗(MO;Z/2).

In other words, vi ∈ Hi(BO;Z/2) is the unique class such that

vi ∪ u = χ(Sqi)u ∈ Hi(MO;Z/2). (11.29)

vi ∈ Hi(BO;Z/2) is called the ith Wu class. If fξ : Bξ → BO classifies the
stable vector bundle ξ, then the ith Wu class of ξ, written vi(ξ), is defined to
be f∗ξ (vi) ∈ Hi(X;Z/2).
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Theorem 11.60. (Brown [21]) Suppose vn+1(ξ) = 0. Then there is an exact
sequence

0→ Z/2 ι−→ η̃ξ2n(Kn)
P−→ H2n(Bξ;Z/2)→ 0.

Furthermore, if M2n as a ξ-orientation, i q : Hn(M2n,Z/2) → η̃ξ2n(Kn) is
quadratic in the sense that q(a+ b) = q(a) + q(b) + ι〈a, b〉.

We now operate under the assumption that vn+1(ξ) = 0. In this case the
Kervaire invariant of a 2n- manifold with ξ- structure, κ(M,φ) is defined to
be the Witt group classification of the quadratic form q : Hn(M ;Z/2) →
η̃ξ2n(Kn). This classification works as follows:

Let G be an abelian group equipped with an injection i : Z/2→ G. Let V
be a finite dimensional Z/2- vector space equipped with a nonsingular bilinear
pairing 〈, 〉 : V × V → Z/2. One can then talk about quadratic refinements
q : V → G of this pairing, as above.

Definition 11.11. • The form (V, q) is said to be Witt equivalent to zero
if there is a subspace Q ⊂ V with 2 · dimQ = dimV and q(v) = 0 for all
v ∈ Q.

• Two forms (V1, q1) and (V2, q2) are said to be Witt equivalent if the form
(V1 ⊕ V2, q1 − q2) is Witt equivalent to zero.

• The Witt group of G, W (G) is defined to be the set of Witt equivalence
classes of such forms. Addition is induced by direct sum.

Remark. What Arf showed is that the Arf invariant A : W (Z/2) → Z/2 is
an isomorphism.

The proofs of these theorems can be found in [21] and [33]. We outline their
proofs, while concentrating mostly on the framed manifold setting. (Note.
The above results show that one can define the Kervaire invariant in any
cobordism theory in which the appropriate Wu class is zero.)

The following are the results that need verification.

1. η̃fr2n(Kn) = πs2n(Kn) ∼= Z/2,

2. If (M2n, φ) is a framed manifold, then q : Hn(M ;Z/2)→ η̃fr2n(Kn) ∼= Z/2
is a quadratic refinement of the intersection pairing,

3. Let α : Sn ↪→ M2n be an embedding of a sphere into a framed, closed
manifold of twice its dimension. Call its Poincaré dual cohomology class
D(α) ∈ Hn(M2n;Z/2). Then α has a trivial normal bundle if and only if
q(D(α)) = 0.
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The proofs of the first two of these statements are purely homotopy the-
oretic, using a classical technique known as the “EHP - sequence”. We refer
the reader to [21] and [33] for these arguments.

For the third of these statements, notice that since M2n and Sn both
have stably trivial tangent bundles, the normal bundle ν(α) to the embedding
α : Sn ↪→M2n must be stably trivial. In fact we know, for dimension reasons,
that ν(α)⊕ε1 ∼= εn+1, where εk denotes the trivial k dimensional bundle. Since
the kernel of πn(BO(n)) → πn(BO(n + 1)) is known to be Z/2, generated
by the tangent bundle TSn, we can conclude that either ν(α) is trivial, or
ν(α) ∼= TSn.

Exercise Show that if the normal bundle ν(α) is trivial, then q(D(α)) = 0.

What remains to show is that if ν(α) ∼= TSn, then q(D(α)) = 1 ∈ Z/2.
This is done by first verifying that that D(α) is given by the composition

M
τ−→ (Sn)ν(α) u−→ Kn

where τ is the Thom collapse map onto the Thom space, and u is the Thom
cohomology class. An explicit example of when ν(α) is isomorphic to the
tangent bundle, which allows one to do an explicit calculation, is when M2n =
Sn×Sn, and the embedding α : Sn → Sn×Sn is the diagonal map. We refer
the reader to [21] for details of this argument.

We are therefore naturally left with the question of the existence of framed
manifolds of dimension 4k + 2 having Kervaire invariant one. We state some
results motivated by this question.

The first major result along these lines after the Kervaire-Milnor paper
[85] was due to Brown and Peterson. In [24] the authors settled half of the
cases by showing that in dimensions 8k+2 all framed manifolds have Kervaire
invariant zero. They did this by considering the generalized Kervaire invariant
defined by Brown [21] and applying it to Spin manifolds.

Now as we’ve seen and used extensively, frame cobordism classes of mani-
folds, correspond, by Pontrjagin’s original work, to the stable homotopy groups
of spheres π∗(S), which can be computed using the Adams spectral sequence
(see section 10.10). In 1969 W. Browder [17] used this correspondence to trans-
late the existence of stably framed manifolds of Kervaire invariant one into a
problem about the Adams spectral sequence.

Theorem 11.61. (Browder [17]) A cobordism class of a stably framed man-

ifold [M ] ∈ ηfr4k+2 has Kervaire invariant zero unless the dimension of the

manifold is of the form 2j+1 − 2, in which case it has Kervaire invariant one
if and only if as an element of π2j+1−2(S) it is represented by

h2
j ∈ Ext2,2

j+1

A2
(Z/2,Z/2)

in the E2 term of the mod 2 Adams spectral sequence.
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For many years after Browder’s theorem was proven, the conjecture that

h2
j ∈ E2,2j+1

2 is an infinite cycle in the Adams spectral sequence and therefore
represents a class in π2j+1−2(S), was one of the major conjectures in homotopy
theory. A hypothetical element of π2j+1−2(S) represented by h2

j was even given
a name by M. Mahowald, who called such an element θj . We now review
what is known about the existence of the θj ’s, and therefore about Kervaire
invariant conjecture, and ultimately the answer the Question 11.23 about
whether framed manifolds are frame cobordant to homotopy spheres.

First recall that by Adams’s work [3], the only elements of positive dimen-
sion π∗(S) of Hopf invariant one are η ∈ π1(S), ν ∈ π3(S), and σ ∈ π7(S).
Recall that these elements are represented by h1 ∈ E1,2

2 , h2 ∈ E1,4
2 , and

h3 ∈ E1,8
2 respectively, in the Adams spectral sequence. As framed manifolds,

these elements correspond to S1, S3, and S7 given framings coming from the
fact that they are Lie groups and have corresponding trivializations of their
tangent bundles. (Note that S7 viewed as the unit Octonians, is a nonasso-
ciative Lie group. Its tangent bundle is canonically trivialized nonetheless.)
Therefore h2

1 ∈ E2,4
2 , h2

2 ∈ E2,8
2 , and h2

3 ∈ E2,16
2 are all infinite cycles in the

Adams spectral sequence, and represent elements θ1 ∈ π2(S), θ2 ∈ π6(S), and
θ3 ∈ π14(S) which correspond to (stably) framed manifolds having Kervaire
invariant one.

θ4 is known to exist by work of Mahowald and Tangora [99]. That is, they
proved that h2

4 ∈ E2,32
2 is an infinite cycle in the Adams spectral sequence

and represents an element θ4 ∈ π30(S), which in turn corresponds to a (sta-
bly) framed manifold of dimension 30 that has Kervaire invariant one. An
explicit 30-dimensional framed manifold of Kervaire invariant one was later
constructed by Jones in [82].

θ5 ∈ π62(S) is also known to exist by a complicated homotopy theory
argument of Barratt, Jones, and Mahowald [12] done in 1985. Their work was
substantially simplified by Z. Xu [166] in 2016. However, as of the writing of
this book, there has yet to be constructed an explicit 62-dimensional (stably)
framed manifold of Kervaire invariant one, even though by these results and
Pontrjagin-Thom theory, one knows such manifolds exist.

The existence of θ6, which would lie in π126(S) is not known, as of the
writing of this book. So it is not known whether there exists a stably framed
manifold of dimension 126 with Kervaire invariant one.

In a stunning piece of work that involves the Adams spectral sequence
coupled to generalized cohomology theories, as well as equivariant and chro-
matic stable homotopy, Hill, Hopkins, and Ravenel [70] proved that for j ≥ 7,
θj does not exist. That is for j ≥ 7 the Kervaire invariant is zero on all (sta-
bly) framed manifolds of diimension 2j+1− 2. Their work uses a panorama of
techniques which are surely to became essential in every homotopy theorist’s
tool bag for years to come. These techniques are developed and beautifully
explained in their book [71]. We encourage the interested reader to study that
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book to learn the techniques and the details of this tremendous advance in
algebraic topology.

Comments.
1. We now know that in dimensions of the form 4k+ 2, the obstruction to

a framed manifold being frame cobordant to a homotopy sphere, the Kervaire
invariant, is usually zero. Namely, in every dimension of the form 4k + 2, ex-
cept dimensions 2, 6, 14, 30, 62, and possibly 126, every framed manifold is
frame cobordant to a homotopy sphere. We know that there exist manifolds
of dimensions 2, 6, 14, 30, and 62 that are not frame cobordant to homotopy
spheres, even though at this time no explicit such framed manifold in dimen-
sion 62 has been produced. In dimension 126 the Kervaire invariant question
has yet to be resolved, so this is still an unsolved problem.

2. By the work of Hill, Hopkins, and Ravenel [70] one knows that for j ≥ 7,

h2
j ∈ E2,2j+1

2 carries a nonzero differential in the Adams spectral sequence. As
of the writing of these notes, it is an interesting open question what the values
of these differentials are.

11.6.5 The Kervaire invariant for unframed manifolds

As described by Brown in [21], there is a generalization of the Kervaire invari-
ant that can be defined on manifolds that are not necessarily framed.

Let p : Bξ → BO be a fibration with the property that the (n + 1)st Wu
class is zero.

vn+1(ξ) = p∗(vn+1) = 0.

Then, as above, let ηξ∗ be the associated cobordism theory, so that by the
Pontrjagin-Thom theorem,

η̃ξ∗
∼= π∗(Mξ)

where Mξ is the Thom spectrum of the map p : Bξ → BO. Then, by Theorem
11.60, if M2n is a closed manifold equipped with a normal ξ -structure,

q : Hn(M2n,Z/2)→ η̃ξ2n(Kn)

is quadratic in the sense that q(a+ b) = q(a) + q(b) + ι〈a, b〉, where

0→ Z/2 ι−→ η̃ξ2n(Kn)
P−→ H2n(Bξ;Z/2)→ 0.

is the exact sequence described in Theorem 11.60.

Notice from this exact sequence that if G = η̃ξ2n(Kn), then 4G = 0. Us-
ing this, Brown proceeded as follows to construct his generalized Kervaire
invariant.

Let G be any abelian group such that 4G = 0, equipped with an injective
homomorphism ι : Z/2 ↪→ G. Now let (V, q) be a G-valued quadratic form
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in the sense that q(a + b) = q(a) + q(b) + ι(a · b). Let h : G → Z/4 be a
homomorphism such that the composition

h ◦ ι : Z/2→ G→ Z/4

is injective. In [21] Brown showed there is an isomorphism of the Witt group
W (Z/4) with Z/8:

σ : W (Z/4)
∼=−→ Z/8. (11.30)

He also proved the following.

Lemma 11.62. [21] Let ⊕hZ/8 be a direct sum of copies of Z/8 indexed by
all homomorphisms h : G → Z/4 with h ◦ ι : Z/2 → Z/4 injective. Then the
homomorphism

σ = ⊕σh : W (G)→ ⊕hZ/8
is injective.

Brown’s generalized Kervaire invariant can now be described as follows.

Definition 11.12. [21] We define the Kervaire invariant for a bordism theory

ηξ2n with vn+1(ξ) = 0,

κξ : ηξ2n → ⊕hZ/8
where the direct sum is taken over all homomorphisms h : η̃ξ2n(Kn) → Z/4
such that h◦ ι : Z/2→ Z/4 is injective. Let [M2n, φ] ∈ ηξ2n. Then κξ([M2n, φ])
is defined to be the Witt classification of the quadratic form

Hn(M2n,Z/2)
q−→ η̃ξ2n(Kn)

⊕h−−→ ⊕hZ/4

which lives in the Witt group W (⊕hZ/4), which by (11.30) is equal to ⊕hZ/8.

Exercise. Show that in the case of framed cobordism, this generalized Ker-
vaire invariant takes values in Z/2 ⊂ Z/8 and is the usual Kervaire invariant
for framed manifolds.

In [33] Cohen, Jones, and Mahowald calculated the generalized Kervaire
invariant in the case of certain cobordism groups of immersions, which gen-
eralize the notion of stable normal framing. We describe some of their results
now.

Let G be one of the Lie groups O(1) or SO(2). We consider the natu-

ral map BG → BO and we call the resulting bordism theories η
O(1)
∗ and

η
SO(2)
∗ . By Smale-Hirsch theory as described in Chapter 7, η

O(1)
m represents

cobordism classes of m-dimensional manifolds, immersed in codimension one

Euclidean space. More specifically, an element of η
O(1)
m is an equivalence class

of pairs [Mm, φ] where φ : Mm # Rm+1 is an immersion. Two such, [Mm
1 , φ1]
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and [Mm
2 , φ2] are cobordant in this theory if there exists an (m + 1) dimen-

sional manifold with boundary Wm+1 whose boundary is the disjoint union
∂Wm+1 = Mm

1 tMm
2 , together with an immersion Φ : Wm+1 # Rm+1× [0, 1]

with the following properties.

1. The restriction of the immersion Φ to the interior of Wm+1 is an immersion
into the open space Rm+1 × (0, 1),

Φ : IntWm+1 # Rm+1 × (0, 1).

2. The restriction of the immersion Φ to Mm
1 ⊂ ∂Wm+1 equals φ1,

Φ|M1
= φ1 : Mm

1 # Rm+1 × {0}.

3. The restriction of the immersion Φ to Mm
2 ⊂ ∂Wm+1 equals φ2,

Φ|M2
= φ2 : Mm

2 # Rm+1 × {1}.

η
SO(2)
∗ has a similar interpretation as cobordism classes of oriented manifolds

immersed in codimension two Euclidean space.

Exercise. Show that frame cobordism, ηfr∗ can be interpreted as cobordism
classes of oriented manifolds immersed in codimension one Euclidean space.
Hint. Notice that the group SO(1) is the trivial group.

Notice that by the Pontrjagin-Thom theorem we have that

η
O(1)
∗ ∼= π∗(MO(1)) = πs∗+1(RP∞) and (11.31)

η
SO(2)
∗ ∼= π∗(MSO(2)) = πs∗+2(CP∞).

We first discuss the results of [33] for η
O(1)
∗ .

First, they computed the Witt groups in this case, and found

W
O(1)
2n =

{
Z/2⊕ Z/2 if n 6= 2k − 1

Z/8 if n = 2k − 1
(11.32)

Let κO(1) : η
O(1)
2n →WO(1) be the Brown-Kervaire generalized invariant in

this theory. In [33] the authors proved the following.

Theorem 11.63. [33]

1. κO(1) : η
O(1)
2n →WO(1) is zero if 2n 6= 2k+1 + 2m − 4.

2. κO(1) : η
O(1)
2 → Z/8 is an isomorphism.
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3. κO(1) : η
O(1)
6 → Z/8 is surjective.

4. If 2n 6= 2, 6, then 2κO(1)(x) = 0 for all x ∈ ηO(1)
2n

5. If 2n = 2k+1 + 2m − 4 but 2n 6= 2, 6, then x ∈ η
O(1)
2n = π2n(MO(1))

has nonzero Brown-Kervaire invariant if and only if it is represented by
a class of the form e2m−2hkhk for m ≤ 3 or k ≤ 2, e2k+1−2hkhk ∈
Ext2,∗A2

(H∗(MO(2),Z/2) in the E2-term of the Adams spectral sequence.
Here eq ∈ Hq(MO(1)) = Hq+1(RP∞;Z/2) = Z/2 is the generator. It de-

termines an element in Ext0,qA2
(H∗(MO(1)),Z/2) if and only if q = 2r − 2

for some r.

Notice that the qualitative statements of this theorem are the same as
those in Browder’s Theorem 11.61[18]. Namely, unless n = 1, 3, the only el-

ements in η
O(1)
2n that can have nonzero Kervaire invariant are those elements

in π2n(MO(1)) detected by classes in Ext2,∗(H∗(MO(1)),Z/2) in the image
of multiplication by h2

j under the pairing

Ext0,∗A2
(H∗(MO(1)),Z/2)⊗ Ext2,∗A2

(Z/2,Z/2)→ Ext2,∗A2
(H∗(MO(1)),Z/2).

Using techniques of Mahowald [97], the authors do show that there
exist nonzero elements ρj ∈ π2j (MO(1)) represented by e2j−2h1h1 ∈
Ext2,2

j+2

A2
(H∗MO(1)),Z/2) that have nonzero Kervaire invariant. However

these elements are of only limited interest since by Browder’s result, they
are not in the image of framed bordism (or equivalently of bordisms of ori-
ented manifolds immersed in codimension one Euclidean space. (See the above
exercise.))

Cohen, Jones, and Mahowald then proved an analogous theorem to Theo-
rem 11.63 for the bordism group of oriented codimension two immersed man-

ifolds, η
SO(2)
∗ . And they then showed that a far more interesting collection

of manifolds in this cobordism theory have nonzero Kervaire invariant. More
specifically, they prove the following two results about this cobordism theory.

Theorem 11.64. 1. The Wu class vq(SO(2)) = 0 if and only if q 6= 2k − 2

for any k, and therefore there is a Kervaire invariant for η
SO(2)
2n so long

as n is not of the form 2k − 3. The Witt groups are given by W
SO(2)
2n =

Z/2⊕ Z/2.

2. κSO(2) : η
SO(2)
2n → Z/2⊕ Z/2 is zero if 2n 6= 2k+1 + 2m − 6.

3. If 2n = 2k+1 + 2m − 6, x ∈ η
SO(2)
2n = π2n(MSO(2)) has nonzero Ker-

vaire invariant if and only if x is represented by a class of the form
e2m−4hkhk for m = 2, 3, or if k ≤ 2, e2k−4hkhk, or e2k−1−4hkhk in

Ext2,2n+2
A2

(H∗(MSO(2)),Z/2) in the Adams spectral sequence.
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Here e2q ∈ H2q(MSO(2)Z/2) = H2q+2(CP∞;Z/2) is the generator. It

determines an element of Ext0,2qA2
(H∗(MSO(2)),Z/2) if and only if q is of

the form 2r − 2.

Remark. Let x ∈ η
SO(2)
2n be in the image of the natural map from frame

cobordism,

ηfr∗ = η
SO(1)
∗ → η

SO(2)
∗ .

Then by Browder’s Theorem 11.61, x has nonzero Kervaire invariant if
and only if x is represented by e0hjhj ∈ Ext2,∗A2

(H∗(MSO(2)),Z/2) in the
Adams spectral sequence. The main positive result of [33] was to show that
these classes are in fact infinite cycles and therefore represent classes in

π∗(MSO(2)) ∼= η
SO(2)
∗ that have nonzero Kervaire invariant.

Theorem 11.65. [33] For every j ≥ 1 there exists an element θj(SO(2)) ∈
η
SO(2)
2j+1−2 which is represented by e0hjhj ∈ Ext2,2

j+1

(H∗(MSO(2)),Z/2) in

the Adams spectral sequence. Hence θj(SO(2)) represents a 2j+1 − 2 dimen-
sional, oriented manifold immersed in codimension 2 Euclidean space that has
nonzero Kervaire invariant.

Remark. When this theorem was proved in the mid 1980’s, it was hoped that

there would be a representative of θj(SO(2)) ∈ ηSO(2)
2j+1−2, which would be an

oriented manifold of dimension 2j+1−2 that is immersed in R2j+1

, that could
actually be immersed in codimension one Euclidean space, i.e R2j+1−1. If that

were true, that manifold would represent an element of η
SO(1)
2j+1−2 = ηfr2j+1−2

with Kervaire invariant one. By the theorem of Hill, Hopkins, and Ravenel
[70], proven more than twenty years later, for j ≥ 7 no such manifold exists.

That is, for j ≥ 7, no manifold representing θj(SO(2)) ∈ ηSO(2)
2j+1−2 which, by

definition is immersed in codimension two Euclidean space, can be immersed
in codimension one.

11.6.6 Open Questions

We end this section on the Kervaire invariant with two fascinating questions
which, at the time of this writing are very much open.

Question 1. Theorem 11.65 says that there are elements θj(SO(2)) ∈
π2j+1−2(MSO(2)) = πs2j+2(CP∞) represented by e0h

2
j in the Adams spectral

sequence, and therefore represent manifolds in η
SO(2)
∗ having nonzero Kervaire

invariant. One can ask what is the smallest n, such that there exists a class
θj(SO(2))〈n〉 ∈ πs2j+1(CPn) represented by e0h

2
j in the Adams spectral se-

quence? One knows that for j ≥ 7, that the answer must be n larger than one
because if there were an element θj(SO(2))〈1〉 ∈ πs2j+1(CP1) = πs2j+1(S2) =
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π2j+1−2(S) represented by e0h
2
j , then by Browder’s Theorem 11.61 it would

represent a framed manifold of Kervaire invariant one. But by the theorem of
Hill, Hopkins, and Ravenel [70], no such manifolds exist for j ≥ 7.

Notice that if the answer to this question is n, that is, there exists an

element in θ
〈n〉
j ∈ πs2j+1(CPn) represented by e0h

2
j , but there is no analogous

class in πs2j+1(CPn−1), then the projection of θ
〈n〉
j to the homotopy groups of

the top cell,
πs2j+1(CPn)→ πs2j+1(S2n) = π2j+1−2n(S)

is a nonzero class. So one might ask, in addition, how this class is represented in
the E2-term Adams spectral sequence for π∗(S)? The answer to this question
might shed light on the question of the explicit nonzero differential of h2

j that
is known to exist for j ≥ 7 by the theorem of Hill, Hopkins, and Ravenel [70],
but, as of now, it is not known what that nontrivial differential is.

Question 2. A classical question in homotopy theory is, “How many cells
must a CW -complex have so that the Steenrod operation Sqn acts nontrivially
on its (mod 2) cohomology?” Since Sqn is a stable operation (i.e it commutes
with suspension and desuspension) one can ask this question in the category
of spectra. In fact we can more explicitly consider CW -spectra of the form

X = S ∪Dn1 ∪Dn2 ∪ · · · ∪Dnk ,

with each ni > 0, and we can ask what is the minimum k such that there exists
a spectrum X of this form and so that Sqn(σ0) ∈ Hn(X;Z/2) is nonzero? Here
σ0 ∈ H0(X;Z/2) = Z/2 is the generator.

One can effectively reduce this question to asking for the minimum k that
Sq2j can act nontrivially, since these are the indecomposables in A2. We can
begin by asking if it is possible that k = 1. In other words, for which j can
Sq2j act nontrivially on a CW -spectrum of the form S∪D2j? As we have seen
in Chapter 10, this is equivalent to the Hopf invariant one question which was
solved by Adams [3]. Namely, Sq2j can act nontrivially on a complex of the

form S ∪D2j if and only if j = 0, 1, 2, 3.
One can then ask if it is possible that k = 2. In other words, for which j

can Sq2j act nontrivially on a CW -spectrum of the form S ∪Dn1 ∪D2j? In
Adams’s solution of the Hopf invariant one problem, he showed if Sq2j acts
nontrivially on such a CW -spectrum for j > 3, then it has to act nontrivially
on a CW -spectrum of the form

Xj = S ∪D2j−1 ∪D2j ,

where if one considers the subcomplex X̂j = S ∪D2j−1 ⊂ Xj , then X̂j is the
mapping cone of a map

θj−1 : S2j−2 → S

where θj−1 ∈ π2j−2(S) is represented by h2
j−1 ∈ Ext2,2

j

A2
(Z/2,Z/2) in the



424Bundles, Homotopy, and ManifoldsAn introduction to graduate level algebraic and differential topology

Adams spectral sequence. Therefore by the solution of the Kervaire invariant
problem by Hill, Hopkins, and Ravenel, this is only possible if j ≤ 7.

Remark. Adams actually described his result in terms of factorizing Sq2j

into “secondary cohomology operations”. However what he proved is equiva-
lent to the formulation given here.

So by the solutions to both the Hopf invariant one and the Kervaire invari-
ant one questions, which were done approximately 56 years apart, for most
j’s the minimum k so that Sq2j acts nontrivially on a CW -spectrum X of the
form

X = S ∪Dn1 ∪Dn2 ∪ · · · ∪Dnk

is at least k = 2. So an important open question is, what is that minimum k?

11.7 Cobordism categories and stable diffeomorphisms
of manifolds

Until now, our study of cobordism theory has involved the study of cobordism
classes of manifolds, perhaps with stable normal structure. In other words, we
have put an equivalence relation on manifolds, saying two manifolds are equiv-
alent if they are cobordant. By the Pontrjagin-Thom theorem the cobordism
classes of manifolds can be computed in terms of the homotopy groups of a
Thom spectrum, which has proven quite valuable.

More recently there has been much progress in a deeper study of cobordism
theory. In this study one considers a topological category, the “cobordism cate-
gory”, in which the objects are closed manifolds of a given dimension, perhaps
with a specified tangential structure, and the morphisms are cobordisms be-
tween them. In an important piece of work, Galatius, Madsen, Tillmann, and
Weiss [54], building on work of Madsen and Weiss [96], showed how to com-
pute the homotopy type of the classifying space of this category. This work
has led to much progress in the study of the homotopy type of classifying
spaces of diffeomorphism group of manifolds by Galatius, Randal-Williams,
and others. In this section we describe some of these results.

11.7.1 The homotopy type of the cobordism category. The
work of Galatius, Madsen, Tillmann, and Weiss

One problem that one encounters immediately when constructing a cobor-
dism category of n-dimensional cobordisms, Cn, whose classifying space can
be studied, is that if one takes the objects to be all closed (n−1)-dimensional
manifolds, and the morphisms n-dimensional cobordisms between them, then
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neither the objects nor the morphisms form sets, and so one will not have a
“small category”. The way one deals with this situation is to let the objects
consist of all closed, smooth submanifolds Mn−1 of R∞. This is indeed a set
and has a natural topology defined as follows.

For a fixed closed, (n − 1)-dimensional smooth manifold Mn−1, consider
the embedding space Emb(Mn−1,Rn−1+k) of smooth embeddings into codi-
mension k Euclidean space. Recall that Whitney’s Embedding Theorem says
that for k ≥ n − 1 this space is nonempty, and for k ≥ n this space is con-
nected since any two embeddings in this dimension are isotopic. Continuing
in this way, Whitney’s theorem says the connectivity of the embedding space
Emb(Mn,Rn−1+k) increases with k. In particular one has the following con-
sequence of Whitney’s theorem.

Theorem 11.66. The embedding space Emb(Mn−1,R∞) is contractible.

Now notice that the group of diffeomorphisms, Diff(Mn−1) acts
freely on the embedding spaces Emb(Mn−1,Rn−1+k) and therefore on
Emb(Mn−1,R∞) by precomposition. Furthermore as is described in [86]
the projection map Emb(Mn−1,R∞) → Emb(Mn−1,R∞)/Diff(Mn−1) is
a smooth fiber bundle, and so we may conclude the following:

Corollary 11.67. Emb(Mn−1,R∞)/Diff(Mn−1) is a model for the classi-
fying space BDiff(Mn−1).

Notice that as a set, the space Emb(Mn−1,R∞)/Diff(Mn−1) consists of
all submanifolds of R∞ that are diffeomorphic to Mn−1. We can therefore
take, as our object space of our cobordism category Cn to be

Ob (Cn) =
∐
Mn−1

Emb(Mn−1,R∞)/Diff(Mn−1)× R '
∐
Mn−1

BDiff(Mn−1)

(11.33)
where the disjoint union is taken over all diffeomorphism classes of closed,
smooth (n − 1)-dimensional manifolds Mn−1. The R-factor in the definition
of our object space will be explained below, when we define morphisms. Notice
that it does not affect the homotopy type of the space of objects.

Again we stress that as a set, Ob (Cn) consists of pairs (Mn−1, a) where
Mn−1 is a smoothly embedded closed submanifold of R∞ and a ∈ R is a real
number.

The morphism space of the cobordism category Cn consists of cobordisms
between these embedded submanifolds. More precisely, a morphism between
objects (Mn−1

1 , a) and (Mn−1
2 , b) for a < b is a triple (Wn, a, b) where Wn is

a compact submanifold
Wn ⊂ R∞ × [a, b]

such that for some ε > 0, we have
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1. Wn ∩ R∞ × [a, a+ ε] = Mn−1
1 × [a, a+ ε],

2. Wn ∩ R∞ × [b− ε, b] = Mn−1
2 × [b− ε, b],

3. ∂Wn = Wn ∩ ({a, b} × R∞) = Mn−1
1 tMn−1

2

In other words, morphisms are embedded cobordisms, which, in an ap-
propriate sense are “flat” near their boundaries. This allows for the composi-
tion of a morphism (Wn

1 , [a, b]) from (Mn1
1 , a) to (Mn−1

2 , b) with a morphism
(Wn

2 , [b, c]) from (Mn−1
2 , b) to (Mn−1

3 , c) to be given by

(Wn
1 × [a, b]) ∪(M2,b) W

n
2 × [b, c].

This defines the cobordism category Cn as a category of sets. We’ve already
defined the topology on the space of objects of Cn. The topology on the space
of morphisms is defined similarly as follows.

Consider cobordisms between (n − 1) dimensional manifolds M0 and M1

consisting of triples (W,h0, h1) where W is a compact n-manifold with bound-
ary, and h0 and h1 are “collars” in that they are embeddings

h0 : [0, 1)×M0 ↪→W and h1 : (0, 1]×M1 ↪→W

such that ∂W is the disjoint union of the two spaces hj({j}×Mj), for j = 0, 1.
Let Emb(W, [0, 1]]× R∞) be the space of embeddings

φ : W ↪→ [0, 1]× R∞

for which there exist embeddings φj : Mj ↪→ R∞, j = 0, 1 such that there
exists an ε > 0 such that

φ ◦ h0(t0, x0) = (t0, φ0(x0)) and φ ◦ h1(t1, x1) = (t1, φ1(x1))

for all t0 ∈ [0, ε), t1 ∈ (1− ε, 1] and xj ∈Mj , j = 0, 1.

Let Diff∂ε (W ) be the group of diffeomorphisms of W that restrict
to the product diffeomorphism on the ε-collars, and let Diff∂(W ) =
colimε→0Diff

∂
ε (W ). As before, the quotient space Emb(W, [0, 1]] ×

R∞)/Diff∂(W ) is a model for the classifying space BDiff∂(W ).

Topologize the space of morphisms, Mor Cn by

Mor Cn = Ob Cn t
∐
W

(R2
+ × Emb(W, [0, 1]× R∞)/Diff(W ))

where R2
+ is the open half plane a0 < a1, and W varies over cobordisms

W = (W,h0, h1), one in each diffeomorphism class.
We can say this a little differently as follows. If we call the “incoming

boundary”, ∂inW = ({a0}×R∞)∩W and the “outgoing boundary” ∂outW =
({a1} × R∞) ∩W , then

Emb(W, [0, 1]]× R∞)/Diff(W )) ' BDiff(W ; {∂inW}, {∂outW}),
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where if A,B ⊂ W , Diff(W ;A,B) denotes the group of diffeomorphisms of
W that leave A and B pointwise fixed.

To summarize, we have homotopy equivalences,

Ob (Cn) '
∐
M

BDiff(M) and (11.34)

Mor (Cn) '
∐
W

BDiff(W ; {∂inW}, {∂outW )

The main theorem in [54] about the cobordism category Cn is the identi-
fication of the homotopy type of the classifying space, BCn. As we will see,
it can be viewed as a generalization of R. Thom’s theorem about how groups
of cobordism classes of manifolds can be identified with the homotopy groups
of a Thom spectrum. However the generalization given in [54] tells us much
more. In some sense it is a statement about the topology of the space of
cobordisms, as opposed to only cobordism equivalence classes of manifolds.
We will see that in some cases this yields new, deep information about the
topology of the classifying spaces of diffeomorphism groups. In fact their the-
orem is a generalization of the theorem of Madsen and Weiss [96] that proved
an old conjecture of Mumford about the topology of the classifying spaces of
diffeomorphisms of surfaces. We will now explain these results.

In order to describe the main results of [54], as above, let Grd(Rn+d) be
the Grassmannian of d-dimensional linear subspaces of Rn+d. There are two
important vector bundles, γd,n and γ⊥d,n over Grd(Rn+d). Recall that

γd,n = {(V, v) ∈ Grd(Rn+d) : v ∈ V } and

γ⊥d,n = {(V, v) ∈ Grd(Rn+d) : v ⊥ V }.

As we’ve seen before, given an embedded submanifold W d ⊂ [a0, a1]×Rn+d−1

one can assign to every point of W d its tangent space as a subspace of the
tangent space of [a0, a1]× Rn+d−1, viewed as an element of Grd(Rn+d). This
defines a map

τW : W d → Grd(Rn+d).

Again, as earlier observed, the pull-back bundle τ∗W (γn,d) is the tangent bundle
τWd , and the pullback bundle τ∗W (γ⊥d,n) is the normal bundle νWd .

The bundle of main interest in [54] is γ⊥d,n → Grd(Rn+d). Let T (γ⊥d,n)
be the Thom space. As n varies, these Thom spaces fit together to give a
spectrum having structure maps

εn : ΣT (γ⊥d,n)→ T (γ⊥d,n+1)

defined as follows. Recall that there is a natural homeomorphism ΣT (γ⊥d,n) ∼=
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T (γ⊥d,n × R). Now notice that there is a natural map of vector bundles

γ⊥d,n × R ῑ−−−−→ γ⊥d,n+1y y
Grd(Rn+d) −−−−→

ι
Grd(Rn+d+1)

(11.35)

where ι : Grd(Rn+d)→ Grd(Rn+d+1) is defined via the inclusion of the ambi-
ent spaces,

Rn+d = Rn+d × {0} ↪→ Rn+d × R = Rn+d+1,

and on total space ῑ : γ⊥d,n × R→ γd,n+1 is defined by

ῑ((V, v), t)) = (V × {0}, (v, t))
where V ×{0} is a subspace of Rn+d×R = Rn+d+1. Clearly (v, t) ∈ (V ×{0})⊥.

The resulting spectrum is called MTO(d). The zero space of the corre-
sponding ω-spectrum (also called MTO(d)) is the infinite loop space

Ω∞MTO(d) = colimn→∞Ωn+dT (γ⊥d,n),

and a space that is most relevant to the main theorem of [54] is the next space
in this ω-spectrum, that the authors call

Ω∞−1MTO(d) = colimn→∞Ωn+d−1T (γ⊥d,n). (11.36)

Given a morphism in Cd, W ⊂ [a0, a1] × Rn+d−1, the Pontrjagin-Thom
collapse map onto the Thom space of the normal bundle gives a map [a0, a1]+∧
Sn+d−1 → T (ν), where ν is the normal bundle, and by composing with map
on Thom spaces induced by the map τWd : W d → Grd(Rn+d) induced by this
embedding, we get a map

[a0, a1]+ ∧ Sn+d−1 → T (γ⊥d,n),

whose adjoint determines a path in Ωn+d−1T (γ⊥d,n). Taking a (co)limit as

n → ∞, one gets a path in Ω∞−1MTO(d). By using more care, the authors
of [54] show how this Pontrjagin-Thom construction defines a functor from
the cobordism category Cd to the (unbased) path category of Ω∞−1MTO(d),
(Ω∞−1MTO(d))I . (Recall from Definition 5.14 that the path category of a
space X is the topological category whose objects are the points of X and
whose morphisms are paths between the objects.) Now Corollary 5.31 tells
us that the classifying space of the path category of any space X, B(XI), is
weakly homotopy equivalent to X. So by passing to classifying spaces, this
construction defines a map

αd : B(Cd)→ B
(
(Ω∞−1MTO(d))I

)
' Ω∞−1MTO(d). (11.37)

The main theorem of [54] is the following.
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Theorem 11.68. ([54]) The map

αd : BCd → Ω∞−1MTO(d)

is a weak homotopy equivalence.

For d = 2 this theorem was proved by Madsen and Weiss in [96]. We will
discuss this important special case in more detail below.

Notice that for any topological category C, the set of path components
π0BC can be thought of as the set of equivalence classes of path components
of the space of objects, π0ObC , where the equivalence relation is given by two
(path components of) objects are equivalent if there is a morphism connecting
them.

Exercise. Prove this fact.

So for the cobordism category Cd, this says that π0BCd is the group
of cobordism classes of closed manifolds of dimension d − 1. But classical
Pontrjagin-Thom theory says that this group is isomorphic to the homotopy
group πd−1(MO). One therefore has the following.

Theorem 11.69. There is an isomorphism

π0(Ω∞−1MTO(d)) ∼= πd−1(MO).

We show that this result can be proven directly as follows.

Proof. We begin with a lemma.

Lemma 11.70. There is a homotopy cofibration sequence of spectra

MTO(d)→ Σ∞(BO(d)+)
∂−→MTO(d− 1).

Proof. This lemma will be a consequence of the following result, which we will
leave as an exercise.

Exercise.
Suppose ζ → X and ξ → X are vector bundles over the same base space

X. Let p : S(ζ) → X be the associated sphere bundle of ζ. Prove that there
is a (homotopy) cofibration sequence of Thom spaces,

T (p∗(ξ))→ T (ξ)→ T (ξ ⊕ ζ).

Now apply the result of this exercise to X = Grd(Rn+d), ζ = γd,n →
Grd(Rn+d) and ξ = γ⊥d,n → Grd(Rn+d). Recall that the Grassmannian can be
described by

Grd(Rn+d) = O(n+ d)/ (O(n)×O(d))
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and that the bundle p : γd,n → Grd(Rn+d) is given by the projection

p : (O(n+ d)/O(n))×O(d) Rd → O(n+ d)/ (O(n)×O(d)) .

One then sees that the sphere bundle p : S(ζ) → Grd(Rn+d) is given by the
projection

p : S(ζ) = (O(n+ d)/O(n))×O(d) S
d−1 → O(n+ d)/ (O(n)×O(d)) .

But since Sd−1 = O(d)/O(d− 1), we have that

S(ζ) = (O(n+ d)/O(n))×O(d)O(d)/O(d−1) = O(n+d)/ (O(n)×O(d− 1)) .

Now since Grd−1(Rn+d−1) = O(n + d − 1)/ (O(n)×O(d− 1)), the inclusion
O(n+ d− 1) ↪→ O(n+ d) defines a map

O(n+ d− 1)/ (O(n)×O(d− 1))→ O(n+ d)/ (O(n)×O(d− 1))

Grd−1(Rn+d−1)→ S(ζ).

This map has the same connectivity as the inclusion map O(n + d − 1) →
O(n + d) which is (n + d − 2)-connected. The bundle p∗(γ⊥d,n) over S(ζ) is

easily seen to restrict to γ⊥d−1,n over Grd−1(Rn+d−1), so on the level of Thom
spaces the map

T (γ⊥d−1,n)→ T (p∗(γ⊥d,n))

is (2n+ d− 2)-connected.
Now the right hand term in the cofibration sequence of Thom spaces in the

exercise is the Thom space of the trivial (n+d)-dimensional bundle γd,n⊕γ⊥d,n
over Grd(Rd+n) and is therefore equal to Grd(Rd+n)+ ∧ Sn+d. Moreover the
map Grd(Rn+d) → Grd(R∞) = BO(d) is (n − 1)-connected. Therefore the
cofibration sequence in the exercise gives a cofibration sequence of spectra

Σ−1MTO(d− 1)→MTO(d)→ Σ∞(BO(d)+)→MTO(d− 1)→ · · · (11.38)

which proves the lemma.

We now complete the proof of Theorem 11.69. Notice that the connecting
maps in the cofibration sequences in the statement of Lemma 11.70 defines a
directed sequence of maps of spectra

MTO(0)→ ΣMTO(1)→ Σ2MTO(2)→ · · · → Σd−1MTO(d− 1) (11.39)

→ ΣdMTO(d)→ · · ·

We can call the direct limit the spectrum MTO. The following is an interesting
fact proved in [54].

Lemma 11.71. There is a weak homotopy equivalence of spectra,

MTO 'MO.



Cobordism theory 431

Proof. Recall that there is a homeomorphism

hd,n : Grd(Rd+n)
∼=−→ Grn(Rd+n)

sending a d-dimensional subspace V ⊂ Rd+n to the n-dimensional subspace
V ⊥ ⊂ Rd+n. Notice that the pull back bundle

h∗d,n(γn,d) = γ⊥d,n.

Therefore we have maps of Thom spaces, which by abuse of notation we still
call hd,n,

hd,n : T (γ⊥d,n)
∼=−→ T (γn,d)→ T (γn,∞) = MO(n).

which induces an isomorphism in homotopy groups in dimensions less that
d+n, and a surjection in dimension d+n. The maps hd,n fit together to give
a maps of spectra,

hd : ΣdMTO(d)→MO

which therefore induces an isomorphism in homotopy groups in dimensions
less than d and a surjection in dimension d. The lemma follows.

We can complete the proof of Theorem 11.69 quickly now. We have an
isomorphism

π−1MTO(d) ∼= πd−1ΣdMTO(d)
∼=−→ πd−1MO.

On the level of infinite loop spaces, this is an isomorphism

π0(Ω∞−1MTO(d))
∼=−→ πd−1(Ω∞MO).

Just to emphasize the point previously made, Theorem 11.69 implies that
the main theorem of [54] that BCd ∼= Ω∞−1MTO(d)), recovers, on the level
of path components, the classical Pontrjagin-Thom theorem that

ηOd−1
∼= π0(BCd) ∼= π0(Ω∞−1MTO(d)) ∼= πd−1MO.

However the GMTW-theorem gives us much more information about
cobordisms of manifolds, as well as diffeomorphism groups, as we will point out
below. Before we do, however, we remark that the GMTW-theorem general-
izes to other cobordism theories and their corresponding cobordism categories.
It does so using the notion of a “tangential structure on a manifold”.

Let θ : B → BO(d) be a fibration. Recall from Definition 11.6 of a θ-
structure on a bundle classified by a map f : X → BO(d) is a lifting f̃ : X →
B of f . Namely θ ◦ f̃ = f : X → BO(d). Here our focus is on θ-structures on
the tangent bundle of a manifold Md, classified by a map f : Md → BO(d).
This is referred to as a “tangential structure” on the manifold Md.
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Now suppose ξ → X and ζ → Y are vector bundles. We consider the space
Bun(ξ, ζ) of bundle maps between them. These are maps of vector bundles

ξ −−−−→ ζy y
X −−−−→ Y

where the diagram commutes, and the induced map on fibers are linear iso-
morphisms. Bun(ξ, ζ) is topologized using the compact-open topology. The
following result is standard, but we give the presentation of it found in [54].

Lemma 11.72. . Let ξ → X be a d-dimensional vector bundle. Let γd →
BO(d) be the universal bundle. Then the space Bun(ξ, γd) is contractible.

Proof. Recall that γd = {(V, v) : V ⊂ R∞ is a d-dimensional subspace, and
v ∈ V }. Therefore γd ⊂ BO(d)× R∞. From this perspective we can think of

Bun(ξ, γd) ⊂Map(ξ,R∞)

as the subspace of maps that restrict to linear monomorphisms on each fiber
of ξ → X. Now define linear monomorphisms R∞ → R∞ by

ι1(x) = (x0, 0, x1, 0, x2, 0, . . . ),

ιt(x) = (1− t)x+ ι1(x), 0 ≤ t ≤ 1

j(x) = (0, x0, 0, x1, 0, x2, . . . ). (11.40)

Notice that there is a homotopy

[0, 1]×Map(ξ,R∞)→Map(ξ,R∞) (11.41)

(t, f)→ (1− t)(ιt ◦ f)

that restricts to a homotopy of self-maps of Bun(ξ, γd) starting at the identity.
Now pick g ∈ Bun(ξ, γd) and define a homotopy

[0, 1]×Map(ξ,R∞)→Map(ξ,R∞)

(t, f)→ (1− t)(ι1 ◦ f) + t(j ◦ g).

This restricts to a homotopy of self-maps of Bun(ξ, γd) that start at f → ι1◦f .
Combining this with homotopy (11.41) yields a homotopy of self maps of
Bun(ξ, γd) which starts at the identity and ends at the constant map j◦g.

Given a fibration θ : B → BO(d) we can now define the cobordism category
Cθd of manifolds with tangential θ-structures.

Recall that a morphism in Cd is a d-dimensional submanifold with bound-
ary W d ⊂ [a0, a1] × Rd−1+n for n large, where a0 < a1 ∈ R. Given a point
x ∈W d we can take the tangent space TxW

d to define a map

τW : W d → Grd(Rd+n)→ Grd(R∞) = BO(d)
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which classifies the tangent bundle of W d.

Definition 11.13. Let Cθd be the topological category with morphisms

(W d, a0, a1, `)

where (W d, a0, a1) ∈ Mor (Cd), and ` : W d → B is a lifting of τW . Mor Cθd
is topologized in the similar manner to Mor Cd but with B∞(W d) replaced
by Bθ∞ = Embθ(W d; [0, 1] × R∞)/Diff(W d), where Embθ is defined by the
pull-back square,

Embθ(W d; [0, 1]× R∞) −−−−→ Bun(TW, θ∗(γd))y y
Emb(W d; [0, 1]× R∞) −−−−→ Bun(TW, γd).

The objects of Cθd are (d − 1)-dimensional closed submanifolds of R∞ with
tangental θ structures. Ob (Cθd) are topologized similarly.

We now define the spectrum MTθ as follows.

Definition 11.14. We define MTθ to be the Thom spectrum of the map

B
θ−→ BO(d)→ BO

Notice that zero space of the ω-spectrum associated to MTθ is

Ω∞MTθ = colimn→∞ Ωd+nT (θ∗d,n(γ⊥d,n)),

and similarly, the next space in the spectrum is given by

Ω∞−1MTθ = colimn→∞ Ωd+n−1T (θ∗d,n(γ⊥d,n)).

The generalization of Theorem 11.68 to tangential structures that was proved

in [54] is the following:

Theorem 11.73. [54] Let θ : B → BO(d) be a fibration. Then the weak
homotopy equivalence

αd : BCd → Ω∞−1MTO(d)

lifts to a weak homotopy equivalence

αθd : BCθd → Ω∞−1MTθ.
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For example Ω∞−1MTSO(d) is equivalent to the classifying space of the
cobordism category of oriented manifolds where the cobordisms have dimen-
sion d, and Ω∞−1MTU(d) is equivalent to the classifying space of the cobor-
dism category of manifold with tangential almost complex structure, where
cobordisms have dimension 2d.

Remark. The fact that the structures used to study the cobordism categories
are defined on the tangent bundles, as opposed to the stable normal bundles
used in Thom’s theory, has suggested the notation MTO and MTθ for the cor-
responding Thom spectra, as opposed to the MO and Mθ notation in Thom’s
theory (the “T” standing for tangent). This notation was suggested by M.J.
Hopkins, when he also pointed out that this MT notation can also be thought
of as referencing Madsen and Tillmann who originally introduced these spec-
tra in [123] as a way of studying cobordism categories. These spectra are now
often referred to as the “Madsen-Tillmann” spectra.

11.7.2 The surface cobordism category and Madsen and
Weiss’s solution of the Mumford Conjecture

An important special case of Theorem 11.73 is when d = 2 and the tangential
structure θ is an orientation. This case was originally proved by Madsen and
Weiss in [96]. In other words, the Madsen-Weiss theorem which motivated
Theorem 11.73 is the following.

Theorem 11.74. [96](Madsen and Weiss). There is a weak homotopy equiv-
alence

αSO(2) : BCSO(2) '−→ Ω∞−1MTSO(2).

We now discuss the important implications of this theorem, including a
proof of a famous conjecture of Mumford on the stable cohomology of groups
of diffeomorphisms of surfaces.

We first observe that in the cobordism category CSO(2), the morphisms are
compact oriented surfaces, which are classified up to diffeomorphism by their
genus and the number of their boundary components. As observed above,
the morphism space MorCSO(2) is topologized in terms of classifying spaces
of diffeomorphisms of these surfaces. So it is not surprising that the Madsen-
Weiss Theorem 11.74 yields important information about these classifying
spaces. In order to make this more explicit, we first discuss some background
about diffeomorphisms of surfaces and their classifying spaces.

Let Σg,b be an oriented surface of genus g with b-boundary components.
For g, b ≥ 1 let Diff+(Σg,b, ∂) be the group of orientation preserving diffeo-
morphisms of Σg,b that fix the boundary pointwise. Let Diff+

1 (Σg,b, ∂) denote
the connected oomponent of the identity diffeomorphism. The following is an
important result of Earle and Eells from the late 1960’s.



Cobordism theory 435

Theorem 11.75. (Earle and Eells) For g, b ≥ 1 the topological group
Diff+

1 (Σg,b, ∂) is contractible.

The following is a straightforward exercise.

Exercise. Show that every path component of a topological group has the
same homotopy type.

This implies the following important corollary. Let Γg,b = π0(Diff+(Σg,b, ∂))
be the discrete group of path components. This group is called the “mapping
class group” of the surface Σg,b.

Corollary 11.76. For g, b ≥ 1, the group homomorphism given by passing to
path components,

Diff+(Σg,b, ∂)→ π0(Diff+(Σg,b, ∂)) = Γg,b

is a homotopy equivalence. In particular they have homotopy equivalent clas-
sifying spaces,

BDiff+(Σg,b, ∂) ' BΓg,b.

So the (co)homology of BDiff+(Σg,b, ∂) is the same as the (co)homology
of the classifying space of the mapping class group BΓg,b. The cohomol-
ogy of the mapping class group is important in algebraic geometry, just as
H∗(BDiff+(Σg,b, ∂)) is important in topology. We will explain a bit more
about the importance of the cohomology of mapping class groups in algebraic
geometry below. An important advance in this study was the “Harer Stability
Theorem”.

Theorem 11.77. ( J. Harer [65], and improved by N. Ivanov [81])
Hk(BΓg,b);Z) is independent of the genus g and the number of boundary com-
ponents b in the range k < g/2− 1, so long as b ≥ 1.

This result can be restated in the following way. Consider a surface Σg,b of
genus g with b-boundary components with b ≥ 1. By choosing a distinguished
boundary component one can “glue” on a surface Σ1,2 of genus one with
two boundary components along one of the boundary components, to obtain
a surface Σg+1,b with the same number of boundary components as Σg,b,
but whose genus has increased by one. See the first of the diagrams below.

Furthermore, given a diffeomorphism φ : Σg,b
∼=−→ Σg,b that is the identity on all

the boundary components, one gets a diffeomorphism σ(φ) : Σg+1,b

∼=−→ Σg+1,b

by letting σ(φ) = φ on Σg,b ⊂ Σg+1,b, and the identity on the glued surface of
genus one. This defines homomorphisms

σ : Diff+(Σg,b, ∂)→ Diff+(Σg+1,b, ∂) and σ : Γg,b → Γg+1,b
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and the resulting maps on classifying spaces, which by abuse of notation we
still call σ,

σ : BDiff+(Σg,b, ∂)→ BDiff+(Σg+1.b, ∂) and σ : BΓg,b → BΓg+1,b.
(11.42)

We call these maps “stabilization maps”.
Similarly, one can “cap off” a boundary component of Σg,b by attaching

a disk along its boundary to a designated boundary component of Σg,b to
produce a surface Σg,b−1 of the same genus with one fewer boundary com-
ponents. See the second of the diagrams below. Furthermore one can define
homomorphisms

γ : Diff+(Σg,b, ∂)→ Diff+(Σg,b−1, ∂) and γ : Γg,b → Γg,b−1

by extending a diffeomorphism of Σg,b that is the identity on the boundary
to a diffeomorphism of Σg,b−1 by letting it be the identity on the glued disk.

The following is an alternative statement of the Harer Stability Theorem
11.77.

Theorem 11.78. The induced map in homology (or cohomology),

σ∗ : Hk(BΓg,b;Z)→ Hk(BΓg+1,b;Z)

and
γ∗ : Hk(BΓg,b;Z)→ Hk(BΓg,b−1;Z)

are isomorphisms if k < g/2 − 1 and in the case of σ∗, b ≥ 1, and for γ∗, b
must be at least 2.

This theorem says that for g sufficiently large, H∗(BΓg,b) does not depend
on the number of boundary components b, so long as b ≥ 1. The cohomology
in this range of dimensions is referred to as the “stable cohomology” of the
mapping class groups. We can think about this stable cohomology in the fol-
lowing way. Since the number of boundary components is irrelevant in stable
cohomology, we might as well focus on surfaces with two boundary compo-
nents, one “incoming”, and one “outgoing” Σg,2. By gluing in order to increase
the genus we get a sequence of surfaces,

Σg,2 ⊂ Σg+1,2 ⊂ Σg+2,2 ⊂ · · · ⊂ Σg+L,2 ⊂ · · ·

By taking the colimit of the corresponding mapping class group, we get
the “stable mapping class group” Γ∞

Γ∞ = colimL Γg+L,2. (11.43)

See the second diagram below for this stabilization process.

D. Mumford’s famous conjecture is about the rational cohomology of the
stable mapping class group.
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FIGURE 11.1
Increasing the genus and decreasing the number of boundary components
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Conjecture 11.79. (“The Mumford Conjecture” [125]). The rational coho-
mology ring of the stable mapping class group is a polynomial algebra,

H∗(BΓ∞;Q) ∼= Q[κ1, κ2, . . . , κi, . . . ]

where the generators κi have dimension 2i.

Remark. The generating classes κi were constructed explicitly by Mumford,
as well as by Morita and Miller, so they are often referred to as the “MMM
- classes”. It was also shown that the polynomial algebra generated by these
classes injects into the rational cohomology of BΓ∞. The content of the Mum-
ford conjecture was therefore that the entire rational cohomology of the stable
mapping class group can be expressed in terms of polynomials in the MMM -
classes.

Now consider again the cobordism category, CSO(2)
2 . The objects are dis-

joint unions of circles, embedded in high dimensional Euclidean space, and
the morphisms between them are oriented surface cobordisms (also embedded
in high dimensional Euclidean space). If one fixes a circle C embedded in R∞

then by the definition of the morphisms in the category CSO(2)
2 and the classi-

fication of oriented, compact surfaces, one sees that the morphism space from
C to itself has the homotopy type

MorCSO(2)
2

(C,C) '
∐
g≥0

BDiff+(Σg,2, ∂) '
∐
g≥0

BΓg,2.

In this setting we are thinking of Σg,2 as a surface with one “incoming” and
one “outgoing” boundary component, corresponding to a cobordism form C
to C.

By composing morphisms, MorCSO(2)
2

(C,C) is endowed with a monoid

structure, and as such it is a subcategory of CSO(2)
2 . With respect to this

equivalence, the product structure in this monoid is given by pairings

BΓg,2 ×BΓk,2 → BΓg+k,2

that are induced by the gluing of surfaces Σg,2 × Σk,2 → Σg+k,2 and their
resulting diffeomorphism groups. These gluings are described above.

Now recall that a morphism in a category defines a path in its classifying
space, where the starting and ending points of the path are the points in the
classifying space represented by the source and the target of the morphism. if

we take the basepoint in BCSO(2)
2 to be the point represented by the object

C ∈ ObCSO(2)
2

, then we have a map∐
g≥0

BΓg,2 'MorCSO(2)
2

(C,C)→ ΩBCSO(2)
2 .
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In fact this map factors as the composition

∐
g≥0

BΓg,2 → ΩB

∐
g≥0

BΓg,2

→ ΩBCSO(2)
2 ,

where the middle space is the (based) loop space of the classifying space of the
monoid

∐
g≥0BΓg,2 under the gluing operation described above, and the map

to the right hand space is induced by thinking of this monoid as a subcategory

with the single object C, of the category CSO(2)
2 .

Now given a monoid M, the map M → ΩBM is known as the “group
completion” of M. This map has been studied a great deal beginning with
the seminal work of Quillen [129] and including the important homological
understanding of the group completion construction due to McDuff and Segal
[110].

The groups Γg,2 are known to be “perfect” for g ≥ 2. A group being
perfect means that it equals its own commutator subgroup. Then according
to Quillen [129] there is a construction which is now known as the “Quillen
plus construction”,

BΓ∞ → BΓ+
∞

that has the following properties:

1. BΓ∞ → BΓ+
∞ induces an isomorphism in homology

2. The group completion map
∐
g≥0BΓg,2 → ΩB

(∐
g≥0BΓg,2

)
factors as a

composition

∐
g≥0

BΓg,2 → Z×BΓ∞ → Z×BΓ+
∞
'−→ ΩB

∐
g≥0

BΓg,2


where the last map is a homotopy equivalence.

In particular we have the following result.

Proposition 11.80. There is a map

Z×BΓ∞ → ΩB

∐
g≥0

BΓg,2


that induces an isomorphism in (co)homology.

As described above, the monoid
∐
g≥0BΓg,2 is the subcategory of CSO(2)

2

where one restricts to the single object C. Now the object C is represented
by a single circle embedded in high dimensional Euclidean space, and as a
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subcategory, the morphisms are cobordisms whose incoming and outgoing
boundaries are both the single circle C. By Harer’s stability theorem 11.78,
the space of cobordisms between any two objects has the same homology in the
stable range as the space of cobordisms between C and itself. In [96] Madsen
and Weiss use this to show that induced map of group completions,

ΩB

∐
g≥0

BΓg,2

 '−→ ΩBCSO(2)
2 (11.44)

is a homotopy equivalence.
Combining this result with Proposition 11.80 we have the following:

Theorem 11.81. There is a map

α̃ : Z×BΓ∞ → ΩBCSO(2)
2

that induces an isomorphism in homology.

Furthermore, combining this with Madsen and Weiss’s Theorem 11.74 we
have the following important result.

Theorem 11.82. (Madsen and Weiss [96]) There is a map

α : Z×BΓ∞ → Ω∞MTSO(2)

that induces an isomorphism in (co)homology.

Remark. The fact that Z×BΓ+
∞ is an infinite loop space, so that Z×BΓ∞

has the homology of an infinite loop space was proved by Tillmann in [151].
The Madsen-Weiss theorem identifies the homotopy type of this infinite loop
space.

We end this subsection by showing how Theorem 11.82 implies the truth
of Mumford’s Conjecture 11.79.

Proof. We begin with the following exercise.

Exercise. We know that the classifying space BSO(1) is contractible since
SO(1) is the trivial group. This means that the Thom spectrum MSO(1) is
the sphere spectrum S. Show that the spectrum MTSO(1) ' Σ−1S.

Now consider the cofibration sequence of spectra given by Lemma 11.70:

MTSO(2)→ Σ∞(CP∞+ )→MTSO(1),

which by the exercise is

MTSO(2)→ Σ∞(CP∞+ )→ Σ−1S.
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Therefore we have a homotopy fibration sequence of the zero spaces of the
corresponding ω-spectra

Ω∞MTSO(2)→ Ω∞Σ∞(CP∞+ )→ Ω(Ω∞S∞).

Now we have an isomorphism of homotopy groups

πk(Ω(Ω∞S∞)) ∼= πk+1(Ω∞S∞) = πk+1(S).

Since these groups are all finite, we have that

πk(Ω(Ω∞S∞))⊗Q = 0

for all k. By the homotopy exact sequence of a fibration, we have that

π∗(Ω
∞MTSO(2))⊗Q

∼=−→ π∗(Ω
∞Σ∞(CP∞+ )⊗Q

and therefore

H∗(Ω
∞MTSO(2));Q)

∼=−→ H∗(Ω
∞Σ∞(CP∞+ );Q).

This implies an isomorphism in rational cohomology,

H∗(Ω∞Σ∞(CP∞+ );Q)
∼=−→ H∗(Ω∞MTSO(2));Q). (11.45)

To determine this rational cohomology, first recall the natural adjunction maps

ΣnΩnY → Y

for any space Y defined by

t ∧ α→ α(t) ∈ Y.

By applying Ωn we have a map

ΩnΣnΩnY → ΩnY.

In other words, if X is an n-fold loop space, X ' ΩnY , then there is a natural
map

γ : ΩnΣnX → X.

Allowing n to get arbitrarily large, we see that if X is an infinite loop space,
there is a natural map

γ : Ω∞Σ∞X → X.

In particular, by Bott periodicity, Z×BU is an infinite loop space, so it comes
equipped with a map

γ : Ω∞Σ∞(Z×BU)→ Z×BU.
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Now consider the basepoint preserving map φ̃ : CP∞+ → Z × BU defined
by sending the disjoint basepoint to the basepoint in {0} × BU and sending
CP∞ = BU(1) to {1} × BU(1) ↪→ {1} × BU ⊂ Z × BU . Using the infinite
loop structure of Z×BU given by Bott periodicity we then get a map

φ : Ω∞Σ∞(CP∞+ )
Ω∞Σ∞φ̃−−−−−→ Ω∞Σ∞(Z×BU)

γ−→ Z×BU.

We claim that φ induces an isomorphism in rational (co)homology. This will
follow if we can show it induces an isomorphism in rational homotopy groups.
Now we know that

πq(Ω
∞Σ∞(CP∞+ ))⊗Q = πsq(CP∞+ )⊗Q = Hq(CP∞+ ;Q) =

{
Q if q is even, and

0 if q is odd.

Of course by Bott periodicity these are the same as the rational homotopy
groups of Z×BU . Furthermore, we know that the map in homology

H∗(CP∞+ ;Z)→ H∗(Z×BU ;Z)

is injective. Therefore the map

πq(Ω
∞Σ∞(CP∞+ ))⊗Q = πsq(CP∞+ )⊗Q = Hq(CP∞+ ;Q)→ Hq(Z×BU ;Q)

is injective. Hence

πq(Ω
∞Σ∞(CP∞+ ))⊗Q→ πq(Z×BU)⊗Q

is a monomorphism between isomorphic rational vector spaces. Hence it is an
isomorphism.

So we may conclude that the map

φ : Ω∞Σ∞(CP∞+ )→ Z×BU

induces an isomorphism in rational (co)homology. Therefore the composition

Ω∞MTSO(2)→ Ω∞Σ∞(CP+)
φ−→ Z×BU

induces an isomorphism in rational cohomology. Hence the composition

H∗(Z×BU ;Q)→ H∗(Ω∞MTSO(2);Q)
∼=−→ H∗(Z×BΓ∞;Q)

is an isomorphism of rational cohomology rings, where the second map in this
composition is the isomorphism induced by the Madsen-Weiss Theorem 11.82.
Since we know the cohomology of BU , the Mumford conjecture follows.

Remark. The mod p (co)homology of the infinite loop space Ω∞MTSO(2)
and therefore of the stable mapping class groups BΓ∞ have been computed
by Galatius [53] for every prime p. The computations are explicit, although
quite complicated.
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11.7.3 The work of Galatius and Randal-Williams on moduli
spaces of manifolds

In an important series of work, most notably, [55], [56], and [57], Galatius and
Randal-Williams took the works of Madsen and Weiss [96] and of Galatius,
Madsen, Tillmann, and Weiss [54], and expanded upon them greatly to develop
and study the theory of “moduli spaces of manifolds”.

Coming from ideas in algebraic geometry, a “moduli space” is a way of
classifying a “representable functor”. (Recall that this term was used in our
study of Brown’s Representablity Theorem 10.3 above.). In the setting studied
by Galatius and Randal-Williams, the functor to be studied are concordance
classes of smooth fiber bundles over a manifold.

Definition 11.15. A “smooth fiber bundle” of dimension d consists of smooth
manifolds E and X (without boundary) and a smooth proper map

π : E → X

such that the derivative Dπ : τE → τX is surjective and the vector bun-
dle τπE = Ker (Dπ) has d-dimensional fibers. The bundle τπE is called the
“vertical tangent bundle”.

Definition 11.16. Let π0 : E0 → X and π1 : E→X be smooth bundles over
X.

• An isomorphism beween π0 and π1 is a diffeomorphism φ : E0

∼=−→ E1 living
over the identity of X.

• A concordance between π0 and π1 is a smooth fiber bundle π : E → R×X
together with isomorphisms from π0 and π1 to the pullbacks of π along the
two embeddings X ∼= {0} ×X and X ∼= {1} ×X ⊂ R×X, respectively.

The basic representability theorem for smooth bundles was proved by
Galatius and Randal-Williams is the following:

For a smooth manifold X without boundary, let F [X] denote the set of
concordance classes of smooth fiber bundles π : E → X

Theorem 11.83. The functor X → F [X] is representable in the sense that
there exists a space M and a natural bijection

F [X] ∼= [X,M].

The space M in this theorem is not very useful itself because it is highly
disconnected. It is preferable, therefore, to study one path component of M
at a time, which corresponds to fixing the concordance class of the fibers.
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To do this, let W be a closed d-dimensional manifold. We can consider W
to be a smooth fiber bundle over a point, so it represents a path component
[W ] ∈ π0(M). We writeM(W ) ⊂M for the path component ofM containing
W . Notice thatM(W ) is the classifying space (or “moduli space”) for smooth
fiber bundles π : E → X whose restriction to any point x ∈ X is concordant
to W .

Exercise. Show that the homotopy type of the moduli space M(W ) is the
classifying space BDiff(W ).

Notice that as a model for the space M(W ) we can take the space of all
closed submanifolds of R∞ that are diffeomorphic to W , as we did in the last
subsection.

To describe one of the main results of Galatius and Randal-Williams, we
need a slight variation and generalization of the notion of “tangential struc-
ture” used in [54] that applies nicely to the setting of smooth fiber bundles.

Definition 11.17. If Θ is a space with a continuous GLd(R)-action, a smooth
fiber bundle with Θ-structure consists of a smooth fiber bundle π : E → X,
together with a continuous GLd(R)- equivariant map ρ : Fr(τπE)→ Θ. Here
Fr(τπE) is the frame bundle of of the vertical tangent bundle τπE. It is a
principal GLd(R)-bundle over E whose fiber at a point e ∈ E is the space of
linear bases of the vector space given by the fiber τπE(e) = KerDπ : τeE →
τπ(e)X over e ∈ E.

The relation to our previous notion of a structure on a vector bundle is
the following. Given a space Θ as in this definition, we can take the homotopy
orbit space, EGLd(R) ×GLd(R) Θ, and there is a natural map which we can
assume is a fibration,

EGLd(R)×GLd(R) Θ→ EGLd(R)/GLd(R) = BGLd(R) ' BO(d).

A Θ - structure on a fiber bundle π : E → X as in the above definition yields
a lift of the classifying map of the vertical tangent bundle E → BO(d) to
EGLd(R)×GLd(R) Θ.

Using this Galatius and Randal-Williams generalized Theorem 11.83 as
follows. For X a smooth closed manifold, let FΘ[X] denote the set of con-
cordance classes of pairs (π, ρ) of a smooth fiber bundle π : E → X with
Θ-structure ρ : Fr(τπE)→ Θ. (Notice that X is fixed but the fiber bundle E
is allowed to vary.)

Theorem 11.84. The functor X → FΘ[X] is representable in the sense that
there exists a space MΘ and a natural bijection

FΘ[X] ∼= [X,MΘ].
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One of the main theorems of Galatius and Randal-Williams is identifying
the homology type of the various path components of these moduli spaces, at
least through a range of dimensions. To make this more precise we need a few
more definitions.

Definition 11.18. . Let Θ be a space with a GLd(R) action, W a closed
d-manifold, and ρW : Fr(τW ) → Θ an equivariant map. Consider this
as a structure on the trivial fiber bundle W → point. This defines a class
[(W,ρW )] ∈ π0(MΘ), and we write MΘ(W,ρW ) ⊂ MΘ for the path com-
ponent containing (W,ρW ). This path component is a classifying space for
smooth fiber bundles π : E → X with structure ρ : Fr(τπE) → Θ, whose
restriction to an point x ∈ X is concordant to (W,ρW ).

A main theorem in [57] describes the homology of the moduli spaces
MΘ(W,ρW ) through a range of dimensions, depending on a generalized notion
of “genus”, which we now describe.

Notice that the classical notion of the genus of a closed, oriented, connected
surface Σ can be described in terms of embeddings of the punctured torus
S1 × S1 − {∗} ↪→ Σ. Namely, the genus g of Σ is the maximal number of
disjoint embeddings of the punctured torus into Σ. The generalized definition
of Galatius-Randal-Williams used a similar notion.

Consider the “higher dimensional punctured torus” Sn × Sn − {∗}. We
need the notion of an “admissible” Θ-structure on this manifold. Notice that
Sn × Sn − {∗} is diffeomorphic to the pushout of the two embeddings

Sn × Rn ←↩ Rn × Rn ↪→ Rn × Sn (11.46)

where we are thinking of Sn as the one-point compactification of Rn, and the
above embeddings are induced by a choice of coordinate chart Rn ⊂ Sn. A
Θ-structure on Sn×Rn is called admissible if is equivariantly homotopic to a
structure that extends over some embedding Sn × Rn ↪→ R2n. A Θ-structure
on Sn × Sn − {∗} is admissible if the restriction to each piece of the gluing
(11.46) is admissible.

Definition 11.19. Assume d = 2n > 0 and that W is a a connected, closed
d-dimensional manifold. The genus g(W,ρW ) of a Θ-manifold (W,ρW ) is the
maximal number of disjoint embeddings of the open manifold Sn×Sn−{∗} ↪→
W such that j∗ρW is admissible.

Now consider again the homotopy orbit space EGLd(R) ×GLd(R) Θ and
the map

EGLd(R)×GLd(R) Θ→ EGLd(R)/GLd(R) = BGLd(R) ' BO(d)→ BO.

Similar to the notation we used in the last subsection we call the Thom spec-
trum of this map MTΘ.

One of the main theorems of [57] is the following:
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Theorem 11.85. Let d = 2n > 4, W a closed, simply connected d-manifold,
and let ρW : Fr(τW )→ Θ be an n-connected GLd(R)-equivariant map. Then
there is a map

α :MΘ(W,ρW )→ Ω∞MTΘ

inducing an isomorphism in integral homology onto the path component that
it hits, in dimensions ≤ (g(W,ρW )− 4)/3.

At first glance, this notion of genus, while geometrically straightforward,
may seem very difficult to compute. To address this Galatius and Randal-
Williams gave both an upper and lower bound for the genus defined in terms
of middle dimensional Betti numbers. (Recall that the kth Betti number of a
space X, bk(X), is the dimension of the rational vector space Hk(X;Q).)

Since W is assumed to be a closed, simply connected d = 2n dimensional
manifold, the intersection form

〈 , 〉 : Hn(W ;Q)×Hn(W ;Q)→ Q

is nondegenerate, and either symmetric, if n is even, or antisymmetric if n
is odd. In the case when n is even, this nonsingular symmetric bilinear form
splits the vector space Hn(W ;Q) into its positive and negative eigenspaces.
Common notation is to let b+n denote the dimension of the positive eigenspace,
and b−n the dimension of the negative eigenspace. So in particular, in this case

bn = b+n + b−n .

The following result of Galatius and Randal-Williams says that the genus
can be estimated in terms of calculable Betti-numbers.

Theorem 11.86. ( [57] ) Assume d = 2n > 4, that the homotopy orbit space,
B = EGLd(R)×GLd(R) Θ is simply connected, and that ρAW : Fr(τW )→ Θ
is n-connected. Write ga(W ) = min(b+n , b

−
n ) if n is even, and ga(W ) = bn/2

if n is odd. Then
gq(W )− c ≤ g(W ; ρW ) ≤ ga(W ),

With c = 1 + e, where e is the minimal numbers of generators of the abelian
group Hn(B;Z). If n is even one may take c = e and get a slightly better lower
bound.

Finally, in an argument similar to, but more general than the argument
given in the previous section showing that the Mumford Conjecture 11.79
follows from the Madsen-Weiss Theorem 11.82, Galatius and Randal-Williams
showed that Theorem 11.85 implies the following calculation of the rational
cohomology, in a stable range, of the moduli space of manifolds.

As above, let B be the homotopy orbit space, B = EGLd(R) ×GLd(R) Θ.
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For a smooth bundle π : E → X with Θ-structure ρ : Fr(τπE)→ Θ, consider
the map (well-defined up to homotopy)

` : E ' EGLd(R)×GLd(R) Fr(τπE)
1×ρ−−→ EGLd(R)×GLd(R) Θ = B.

Now let Zω denote the coefficient system on B arising from the nontrivial
action of π0(GLd(R)) = Z× = {±1} on Z, and let Aω = A ⊗ Zω for any
abelian group A. Given any class c ∈ Hd+k(B;Aω), Galatius and Randal-
Williams defined a generalized Miller-Morita-Mumford class

κc(π) ∈ Hk(MΘ(W,ρW ;A)).

Galatius and Randal-Williams then showed that their Theorem 11.85 im-
plies the following rational calculation:

Theorem 11.87. Let d = 2n > 4, W a closed simply-connected d-manifold,
and ρW : Fr(W ) → Θ be a Θ structure which is n-connected. Equip
B = EGLd(R) ×GLd(R) Θ with the local coefficient system Qω as above, and

assume that Hk+d(B;Qω) is finite dimensional for each k ≥ 1. Then the ring
homomorphism

Q[κc | c ∈ basis ofHd(B;Qω)]→ H∗(MΘ(W,ρW );Q)

is an isomorphism in cohomological degrees ≤ (g(W,ρW )− 4)/3.
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Classical Morse Theory

In this chapter we discuss the traditional, “classical” approach to Morse the-
ory. An approach based on moduli spaces of flows will be discussed in the
next chapter. The best reference to this classical approach is Milnor’s well
known book [112]. We encourage the reader to study that book, not only for
the details of the foundations of the subject, but also for applications that are
still quite relevant more than 50 years after its publication.

12.1 The Hessian and the index of a critical point

Let M be a manifold, and f : M −→ R a C2 function. As explained earlier, a
point p ∈ M is called a critical point of f if dfp = 0. f : M → R is a Morse
function if all of its critical points are nondegenerate. To understand what
it means for a critical point p ∈ M to be nondegenerate, we may work in a
coordinate chart around p, with respect to which we may think of f : Rn → R,
with p corresponding to the origin in Rn. In such coordinates we can think of
the derivative as a map

Df : Rn → (Rn)∗

x→ dfx.

A critical point is then a zero of Df , and 0 ∈ Rn is a nondegenerate
critical point precisely if it is a regular point of Df . Notice 0 ∈ Rn being a
nondegenerate critical point is equivalent to the linear map

D(Df)0 : Rn → (Rn)∗

being an isomorphism. This in turn is equivalent to the n×n Hessian matrix,

Hess0 f =
(

∂2f
∂xi∂xj

(0)
)

being nonsingular.

We now make this into a formal definition. Let p ∈M be a critical point o
f : M → R, and let (U, φ : U −→ Rn) be a coordinate chart around p, so that
φ(p) = 0. Write φ as (x1, . . . , xn). Write tangent vectors v and w in TpM as

449
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(v1, . . . , vn) and (w1, . . . , wn), respectively (specifically, dφp(v) = (v1, . . . , vn)
and similarly for w).

Definition 12.1. Using the coordinate chart (U, φ), The Hessian of f at p,
is the quadratic form Hessp f defined by the formula

Hessp(f)(v) =

n∑
i,j=1

∂2f

∂xi∂xj
vivj

Proposition 12.1. When p is a critical point for f : M −→ R, the Hessian
at p is independent of the coordinate chart.

Proof. One can do this directly by a straightforward calculation which we
leave to the reader. But more generally, with respect to local coordinates, we
may consider an open set V ⊂ Rn containing 0 ∈ Rn, and a C2-map g : V → R
having 0 as a critical point. Let h : V

∼=−→ U be a C2 diffeomorphism of open
sets in Rn taking 0 ∈ Rn to itself. Then the reader should verify that the
following diagram commutes:

Rn Hess0(gh)−−−−−−→ R

Dh0

y y=

Rn −−−−−→
Hess0g

R.

This gives an invariance of the Hessian under local diffeomorphisms, which is
to say, an invariance of the Hessian under changes of coordinate charts around
a critical point.

Remark. If p is not a critical point of f , then the Hessian at p is not well-
defined, in that using the above notation, it would depend on the coordinate
chart. However there are ways to extend the Hessian to all of M : by patching
together coordinate charts and using partitions of unity; by choosing a metric
on M , then using the Levi–Civita connection corresponding to this metric to
take the covariant derivative of df at p, and so on. But these approaches all
require extra data (namely the choice of metric or connection). In these notes,
however, we will primarily be concerned with the Hessian at critical points.

12.2 Morse Functions

Definition 12.2. If p ∈M is a critical point for a C2 function f : M −→ R,
then we call p nondegenerate if the quadratic form Hessp(f) is nonsingular.
If all critical points of M are nondegenerate, we say that f is Morse.
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FIGURE 12.1
f is the “height function” given by projecting the torus onto the vertical line.
This is probably the archetypical example of a Morse function.

We will show in Section 12.5 that every manifold M admits a Morse func-
tion, and in fact the set of Morse functions is dense in the set of smooth
functions.

An important property of Morse functions on closed, Riemannian mani-
folds, is that they lead to a CW complex description of the manifold, with
a cell of dimension λ for each critical point of index λ of f . In this section,
we prove this statement up to homotopy. That is, we construct a homotopy
equivalence of the manifold to a CW complex of the kind just described. We
follow the approach of Milnor [112] in this chapter.

Throughout this chapter, we will assume M is a closed manifold and f :
M −→ R is a smooth Morse function. We will also consider the following
spaces, which are often manifolds (with boundary):

Ma = f−1(−∞, a] = {x ∈M | f(x) ≤ a}.

where a is any real number. If a is less than the minimum value of f , then
Ma is the empty set. If a is larger than the maximum value of f , then Ma

is M . The values of a in between will provide, up to homotopy, the necessary
cell decomposition.

There are a number of technical details, but the intuition is simple: Let M
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FIGURE 12.2
Ma for different values of a

be a surface embedded in R3, and f be the vertical coordinate z. We initially
let a be less than the minimum value of f so that Ma = ∅, and gradually
increase a (see Figure 12.2). This is analogous to gradually filling the surface
with water, so that Ma is the part of the surface that is under water. Now if
a increases from a1 to a2 without passing through critical values, then Ma1

and Ma2 are diffeomorphic.
But if, by increasing from a1 to a2, we pass through one critical point, then

at that point the water may do something more interesting. Up to homotopy,
this turns out to be an attaching of a cell of dimension λ, where λ is the index
of the critical point (see Figure 12.4).

So as we pass critical points one by one, the manifold is created by suc-
cessively attaching cells (up to homotopy type). This demonstrates that the
manifold is homotopy equivalent to a CW complex of the type described
above.

In this chapter we prove the details of the above intuition. First we prove
that nothing happens to the homotopy type (and even to the diffeomorphism
type) if there is no critical point between two levels, using the results of gra-
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FIGURE 12.3
Ma1 and Ma2 are diffeomorphic if there are no critical values between a1 and
a2.

dient flow lines from chapter 12.1. Then we show that if there is one critical
point between the two levels, the homotopy type changes by adding a cell. We
prove this via the Morse Lemma (Theorem 12.4), which studies the behavior
of f near a critical point. We conclude by producing the homotopy equiva-
lence between the manifold and the CW complex, and giving some interesting
applications to topology.

Exercise:
Let M be a manifold and let f : M −→ R be a Morse function. Prove that

f−1({a}), the boundary of Ma, is a manifold if a is a regular value of f .
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FIGURE 12.4
When there is one critical value between a1 and a2, Ma2 is homotopy equiv-
alent to Ma1 with a cell attached.

12.3 The Regular Interval Theorem

We first show that if we increase Ma from Ma1 to Ma2 , and there are no
critical values between a1 and a2, then Ma1 and Ma2 are diffeomorphic.

The main point is the following theorem:

Theorem 12.2 (Regular interval theorem). Let f : M −→ [a, b] be a smooth
map on a compact Riemannian manifold with boundary. Suppose that f has
no critical points and that f(∂M) = {a, b}. Then there is a diffeomorphism

F : f−1(a)× [a, b] −→M

making the following diagram commute:
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f−1(a)× [a, b]
F−−−−→ M

proj.

y yf
[a, b] −−−−→

=
[a, b].

In particular all the level surfaces are diffeomorphic.

In the proof of this theorem we will make use of the gradient vector
field ∇(f) of the function f : M → R, when M has a Riemannian metric.
The definition of ∇(f) depends on the metric in the following way. Recall
that a Riemannian metric g defines a nonsingular, symmetric biinear pairing
on the tangent bundle,

< , >g: TM × TM → R.

Equivalently, by taking the adjoint of this pairing we may think of the metric g
as defining an isomorphism of the tangent bundle with the cotangent bundle,

g : TM
∼=−→ T ∗M.

The differential df is a section of the cotangent bundle, df(x) ∈ T ∗xM for
every x ∈M , and its definition does not depend on the metric. The gradient
vector field ∇x(f) ∈ TxM is defined to be the section of TM determined by
df , using the metric g. Said more explicitly, the gradient is the unique vector
field (section of TM) that satisfies

< ∇xf , v >g= df(x)(v) (12.1)

for every x ∈M and v ∈ TxM . We notice that the zeros of the gradient ∇(f)
are the same as the zeros of the differential df and are exactly the critical
points of f : M → R.

With this definition we are now ready to prove this theorem.

Proof. Since f has no critical points we may consider the vector field

X(x) =
∇x(f)

|∇x(f)|2
.

Let ηx(t) be a curve through x satisfying

d

dt
ηx(t) = X(ηx(t))

and f(ηx(t)) = t.
Let I be a maximal interval on which ηx is defined. We wish to show that

I = [a, b]. First, since M is compact, f(ηx(I)) = I is bounded.
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Let d be the supremum, d = sup(I). Then by the compactness of M , there
is a point x ∈ M that is a limit point of ηx(d− 1/n). Since η′x(t) = X(ηx(t))
is bounded, this limit point is unique, and limt→d− ηx(t) = x. We can extend
ηx to d by making ηx(d) = x.

Now limt→d η
′
x(t) = limt→dX(ηx(t)) → X(ηx(d)), and let v be this limit.

We will now show that η′x(d) = v. In particular, we will show that for every
ε > 0, there exists a δ > 0 so that for all h with 0 < h < δ,∣∣∣∣ηx(d)− ηx(d− h)

h
− v
∣∣∣∣ < ε.

Note that a coordinate chart is chosen near ηx(d) to allow the subtraction
here.

So let ε > 0 be given. By the definition of v, there exists a δ1 so that for
all w with 0 < h < δ1,

|η′x(d− h)− v| < ε

By the fundamental theorem of calculus,

ηx(d− h)− ηx(d) =

∫ d

d−h
η′x(t) dt

ηx(d− h)− ηx(d) + vh =

∫ d

d−h
(η′x(t)− v) dt

|ηx(d− h)− ηx(d) + vh| ≤
∫ d

d−h
|η′x(t)− v| dt

≤
∫ d

d−h
ε dt

≤ εh∣∣∣∣ηx(d− h)− ηx(d)

h
+ v

∣∣∣∣ ≤ ε∣∣∣∣ηx(d− h)− ηx(d)

−h − v
∣∣∣∣ ≤ ε

Therefore η′x(d) = v, and since v = X(ηx(d)), the flow equation is satisfied by
ηx at d.

By maximality of I, d ∈ I. Similarly with c = inf(I), we see that c ∈ I.
Therefore I is closed.

If ηx(s) 6∈ ∂M , then by the existence of solutions of ODEs, there is an
interval (s − ε, s + ε) around s on which ηx satisfies the differential equation
η′x(t) = X(ηx(t)). Therefore ηx(c) and ηx(d) are in ∂M . Thus c = f(ηx(c))
and d = f(ηx(d)) may be either a or b. Since the derivative of f ◦ ηx is one,
we see that c = a and d = b. Therefore I = [a, b].

Since x ∈ M was arbitrary, and a ≤ f(x) ≤ b, we see that f(M) = [a, b].
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Furthermore, if x 6∈ ∂M , then by the existence of solutions to ODEs, as above,
we have ηx defined in a small neighborhood of t = f(x), so that a < f(x) < b.
Therefore f−1(a) and f−1(b) are unions of boundary components.

Define a map
F : f−1(a)× [a, b] −→M

by the formula
F (x, t) = ηx(t).

The differentiability of F follows from the same argument as in Theorem 13.2
to prove the differentiability of T , but with ηx instead of γx.

Define
G : M −→ f−1(a)× [a, b]

as
G(x) = (ηx(a), f(x)).

The differentiability of G follows in the same way as the differentiability of
F . We claim that F and G are inverses. To prove this, note that the integral
curves through x and ηx(t) are the same, that f(ηx(t)) = t and by uniqueness
of solutions to ODEs, we have F (G(x)) = x and G(F (x, t)) = (x, t). This
proves that F is a diffeomorphism.

Corollary 12.3. Let M be a compact manifold, and f : M −→ R a smooth
Morse function. Let a < b and suppose that f−1[a, b] ⊂M contains no critical
points. Then Ma is diffeomorphic to M b. Furthermore, Ma is a deformation
retract of M b.

Proof. First we prove that Ma is a deformation retract of M b. By the regular
interval theorem (Theorem 12.2), there is a natural diffeomorphism F from
f−1([a, b]) to f−1(a) × [a, b]. Since f−1(a) × {a} is a deformation retract of
f−1(a)× [a, b], we see that f−1(a) is a deformation retract of f−1([a, b]). We
can now paste this deformation retraction with the identity on Ma to obtain
the deformation retracton from Mb to Ma.

To prove that Ma is diffeomorphic to M b we apply the same principle,
but we need to be more careful to preserve smoothness during the patching
process.

Since the set of critical points of f is a closed subset of the compact set M
(and hence is compact), the set of critical values of f is compact. Therefore
there are real numbers c and d with c < d < a so that there are no critical
values in [c, b].

By Theorem 12.2 there is a natural diffeomorphism F from f−1([c, b]) to
f−1(c) × [c, b], that maps f−1([c, a]) diffeomorphically onto f−1(c) × [c, a].
There is also a diffeomorphism H : f−1(c)× [c, b] −→ f−1(c)× [c, a], and we
can insist that it be the identity on f−1(c)× [c, d] (finding this function is an
easy exercise in one-variable analysis, and in case you are interested, is listed
as an exercise below). Thus

F−1 ◦H ◦ F : f−1([c, b]) −→ f−1([c, a])
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is a diffeomorphism that is the identity on f−1([c, d]), and thus we can patch
it together with the identity on Md to create a diffeomorphism from Mb to
Ma.

This corollary says that the topology of the submanifolds Ma does not
change with a ∈ R so long as a does not pass through a critical value.

Exercise Fill in the detail of the proof of Corollary 12.3 that finds a dif-
feomorphism H : f−1(c) × [c, b] −→ f−1(c) × [c, a] that is the identity on
f−1(c)× [c, d].

12.4 Passing through a critical value

We now examine what happens to the topology of these submanifolds when
one does pass through a critical value. For this, we will need to understand
the function f in the neighborhood of a critical point. This is what the Morse
lemma provides us:

Theorem 12.4 (Morse Lemma). Let p be a nondegenerate critical point of a
smooth function f : M −→ R, where M is an n-dimensional manifold. Then
there is a local coordinate system (x1, . . . , xn) in a neighborhood U of p with
xi(p) = 0 with respect to which

f(x1, . . . , xn) = f(p)−
λ∑
i=1

x2
i +

n∑
j=λ+1

x2
j .

λ is called the index of the critical point p.

The proof given here is essentially that in Milnor’s famous book on Morse
theory [112].

Proof. Since this is a local theorem we might as well assume that f : Rn −→ R
with a critical point at the origin, p = 0. We may also assume without loss of
generality that f(0) = 0. Given any coordinate system for Rn we can therefore
write

f(x1, . . . , xn) =

n∑
j=1

xjgj(x1, . . . , xn)

for (x1, . . . , xn) in a neighborhood of the origin. In this expression we have

gj(x1, . . . , xn) =

∫ 1

0

∂f

∂xj
(tx1, . . . , txn)dt.

Now since 0 is a critical point of f , each gj(0) = 0, and hence we may
write it in the form
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gj(x1, . . . , xn) =

n∑
i=0

xihi,j(x1, . . . , xn).

Let φi,j = (hi,j + hj,i)/2. Hence we can combine these equations and write

f(x1, . . . , xn) =

n∑
i,j=1

xixjφi,j(x1, . . . , xn)

where (φi,j) is a symmetric matrix of functions. By doing a straightforward
calculation one sees furthermore that the matrix

(φi,j(0)) =

(
1

2

∂2f

∂xi∂xj
(0)

)
and hence by the nondegeneracy assumption is nonsingular. From linear alge-
bra we know that symmetric matrices can be diagonalized. The Morse lemma
will be proved by going through the diagonalization process with the repre-
sentation of f as

∑
xixjφi,j .

Assume inductively that there is a neighborhood Uk of the origin and
coordinates {u1, . . . , un} with respect to which

f = ±(u1)2 ± · · · ± (uk)2 +
∑

i,j≥k+1

uiujψi,j(u1, . . . , un)

where (ψi,j) is a symmetric, n−k×n−k matrix of functions. By a linear change
in the last n−k coordinates if necessary, we may assume that ψk+1,k+1(0) 6= 0.

Let

σ(u1, . . . , un) =
√
|ψk+1,k+1(u1, . . . , un)|

in perhaps a smaller neighborhood V ⊂ Uk of the origin. Now define new
coordinates

vi = ui for i 6= k + 1

and

vk+1(u1, . . . un) = σ(u1, . . . , un)

[
uk+1 +

n∑
i=k+2

ui
ψi,k+1(u1, . . . , un)

ψk+1,k+1(u1, . . . , un)

]
.

The vi’s give a coordinate system in a sufficiently small neighborhood Uk+1 of
the origin. Furthermore a direct calculation verifies that with respect to this
coordinate system

f =

k+1∑
i=1

±(vi)
2 +

n∑
i,j=k+2

vivjθi,j(v1, . . . , vn)

where (θi,j) is a symmetric matrix of functions. This completes the inductive
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step. The only remaining point in the theorem is to observe that the number
of negative signs occuring in the expression for f as a sum and difference of
squares is equal to the number of negative eigenvalues (counted with multiplic-
ity) of Hess0(f) which does not depend on the particular coordinate system
used. This is the index of the critical point.

Remark. The Morse Lemma describes the behavior of the function f near a
critical point, but it does not describe the behavior of the gradient near the
critical point. The reason for this is that the gradient vector field depends
on the Riemannian metric, and if we use the coordinate system given by the
Morse Lemma, we do not know how this metric behaves.

Corollary 12.5. If M is a manifold and f : M −→ R is Morse, then the set
of critical points of f is a discrete subset of M .

Proof. Suppose there were a sequence of critical points xn converging to some
point a ∈ M . Since df is a continuous one-form on M , we know that a is a
critical point of f . Then apply the Morse Lemma above to a, which gives a
formula for f in a neighborhood of a. But there are no critical points in this
neighborhood as can be seen directly by calculating df in these coordinates.
This is a contradiction.

Exercise.
Prove the converse of Exercise 12.2; that is, if M is a compact manifold

and f : M −→ R is a Morse function, and if a is not a regular value of f , then
f−1({a}) is not a manifold.

Definition 12.3. Let f : M −→ [a, b] be a Morse function on a compact
manifold. We say that f is admissible if ∂M = f−1(a)∪ f−1(b), where a and
b are regular values. This implies that each of f−1(a) and f−1(b) are unions
of connected components of ∂M .

Theorem 12.6. Let f : M −→ R be an admissible Morse function on a
compact manifold. Suppose f has a unique critical point z of index λ. Say
f(z) = c. Then there exists a λ - dimensional cell Dλ in the interior of M
with Dλ ∩ f−1(c) = ∂Dλ, and there is a deformation retraction of M onto
f−1(c) ∪Dλ.

Proof, following [72]. By replacing f by f(x)−c we can assume that f(z) = 0.
Notice that by the regular interval theorem Theorem 12.2 it is sufficient to
prove the theorem for the restriction of f to the inverse image of any closed
subinterval of [a, b] around c = 0.

Let (φ,U) be an chart around z with respect to which the Morse lemma is
satisfied. Write Rn = RΛ × Rn−Λ. φ maps U diffeomorphically onto an open
set V ⊂ RΛ × Rn−Λ, and

f ◦ φ−1(x, y) = −|x|2 + |y|2.
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Notice that φ(z) = (0, 0). Put g(x, y) = −|x|2 + |y|2.
We will use gradient flows, which depend on the metric on M . We choose a

metric for M by pulling back the Euclidean metric on Rn by φ, and extending
the metric arbitrarily to the rest of M . In this way, φ will be a local isometry,
and

Dφ(u)(∇u(f)) = ∇v(g),

for any u ∈ U such that φ(u) = v ∈ V .
Let 0 < δ < 1 be such that V contains Λ = BΛ(δ)×Bn−Λ(δ) where

Bi(δ) = {x ∈ Ri |
n∑
j=1

x2
j ≤ δ}

is the closed coordinate ball around the origin of radius δ.
Let ε > 0 be small enough that

√
4ε < δ, and let

cΛ = BΛ
(√
ε
)
× {0} ⊂ V

and we define
DΛ = φ−1(cΛ) ⊂M.

A deformation of f−1[−ε, ε] to f−1(ε) ∪DΛ is made by patching together
two deformations. First consider the set

Λ1 = BΛ
(√
ε
)
×Bn−Λ

(√
2ε
)
.

Consider the following figure for the case Λ = 1, n = 2.
Note that inside Λ1, f(x, y) = −|x|2 + |y|2 > −ε+ |y|2 > −ε. Furthermore,

since x ∈ BΛ (
√
ε), we have that (x, 0) ∈ cΛ.

In Λ1 ∩ g−1[ε, ε] a deformation is obtained by moving (x, y) at constant
speed along the interval joining (x, y) to the point (x, 0) ∈ g−1(−ε) ∪ BΛ, by
(x, (1− t)y). This deformation then induces a deformation of φ−1(Λ1).

Outside the set
Λ2 = BΛ(

√
2ε)×Bn−Λ(

√
3ε)

the deformation moves each point along the vector field −∇(g) so that it
reaches g−1(−ε) in unit time. (The speed of each point is chosen to equal
the length of its path under the deformation.) See the following figure for a
pictorial description of this deformation.

This deformation is transported to U−φ−1(Λ2) by φ, and is then extended
over M − φ−1(Λ2) by following the gradient flow lines of f .

Now if such a flow enters V , we now show it may not enter Λ2: Suppose we
have a flow that enters V from the outside at time t. Then since the closure of
Λ2 is in V , there is a time arbitrarily close to t where the point is (x, y) which
is not in Λ2. Then at this time either |x|2 > 2ε or |y|2 > 3ε. But if |y|2 > 3ε
then because forg−1([−ε, ε]), we have ε > −|x|2 + |y|2 > −|x|2 + 3ε so that
|x|2 > 2ε. Therefore, either way, |x|2 > 2ε. But for x non-zero, |x| increases
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Note that these intervals are closures of solution curves of the vector field 
X(x,y) = (O,-2y). This deformation is transported to <p-1(T1) via conjuga-
tion by <po 

Outside the set 

the deformation moves each point at constant speed along the flow line 
of the vector field - grad g so that it reaches g-l( - t:) U Bk in unit time. 
(The speed of each point is the length of its path under the deformation.) 
See Figure 6-5. This deformation is transported to U - <p - l(T 2) by <p; 
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 f

f f

A f
along flow lines. Therefore (x, y) will not be in Λ2 for any later time until it
leaves V (and by repeating the argument for future visits to V , it never enters
Λ2).

In f−1([−ε, ε]) − φ−1(Λ2), then, the downward gradient flow is defined,
and since we assume there are no other critical points than z, the methods of
the proof of Theorem 12.2 show that the flows defined there flow downward
to f−1(−ε).

On f−1([−ε, ε]) − φ−1(Λ2), then, we can define the deformation to flow
along the gradient flow with constant speed, with speed equal to the length of
the flow line from the point to its destination on f−1(−ε). In this way, after
unit time, everything in f−1([−ε, ε])− φ−1(Λ2) is deformed into f−1(−ε).

To extend the deformation to points of Λ2 −Λ1 it suffices to find a vector
field on Λ which agrees with X in Λ1 and with −∇(g) in Λ−Λ2. Such a vector
field is

Y (x, y) = 2(µ(x, y)x,−y)

where the map µ : RΛ × Rn−Λ −→ [0, 1] vanishes in Λ1 and equals 1 outside
Λ2. The fact that each integral curve of Y which starts at a point of

(Λ2 − Λ1) ∩ g−1[−ε, ε]
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A
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must reach g−1(−ε) because |x| is nondecreasing along integral curves.
The global deformation of f−1[−ε, ε] into f−1(−ε) ∪ DΛ is obtained by

moving each point of Λ at constant speed along the flow line of Y until it
reaches g−1(−ε) ∪BΛ in unit time and transporting this motion to M via φ;
while each point of M − φ−1(Λ) moves at constant speed along the flow line
of ∇(f) until it reaches f−1(−ε) in unit time. Points on f−1(−ε) ∪ DΛ stay
fixed.

12.5 Homotopy equivalence to a CW complex and the
Morse inequalities

Theorem 12.7. Let M be a closed manifold, and f : M −→ R a Morse
function on M . Then M has the homotopy type of a CW complex, with one
cell of dimension Λ for each critical point of index Λ.

Proof. Without loss of generality, the critical points of f all have different
values under f (if f(p) = f(q) and p and q are critical points, then let B1 ⊂ B2
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be balls around q small enough that in B2 −B1, we have |∇f | bounded away
from zero by some ε, and add a small bump function to f supported in B2

and constant in B1 whose gradient is bounded above by ε, and which does not
raise the value of f(q) high enough to reach another critical value of f).

Now let a0 < · · · < ak be a sequence of real numbers so that a0 is less
than the minimum value of f , ak is greater than the maximum value of f ,
and between ai and ai+1 there is exactly one critical point. By Theorem 12.6
we have a homotopy equivalence hi between Mai+1 and Mai ∪ Dλi (where
the union is via an attaching map as in a CW complex). By composing the
hi’s, we obtain a homotopy equivalence from M = Mak to a union of disks
attached by CW attaching maps.

Corollary 12.8. Given f : M −→ R as above there is a chain complex
referred to as the Morse–Smale complex

. . . −→ Cλ
∂Λ−−−−→ Cλ−1 −→ . . .

∂1−−−−→ C0
(12.2)

whose homology is H∗(M ;Z), where Cλ is the free abelian group generated by
the critical points of f of index Λ.

Proof. This is the cellular chain complex coming from the CW complex in
Theorem 12.7.

We can now prove some of the results promised in the introduction, that
relate the topology of M to the numbers of critical points of f :

Corollary 12.9 (Morse’s Theorem). Let f : M −→ R be a C∞ function so
that all of its critical points are nondegenerate. Then the Euler characteristic
χ(M) can be computed by the following formula:

χ(M) =
∑

(−1)ici(f)

where ci(f) is the number of critical points of f having index i.

Proof. The Euler characteristic χ(M) can be computed as the alternating sum
of the ranks of the chain groups of any CW decomposition of M .

Corollary 12.10 (Weak Morse Inequalities). Let cp be the number of critical
points of index p and let βp be the rank of the homology group Hp(M). Then

βp ≤ cp.

Proof. The chain group Cp ⊗ R generated by the cp cells of dimension p is a
vector space of dimension cp. The group of cycles is of dimension at most cp.
After quotienting by the boundaries, we see that Hp(M ;R) is a vector space
of dimension at most cp.
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Corollary 12.11 (Strong Morse Inequalities). Let M , f , ci(f), and bi(M)
be as above. Then for all natural numbers i,

i∑
k=0

(−1)i−kci(f) ≥
i∑

k=0

(−1)i−kbi(M).

Proof. The proof is similar except we take a closer look at the boundaries.
Tensoring the chains with R, so that we write Vk = Ck ⊗ R, we get the
following chain complex of vector spaces:

. . . −→ Vi
∂i−−−−→ Vi−1 −→ . . .

∂1−−−−→ V0

We write Vk as Im(∂k+1)⊕Hk(M ;R)⊕ (Vk/ ker(∂k)) and note that Im(∂k+1)
is of the same dimension as Vk+1/ ker(∂k+1). Thus if we define dk to be the
dimension of Vk/ ker(∂k), we have

ck = dk+1 + bk + dk

and applying the alternating sum above we get

i∑
k=0

(−1)i−kci(f) = di+1 +

i∑
k=0

(−1)i−kbi(M)

(where here we need that d0 = 0). This proves the strong Morse inequalities.

To see that the strong Morse inequalities prove the weak Morse inequali-
ties, write down the strong Morse inequality for i and for i+ 1, and subtract
the two inequalities. To see that the strong Morse inequalities imply Morse’s
theorem, apply the strong Morse inequality for i and for i + 1 for i larger
than the dimension of the manifold M , noting that cj = 0 and bj = 0 for all
j > dim(M).

A typical application of these result is to use homology calculations to
deduce critical point data. For example we have the following.

Application
Every Morse function on the complex projective space

f : CPn −→ R

has at least one critical point in every even dimension ≤ 2n.

The following is a historically important application of Morse theory, due
to Reeb, that follows from the techniques we have mentioned so far.

Application
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Let Mn be a closed manifold admitting a Morse function

f : M −→ R

with only two critical points. Then M is homeomorphic to the sphere Sn.

Remark This theorem does not imply that M is diffeomorphic to Sn. In
[116] Milnor found an example of a manifold that is homeomorphic, but not
diffeomorphic to S7. Indeed he proved that there are 28 distinct differentiable
structures on S7! Milnor actually used this fact to prove that the manifolds
he constructed were homeomorphic to S7.

Proof of Theorem 12.5. Let S and N be the critical points. By the compact-
ness of M we may assume that S is a minimum and N is a maximum. (Think
of them as the eventual south and north poles of the sphere.) Let f(S) = t0
and f(N) = t1. By the Morse lemma there are coordinates (x1, . . . , xn) in a
neighborhood U+ of N with respect to which f has the form

−x2
1 + · · ·+−x2

n + t1.

Therefore there is a b < t1 so that if we let D+ = f−1[b, t1] then there is a
diffeomorphism

D+
∼= Dn

with ∂D+ = f−1(b) ∼= Sn−1. Repeating this process with the minimum point
P we obtain a point a > t0 and a diffeomorphism of the space D− = f−1[t1, a],

D− ∼= Dn

with ∂D− = f−1(a) ∼= Sn−1. By Theorem 12.2 we have that

f−1[a, b] ∼= f−1(a)× [a, b] ∼= Sn−1 × [a, b].

Hence we have a decomposition of the manifold

M = f−1[t0, t1] = f−1[t0, a] ∪ f−1[a, b] ∪ f−1[b, t1]

∼= Dn ∪ Sn−1 × [a, b] ∪Dn

where the attaching maps are along homeomorphisms of Sn−1. We leave it as
an exercise to now construct a homeomorphism from this manifold to Sn.

Exercise
Finish the proof of Theorem 12.5 by showing that the resulting space

Dn ∪ Sn−1 × [a, b] ∪Dn

is homeomorphic to Sn. Hint: Start by embedding one Dn into Sn, then embed
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Sn−1 × [a, b] into Sn to match the first embedding, then to put the last Dn

in, you must think of Dn as the cone on Sn−1. This last part is why the proof
does not prove that this is diffeomorphic to Sn.

In general, there are many applications of this work to the problem of
classifying manifolds of dimensions 5 and higher, leading to the h-cobordism
theorem and the s-cobordism theorem, and surgery theory. There are many
books that describe these developments of the 1960s and 1970s, the old classics
being Milnor’s book on the h-cobordism theorem, [113], Wall’s book on surgery
theory [154], and Browder’s book [18].

We now show that the set of Morse functions is open and dense in the set
of smooth functions. In particular, every manifold M admits a Morse function
f : M −→ R. In the proof, we will use the transversality theorem, done in
Chapter 8.

Theorem 12.12. Let M be a compact n-manifold. Let r ≥ 2. The set of Cr

Morse functions from M to R is dense in Cr(M,R).

Proof. . We refer the reader to [72] for a complete proof. However we describe
the proof of a related fact that is a key component of the proof of this theorem.
Consider the exterior derivative map

d : C∞(M ;R)→ Ω1(M) = ΓM (T ∗M)

where ΓM (T ∗M) denotes the space of smooth sections of the cotangent bundle.
Let ζ ⊂ T ∗M be the zero section of T ∗M . Inside ΓM (T ∗M) we have the

space of sections that are transverse to the zero section, which we denote by
t (M,T ∗M ; ζ) ⊂ ΓM (T ∗M). We observe that the space of Morse functions
is simply the inverse image under d of t (M,T ∗M ; ζ). Furthermore, by the
transversality theorem (Corollary 8.9), we can conclude that t (M,T ∗M ; ζ) ⊂
ΓM (T ∗M) a dense subspace.

To see this characterization of Morse functions, observe that df being trans-
verse to the zero section means that whenever dfp = 0 (i.e p is a critical point),
then D(df)p(TpM)⊕ Tpζ(M)(= TpM) = TdfpT

∗M . But one can easily check
that this condition is equivalent to Hess fp being nonsingular.

Exercises

(1) Let M ⊂ RL be a closed, smooth submanifold. For each v ∈ SL−1 let
fv : M → R be the map fv(x) =< v, x >. (This is essentially orthogonal
projection into the line through v.) Show that the set of v ∈ SL−1 such that
fv is a Morse function is open and dense.

(2) Let M ⊂ RL be a closed, smooth submanifold. Show that the set of points
u ∈ RL such that the map x → |x − u|2 is a Morse function on M , is open
and dense.
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Remark. The functions described in exercise (1) are called “height func-
tions”. The functions described in exercise (2) are “distance functions”. These
are both very common and highly useful examples of Morse functions.

(3). Recall that RPn = {(x1, · · ·xn+1) ∈ Sn ⊂ Rn+1}/ ∼ where
(x1, · · ·xn+1) ∼ −(x1, · · ·xn+1). We denote an equivalence class using square
brackets [x1, · · ·xn+1] ∈ RPn.

Define a smooth function

f : RPn → R

by

f([x1, · · ·xn+1]) =

n+1∑
k=1

kx2
k

(a) Show that the critical points of f are u1, · · ·un+1, where ui =
[0, · · · 0, 1, 0, · · · 0], where the 1 occurs in the ith coordinate.

(Hint. First construct charts Ui, i = 1, · · · , n + 1, where Ui =
{[x1, · · ·xn+1] : xi 6= 0}, by proving that there are diffeomorphisms ψi :
Ui ∼= Bn1 , where Bni the unit open ball around the origin in Rn. ψi given by

ψi[x1, · · ·xn+1] = (x1, · · ·xi−1, xi+1, · · · , xn).

Then compute the differential of the composition

Bni
ψ−1
i−−−→ Ui ⊂ RPn f−→ R.

Use this to show that the only critical point of f in Ui is ui.

(b). Compute the index of each critical point.

(c). Show that f : RPn → R is a Morse function.

(d). Using parts (a) - (c) to show that the Euler characteristic of RPn is 0
if n is odd and 1 if n is even.

(e) Prove that if n is even, RPn does not admit a nowhere zero vector field.



13

Spaces of Gradient Flows

13.1 The gradient flow equation

Let M be a manifold, g a Riemannian metric on M , and f : M −→ R be a
Morse function. A (gradient) flow line is a curve

γ : (a, b) −→M

that satisfies the differential equation

dγ

dt
(s) +∇γ(s)(f) = 0 (13.1)

for all s ∈ (a, b). Here ∇(f) is the gradient vector field as defined in (12.1). If
we imagine a particle that travels along γ, with t describing time, the particle
travels in the path of steepest descent, with velocity given by the gradient.

Recall from the discussion in the previous chapter, that the gradient vector
field ∇(f), and therefore the gradient flow equation depends on the Rieman-
nian metric g in the following way:

< ∇xf , v >g= df(x)(v)

where < , >g: TxM×TxM → R is the nonsingular, symmetric bilinear form on
the tangent space at x ∈M defined by the metric g. The typical gradient seen
in undergraduate calculus classes occurs on Rn with the standard Euclidean
metric.

Exercises
(1). Verify that if f : Rn −→ R is a differentiable function on Rn, and if

we use the Euclidean metric on Rn, then

∇(f) =
∂f

∂x1
e1 + · · ·+ ∂f

∂xn
en.

(2). Let f be as in the previous exercise, but suppose the metric is given
by an arbitrary symmetric matrix g (that is, < ei, ej >g= gij).

Find the formula for ∇(f) in terms of f and g.

469
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Remark. Notice that the property of p ∈M being a critical point of f does
not depend on the metric. As a bilinear form, the Hessian of f at a critical
point p ∈M does not depend on the metric either. Therefore the concepts of
p being a non-degenerate critical point, and the index of a critical point do
not depend on a choice of metric.

Example. If a is a critical point of f , then the constant curve γ(t) = a
satisfies the flow equations, so γ is a flow line. Conversely, by the uniqueness
of solutions of ordinary differential equations, if any flow line contains a critical
point a ∈M , then it must be the constant curve at a.

Example Let M = R2 with the Euclidean metric, and let f(x, y) = x2 + y2.
Then we can solve the gradient flow equations:

dx

dt
= −2x

dy

dt
= −2y

and therefore the gradient flow lines are (x(t), y(t)) = (ae−2t, be−2t) for some
fixed a and b. For any such flow line, y/x is a constant, so each flow parame-
terizes an open line in the plane emanating from the origin. See figure 13.1.

 

FIGURE 13.1
Flow lines for f(x, y) = x2 + y2
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it

FIGURE 13.2
Flow lines for f(x, y) = x2 − y2

Example Let M = R2 with the Euclidean metric, and let f(x, y) = x2 − y2.
Then it turns out that the gradient flow lines are (x, y) = (ae2t, be−2t) for
some fixed a and b. For any such flow line, xy is a constant, so the gradient
flow lines are hyperbolas of the form xy = c. See figure 13.1.

Example Let M = S2 ⊂ R3 with the standard round metric, and let
f(x, y, z) = z (the so-called “height function” defined by the embedding of
S2 into R3). Then there are two critical points: one minimum at (0, 0,−1),
and one maximum at (0, 0, 1). The flow lines are “lines of longitude”. See
figure 13.1.

Example Let T 2 be the torus in R3, embedded as follows:

(θ, φ) −→ (b cos(φ), (a+ b sin(φ)) cos(θ), (a+ b sin(φ)) sin(θ)

where 0 < b < a. The picture looks like a donut standing on its edge, as in fig-
ure 13.4. Again, take for f the “height function” z. Then there are four critical
points: (θ, φ) = (±π/2,±π/2), as you can check. The index for (π/2, π/2) is 2,
the index for (π/2,−π/2) and (−π/2, π/2) is 1, and the index for (−π/2,−π/2)
is 0.

There are two natural choices for a metric on T 2: either the metric induced
from the embedding from R3, or the flat metric defined by ds2 = dθ2 + dφ2.
Although pictorially it may help to ponder the resulting gradient flow lines
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FIGURE 13.3
Flow lines for the height function on S2
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FIGURE 13.4
Flow lines for the height function on the torus

from the metric induced by R3 (these are the actual flows of steepest descent
on a physical donut), it is easier to calculate the flow lines when the flat metric
is used. The flow lines can be described explicitly, or else you can verify that
there are flows with θ = ±π/2 for which θ is constant, and flows with φ = ±π/2
for which φ is constant. These flows give rise to two flows from the index 2
critical point to one of the index 1 critical points, two flows from one index 1
critical point to the other, and two flows from the lower index 1 critical point
to the index 0 critical point. The other flows are in a one-parameter family of
flows which go from the index 2 critical point to the index 0 critical point.

Exercise Work out the details of the above examples. Find the closed form
solutions to the gradient flow equations and find which critical points they
connect to.

Lemma 13.1. A smooth function f : M −→ R is nonincreasing along flow
lines. f is strictly decreasing along any flow line which does not contain a
critical point.
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Proof. Let γ : (a, b) −→ M be a flow line. Consider the composition f ◦ γ :
(a, b) −→ R. Its derivative is given by

d

dt
f(γ(t)) = 〈∇γ(t)(f),

dγ(t)

dt
〉

= 〈∇γ(t)(f),−∇γ(t)(f)〉
= −

∣∣∇γ(t)(f)
∣∣2 ≤ 0.

The only way this can be zero is if γ(t) is on a critical point of f . In
particular, if γ(t) does not contain in its image a critical point of f , then
f(γ(t)) is strictly decreasing.

Remark In the above proof, we showed

d

dt
f(γ(t)) = −

∣∣∇γ(t)(f)
∣∣2 .

We can also show

d

dt
f(γ(t)) = 〈∇γ(t)(f),

dγ(t)

dt
〉

= 〈−dγ(t)

dt
,
dγ(t)

dt
〉

= −
∣∣∣∣dγ(t)

dt

∣∣∣∣2 ≤ 0.

and this would also prove that f(γ(t)) is nonincreasing.

Remark Now if γ(t) does contain a critical point p, then by Example 13.1
the flow must be a constant flow, and f(γ(t)) is constant on this flow.

Thus there are two kinds of flow lines: constant flows that stay at a critical
point, and flows that descend for all t, and do not contain a critical point.

Theorem 13.2. Suppose that M is a closed, smooth manifold, and f : M → R
a smooth map. Then given any x ∈ M there is a unique flow line defined on
entire real line

γx : R −→M

that satisfies the initial condition

γx(0) = x.

Furthermore the limits

lim
t→−∞

γx(t) and lim
t→+∞

γx(t)
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converge to critical points of f . These are referred to as the starting and ending
points of the flow γx.

The flow map
T : M × R −→M

defined by T (x, t) = γx(t) is smooth.

Proof. Let x ∈ M . By the existence and uniqueness of solutions to ordinary
differential equations, there is an ε > 0 and a unique path

γx : (−ε, ε) −→M

satisfying the flow equation

dγx(t)

dt
+∇γx(t)(f) = 0

for all |t| < ε, and the initial condition γx(0) = x. By the compactness of M
we can choose a uniform ε for all x ∈ M . Notice therefore that for |t| < ε we
can define a self map of M ,

γt : M −→M

by the formula γt(x) = γx(t). Notice that γ0 = id, the identity map. By
uniqueness it is clear that

γt+s = γt ◦ γs
providing that |t|, |s|, |t + s| < ε. Among other things this implies that each
γt is a diffeomorphism of M because γ−1

t = γ−t.
Now suppose that |t| ≥ ε. Write t = k(ε/2) + r where k ∈ Z and |r| < ε/2.

If k ≥ 0 we define
γt = γ ε

2
◦ γ ε

2
◦ . . . γ ε

2
◦ γr

where the map γ ε
2

is repeated k times. If k < 0 then replace γ ε
2

by γ−ε
2

. Thus

for every t ∈ R we have a map γt : M −→ M satisfying γt ◦ γs = γt+s, and
hence each γt is a diffeomorphism.

The curves
γx : R −→M

defined by γx(t) = γt(x) clearly satisfy the flow equations and the initial
condition γx(0) = x. This means that the gradient flow equations can be
solved for all t ∈ R, and in particular, we will from now on require that
gradient flow lines be defined as functions γ : R −→ M instead of being
defined only on an open interval.

Now let γ be a flow line. Consider the composition f ◦γ : R −→ R. By the
Fundamental Theorem of Calculus, if a < b, then

(f ◦ γ)(b)− (f ◦ γ)(a) =

∫ b

a

d

dt
(f ◦ γ)(t) dt.
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Since M is compact f ◦ γ has bounded image, so the left side is bounded. By
Lemma 13.1, d

dt (f ◦ γ) < 0. Therefore

lim
t→±∞

d

dt
(f ◦ γ)(t) = 0.

By the proof of Lemma 13.1 we know that

0 = lim
t→±∞

d

dt
f(γ(t)) = lim

t→±∞
−
∣∣∇γ(t)(f)

∣∣2 .
Let U be any union of small disjoint open balls around the critical points. By
the compactness of M , M − U is compact, so |∇x(f)|2 has a minimum value
on M −U . Since M −U has no critical points, this minimum value is strictly
positive. But since the above limit is zero, we know that for sufficiently large
|t|, γ(t) ∈ U . Since the balls are disjoint and γ(t) is continuous, there is a
critical point p so that for any open ball around p, γ(t) is in that ball for
sufficiently large t. Therefore limt→∞ γ(t) exists and is equal to p; similarly,
limt→−∞ γ(t) exists and is equal to a critical point.

The differentiability of the flow map T (x, t) = γx(t) with respect to t fol-
lows because γx(t) satisfies the differential equation. The differentiability of
T with respect to x follows from Peano’s theorem (the differentiable depen-
dence of solutions to ODEs with respect to initial conditions). This is proved
in Hartman’s book on ODEs [66] in chapter V, Theorem 3.1.

Let γ(t) be a non-constant gradient flow line from p to q. Then by
Lemma 13.1, we know that h(t) = f(γ(t)) is strictly decreasing, and in par-
ticular, is a diffeomorphism from R to the open interval (f(q), f(p)). We can
therefore consider the smooth curve η(t) = γ(h−1(t)) from (f(q), f(p)) to M .
Then it is easy to check that f(η(t)) = t. So γ and η have the same image,
but the parameter in η represents height (that is, the value of f).

Exercise Prove that f(η(t)) = t as claimed above.

We can also extend η to a continuous map from the closed interval
[f(q), f(p)] to M by defining η(f(q)) = q and η(f(p)) = p.

Exercise Prove that the extension of η to the closed interval [f(q), f(p)] is
continuous.

Definition 13.1. If γ(t) is a non-constant gradient flow line for f , and h(t) =
f(γ(t)), then

η(t) = γ(h−1(t)) : [f(q), f(p)] −→ R

is the height-reparameterization of γ, and such a curve is a height-
parameterized gradient flow of f .

Remark This reparameterization of γ is a direction-reversing one, since h
is strictly decreasing. This is to be expected since f(γ(t)) is decreasing but
f(η(t)) = t is increasing.
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We now differentiate η.

Exercise Prove
d

dt
η(t) =

∇η(t)(f)∣∣∇η(t)(f)
∣∣2

Therefore, η(t) is the solution to another differential equation which may
be described as follows:

Lemma 13.3. Away from the critical points of f , we may consider the vector
field

X(x) =
∇x(f)

|∇x(f)|2
.

Then a curve ζ : (s1, s2) −→M that satisfies

d

dt
ζ(t) = X(ζ(t))

is a height-reparameterized flow line.

Proof. We insist that (s1, s2) be maximal. We then can show that d
dtf(ζ(t)) =

1 as usual (do this now if you wish). Pick a number s ∈ (s1, s2), and con-
sider the gradient flow line γ(t) so that γ(0) = ζ(s). We do the height-
reparameterization to γ to get a height-reparameterized curve η. Now η satis-
fies the same differential equation as ζ, and η(f(ζ(s))) = ζ(s), so we translate
the domain as follows: η0(t) = η(t+ f(ζ(s))− s) satisfies the same differential
equation as ζ and η0(s) = ζ(s) so by the uniqueness of solutions to ODEs,
η0 = ζ.

Therefore solutions to d
dtζ(t) = X(ζ(t)) are precisely those that are height-

parameterized flows.

Therefore X(x) and ∇(f(x)) have the same integral curves, although with
different parameterizations.

13.2 Stable and unstable manifolds

As before, for any point x ∈ M , let γx(t) be the flow line through x, i.e. it
satisfies the differential equation

d

dt
γ = −∇γ(f)

with the initial condition γ(0) = x. We know by Theorem 13.2 that γx(t)
tends to critical points of f as t → ±∞. So for any critical point a of f we
define the stable manifold W s(a) and the unstable manifold Wu(a) as follows:
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Definition 13.2. Let M be a smooth manifold, and f a smooth function on
M . Let a be a critical point for f . We define the two subsets of M :

W s(a) = {x ∈M : lim
t→+∞

γx(t) = a}

Wu(a) = {x ∈M : lim
t→−∞

γx(t) = a}.

and call W s(a) the stable manifold of a and Wu(a) the unstable manifold of
a.

In other words, W s(a) is the set of points on M that flow down to a,
and Wu(a) is the set of points on M flow out from a. The use of the term
“manifold” is justified by the stable manifold theorem:

Theorem 13.4 (Stable Manifold Theorem). Let M be an n-dimensional
smooth manifold, and f : M −→ R a Morse function. Let a be a critical
point of f of index λ. Then Wu(a) and W s(a) are smooth submanifolds dif-
feomorphic to the open disks Dλ and Dn−λ, respectively.

This will be proved in Section ?? below for a large class of metrics (though
it is in general true for all metrics).

Proposition 13.5. If M is a closed smooth manifold with Riemannian metric
g, and f : M −→ R is a Morse function, then

M =
⋃
a

Wu(a)

is a partition of M into disjoint sets, where the union is taken over all critical
points a of f .

Proof. The fact that the union of the Wu(a) is M comes from the fact that
every point of M lies on a flow line γ, and we can always find limt→−∞ γ(t).

The fact that the Wu(a) and Wu(b) are disjoint when a 6= b is due to the
fact that γ is unique.

Exercise Find the unstable manifolds for each critical point in Example 13.1.

Exercise Find the unstable manifolds for each critical point in Example 13.4.

From these exercises you can see that this decomposition of M makes M
look like a CW complex, with one cell of dimension λ for each critical point
of index λ. The torus example is problematic because an edge gets attached
to the middle of another edge, but consider the following fix:

Consider the torus in R3 as before, but with a slight perturbation. That
is, tilt the torus by pulling it down so it is not quite vertical. Then consider
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i

FIGURE 13.5
Flow lines for the height function on the “tilted torus”
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the height function f(x, y, z) = z. Figure 13.5 is a picture of the resulting flow
lines.

The point is that with this example, we have a decomposition of M into
cells, with a cell of dimension λ for each critical point of index λ. These are
essentially the cells Dλ in Theorem 12.6.

The disks appearing in this result and those appearing in Theorem 12.6
are related in the following way. Suppose that [t0, t1] ⊂ R has the property
that f−1([t0, t1]) ⊂M has precisely one critical point a of index λ with f(a) =
c ∈ (t0, t1). Then by Theorem 12.6 there is a disk Dλ ⊂M t1 and a homotopy
equivalence

M t1 'M t0 ∪Dλ.

Now note that Wu(a) ∩ f−1([t0, t1]) is, under a Euclidean metric defined
by the Morse coordinate chart, equal to the Dλ mentioned in the proof of
Theorem 12.6.

In Chapter 12 we proved the Morse Lemma (Theorem 12.4), which says
that locally, around any nondegenerate critical point, we can choose a coordi-
nate chart so that

f(x1, . . . , xn) = f(p)−
λ∑
i=1

x2
i +

n∑
j=λ+1

x2
j . (13.2)

In other words, we have a local explicit formula for f around a critical point,
no matter what f is, as long as the critical point is non-degenerate.

What does the gradient vector field look like around such a critical point?

Based on the above equation (13.2), you might expect the gradient to be
this:

∇(f) = (−2x1, . . . ,−2xλ, 2xλ+1, . . . , 2xn) (13.3)

But because the metric is not prescribed, it is possible (even likely) that the
gradient vector field is not this at all. Recall that the gradient is obtained by
< v,∇(f)) >= df(v) and therefore depends on the metric (see the discussion
in Chapter 12, and in particular where the gradient was defined 12.1).

Since we are dealing with gradient vector fields, and their corresponding
flow lines, it would make sense for us to want to use a metric so that there
are local coordinates where (13.3) is true. This is especially the case, since if
equation (13.3) is true, then the gradient flow equation

d

dt
γ(t) = −∇γ(t)(f)
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would take the form (if we write γ(t) = (x1(t), . . . , xn(t))):

ẋ1 = 2x1

...

ẋλ = 2xλ

ẋλ+1 = −2xλ+1

...

ẋn = −2xn

which is easily solved.
If the metric is anything else, we might still hope to diagonalize this

system of differential equations, choosing coordinates (x1, . . . , xn) so that
γ̇(t) = −∇γ(t)(f) looks like

ẋi = cixi (13.4)

for some non-zero real constants c1, . . . , cn. Then the ci would be negatives of
the eigenvalues of the Hessian of f at the critical point, and the corresponding
eigenvectors would be the standard basis vectors ∂/∂xi in this coordinate
chart.

Unfortunately, it is in general impossible to choose coordinates so that
(13.4) holds, as the following exercises show:

Exercise Solve the system of differential equations (13.4).

Exercise Solve the system of differential equations

ẋ = 2x (13.5)

ẏ = −y (13.6)

ż = z + xy (13.7)

(13.8)

and show that there is no change of coordinates that transform it into the
form (13.4).

Exercise Let f(x, y, z) = x2−y2 + z2. Find a metric g(x, y, z) on a neighbor-
hood of (0, 0, 0) ∈ R3 so that the gradient flow equations near the origin are
as in equation (13.8). Hence prove that it is in general impossible to choose
coordinates so that the gradient flow equations look like equation (13.4) in a
neighborhood of the critical point. Note that the metric must be symmetric
and positive definite in the neighborhood.

Note that in this exercise, what goes wrong is a kind of “resonance” phe-
nomenon that occurs in ordinary differential equations when two eigenvalues
are the same. By analogy, we would expect this kind of problem to be rare,
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and we might hope that for most situations, we can choose coordinates to put
the gradient flow equations in the standard form of equation (13.4), but to
address this will take us rather far afield (see [66]).

Instead, we choose to follow Hutchings [80] to modify the given metric, in
neighborhoods of the critical points, to the standard metric so that equation
(13.2) gives rise to the gradient flow equations in equation (13.4).

This motivates the following definition, due to Hutchings [80]:

Definition 13.3. Let M be a manifold and f be a Morse function. A metric
is said to be nice if there exist coordinate neighborhoods around each critical
point of f so that for each such neighborhood there are non-zero real numbers
c1, . . . , cn so that the gradient flow equations are

ẋi = cixi,

as in (13.4).

Proposition 13.6. Let M be a compact manifold and f a Morse function.
There exists a nice metric on (M,f). In fact, these are dense in the L2 space
of metrics.

Proof. Let g0 be any smooth metric on M . Consider the set of critical points
of f . Apply the Morse lemma (Lemma 12.4), to find nonoverlapping coordi-
nate neighborhoods of each critical point of f in M , each with coordinates
x1, . . . , xn so that the Morse function in each neighborhood is

f(x1, . . . , xn) = f(p)−
λ∑
i=1

x2
i +

n∑
j=λ+1

x2
j .

For each critical point a of f , let Ua be the coordinate neighborhood given
by the Morse lemma, let B1 be a coordinate ball around a that is completely
inside Ua, and let B2 be another coordinate ball around a of smaller radius
than B1. (By coordinate ball we mean the space whose coordinates (x1, . . . , xn)
satisfy x2

1 + · · ·+ x2
n < r for some r.)

Let φ : Ua −→ R be a smooth function so that φ is 1 on B2 and 0 outside
B1. Let gE be the standard Euclidean metric with respect to the x1, . . . , xn
coordinates. Define g to be

g = g0(x)(1− φ(x)) + gE(x)φ(x).

Since the set of symmetric positive definite bilinear forms is a convex set, this
convex linear combination of the two metrics will be a metric on Ua. Extend
g by setting it equal to g0 on the rest of M . Then g is a metric for which a is
nice.

Now proceed inductively through the other critical points of M . This cre-
ates a metric g so that there is a coordinate neighborhood metric ball B around
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each critical point where both f and the metric are in a standard form. Then
the gradient flow equation

dγ

dt
= −∇γ(f)

looks like equation (13.4).
By taking B2 smaller and smaller, we see that the difference between g

and g0 is supported on an arbitrarily small set, and by the boundedness of
the metric on M , we know that this difference is arbitrarily small in L2.

We now prove the Stable manifold theorem for nice metrics:

Theorem 13.7 (Stable Manifold Theorem). Let M be an n-dimensional man-
ifold, with nice metric g, and f : M −→ R a Morse function. Let a be a critical
point of f of index λ. Then Wu(a) and W s(a) are smooth submanifolds dif-
feomorphic to the open disks Dλ and Dn−λ, respectively.

Remark This theorem is actually true for all metrics (not necessarily “nice”),
but the proof of this is considerably more complicated, and for the purposes
of this book we won’t need the theorem need in this generality. We refer the
interested reader to [66] for the proof of this theorem in its most general form.

Proof of Theorem 13.7. If g is a nice metric, then there is a coordinate neigh-
borhood B around each critical point where the gradient flow equations are

dγi
dt

= ciγi(t)

where γi(t) is the i-th coordinate of γ. Note that the ci are the negatives
of eigenvalues of the Hessian, corresponding to the directions given by the
standard basis in the coordinate chart. Reorder the coordinates so that the
first λ eigenvalues are the negative ones (so that the first λ values of ci are
positive).

Then explicitly,

γi(t) =

{
γi(0)e|ci|t, i ≤ λ
γi(0)e−|ci|t, i > λ

(13.9)

inside B.
We prove the theorem forW s(a). The proof forWu(a) is exactly analogous,

and besides, it follows from the W s(a) case, applied to the function −f . We
will first prove that W s(a) is smooth in a small neighborhood of a.

Let W0 be the subset of B consisting of those points where x1 = x2 = · · · =
xλ = 0. Then from the explicit solution (13.9), we see that W0 ⊂W s(a).

Now W0 is an open disk of dimension n− λ centered on a, and hence is a
manifold, and is furthermore a submanifold of M .

Recall from Theorem 13.2 that the flow map defined as

T : M × R −→M
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T (x, t) = γx(t)

is smooth. Apply this flow backward in time by some time t: define Wt =
T (W0,−t). This will be diffeomorphic to W0 and a subset of W s(a). As t goes
to infinity, we span a larger and larger subset of W s(a).

Let x ∈W s(a), and γ the corresponding gradient flow line with γ(0) = x.
Since limt→∞ γ(t) = a, we know that for some t0 > 0, γ(t) ∈ B for all t ≥ t0.
We will now show that γ(t0) ∈W0.

Suppose γ(t0) 6∈W0. The translated flow η(t) = γ(t+ t0) is a gradient flow
line, with the property that η(0) 6∈ W0, and η(t) ∈ B for all t > 0. Then for
some coordinate i > λ, ηi(0) 6= 0. By the explicit solution (13.9), ηi(t) will
grow indefinitely, so that eventually η (and hence γ) leaves the coordinate ball
B. This is a contradiction. Therefore, γ(t0) ∈W0.

Since every element of W s(a), when flowed forward, eventually lies in W0,
we know that ∪tWt = W s(a).

Let ψ : [0, 1) −→ R be a smooth monotonic function with ψ(0) = 0 and
limt→1 ψ(t) = +∞. Using |x| as

√
x2

1 + · · ·+ x2
n, and r0 as the radius of the

coordinate ball B, we see that T (x, ψ(|x|/r0)) maps W0 diffeomorphically onto
W s(a). Recall that W0 is a submanifold of M which is a disk of dimension
n− λ. Therefore, W s(a) is a submanifold of M and diffeomorphic to Dn−λ.

Proposition 13.8. The tangent space of W s(a) at a is the positive eigenspace
of the Hessian of f at a. Similarly, the tangent space of Wu(a) at a is the
negative eigenspace of the Hessian of f at a.

Proof. Again, for the sake of our proof we are assuming the metric is nice,
but this is unnecessary. The result holds in general.

Now W s(a) is a smooth submanifold of M , so its tangent space at a is
well-defined. Define W0 as in the previous proof, as

{(x1, . . . , xn) | x1 = · · · = xλ = 0}.

The tangent space to W0 is therefore the span of ∂/∂xi for i = λ + 1 to n.
This is the positive eigenspace of the Hessian.

On the other hand W0 ⊂W s(a), and since they are of the same dimension,
W0 is an open neighborhood of a in W s(a). Therefore W0 and W s(a) have
the same tangent space at a.

The proof for Wu(a) can be done similarly, or if you wish, you may use
the result for W s(a) on −f .

Let a be a critical point of f . Let us consider the function f restricted to
Wu(a). Since Wu(a) is defined to be the set of points which in some sense
lie “below” a on gradient flow lines, we expect a to be a maximum of f on
Wu(a), and level sets to be spheres around a.
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Theorem 13.9. Let (M, g) be a Riemannian manifold and f : M −→ R a
Morse function. Let a be a critical point of f . Let h : Wu(a) −→ R be the
restriction of f to Wu(a). Then a is the unique critical point of h, and it is
the absolute maximum. If ε > 0 is small enough, and f(a) − ε < c < f(a),
then h−1(c) is diffeomorphic to a λ− 1 dimensional sphere in Wu(a) around
a.

Similarly, let j : W s(a) −→ R be the restriction of f to W s(a). Then a is
the unique critical point of j, and it is the absolute minimum. If ε > 0 is small
enough, and f(a) < c < f(a) + ε, then j−1(c) is diffeomorphic to a n− λ− 1
dimensional sphere in W s(a) around a.

Proof. We will prove this for Wu(a), and the result for W s(a) is the same
using −f instead of f .

Let x ∈Wu(a), and x 6= a. Let γ(t) be the unique gradient flow line with
γ(0) = x. Since x ∈Wu(a), we have that limt→−∞ γ(t) = a.

According to Lemma 13.1, f(γ(t)) is strictly decreasing. By the continuity
of f , limt→−∞ f(γ(t)) = f(a). So f(a) > f(x). Therefore, a is the absolute
maximum of h.

Now, γ(t) ∈ Wu(a) for all t, so γ′(0) ∈ TxWu(a). Since f(γ(t)) is strictly
decreasing, γ′(0) 6= 0 (if it were, d

dtf(γ(t)) = ∇(f) · γ′(0) would be zero). By
the gradient flow equation γ′(t) = −∇γ(t)(f), the −∇x(f) 6= 0. Therefore, x
is not a critical point of h. Since x was arbitrary, except for not equalling a,
there are no critical points of h except for a.

Now we consider the Hessian of h at a. Find a coordinate chart of M
around a so that Wu(a) is given by the equations xλ+1 = · · · = xn = 0. By
the invariance of the Hessian under coordinate change (Proposition 12.1), the
Hessian of f can be computed in such a coordinate chart. Since TaW

u(a) is
the negative eigenspace of the Hessian of f (Proposition 13.8) we conclude
that the matrix (

∂2f

∂xi∂xj

)
ij

is negative definite. Since Wu(a) is given by setting xλ+1, . . . , xn to be con-
stant (in fact, zero), we see that for i, j ≤ λ, this matrix is the same as(

∂2h

∂xi∂xj

)
ij

.

Therefore the Hessian of h at a is negative definite. In particular, a is a non-
degenerate critical point of h, and h is Morse.

We now consider the preimages h−1(c).
For this, we use the Morse Lemma (Theorem 12.4) applied to h on the

manifold Wu(a). The Morse Lemma states that there exist a coordinate neigh-
borhood U around a with coordinates x1, . . . , xλ on Wu(a) so that

h(x1, . . . , xλ) = f(a)− x2
1 − · · · − x2

λ.
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Let ε > 0 be given so that the ball

B = {(x1, . . . , xλ)|x2
1 + · · ·+ x2

λ < ε}

is contained in U . Within this ball it is clear that the preimages h−1(c) (when
f(a)− ε < c < f(a)) are coordinate spheres around a. We will now verify that
there are no other parts to h−1(c) which are outside B.

Suppose x ∈ Wu(a), and x 6∈ B. As earlier in the proof, let γ(t) be the
gradient flow with γ(0) = x. As before, limt→−∞ γ(t) = a. But B is an open
set around U . Therefore, for some t < 0, γ(t) ∈ B. Since x = γ(0) is not in B,
the generalized Jordan curve theorem says that there exists some T < 0 for
which γ(T ) is on the boundary of B. Since f(γ(t)) is strictly decreasing,

f(x) = f(γ(0)) < f(γ(T )) = f(a)− ε.

So f(x) < f(a)− ε. Therefore, if f(a)− ε < c < f(a), then h−1(c) is a subset
of B, and is therefore the coordinate spheres we found earlier.

13.3 The Morse–Smale condition

An important, generic condition of a Morse function on a Riemannian man-
ifold, is that the unstable and stable manifolds of the various critical points
intersect transversally. This is called the Morse-Smale transversality condition,
which we study in this subsection.

Definition 13.4. Suppose f : M −→ R is a Morse function on a Riemannian
manifold M , that satisfies the extra condition that for any two critical points a
and b the unstable and stable manifolds Wu(a) and W s(b) intersect transver-
sally. This is the Morse–Smale condition, and if f satisfies this condition, we
call f a Morse–Smale function.

Smale [139] showed that Morse–Smale functions exist. More specifically,
given a metric g and function f : M −→ R, there exists another metric g′

and another function f ′ : M −→ R so that f ′ is Morse–Smale with respect
to g′. His proof also demonstrates that f and f ′ and g and g′ can be made
arbitrarily close to each other. Hence the set of configurations of functions and
metrics so that the functions are Morse–Smale with respect to that metric is
dense.

Actually, more is true: if f is Morse, then for an open, dense set of metrics
g, f is Morse–Smale. This can be proved using the same techniques that are
used in the proofs in Smale’s paper. We will sketch out a proof at the end of
this chapter that the set of such metrics is dense. In the meantime we will
first study some properties of Morse–Smale functions.
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Exercise Let f : M → R be a Morse function that is not necessarily Morse–
Smale. Suppose b is a critical point of f . Do Wu(b) and W s(b) always intersect
transversally? Why or why not?

The main purpose of the Morse–Smale condition is that it allows us to see
how stable and unstable manifolds of different critical points intersect. For
every pair of critical points a and b, let

W (a, b) = Wu(a) ∩W s(b).

W (a, b) is the space of all points in M that lie on flow lines starting from a
and ending at b.

Proposition 13.10. Let (M, g) be a Riemannian manifold of dimension n,
let f : M −→ R be Morse–Smale, and a and b be two critical points of f .
Then W (a, b) is a smooth manifold of dimension index(a)− index(b).

Proof. If f is Morse–Smale, then Wu(a) and W s(b) intersect transversally.
Therefore the intersection Wu(a)∩W s(b) = W (a, b) is a manifold of dimension
dim(Wu(a)) + dim(W s(b))−n = index(a) + (n− index(b))−n = index(a)−
index(b).

Corollary 13.11. Let f : M −→ R be a Morse–Smale function, and let a and
b be two distinct critical points of f . If index(a) ≤ index(b), then W (a, b) = ∅.

Proof. If index(a) < index(b), then the previous proposition shows that
W (a, b) is a manifold of negative dimension, so it must be empty.

If index(a) = index(b), then similarly W (a, b) must be a manifold of di-
mension 0, but since the gradient flow acts freely on elements of W (a, b), the
dimension of W (a, b) must be at least one. Therefore it must be empty.

Definition 13.5. We refer to the number

index(a)− index(b)

as the relative index of a and b.

Let f : M → R be a Morse-Smale function on the smooth, closed Rieman-
nian manifold M . Let a and b be critical points. The fundamental object of
study will not usually be W (a, b), which is the space of points lying on flow
lines between a and b, but rather a space of flow lines themselves. Notice there
is an action of the group R on W (a, b) by the following. Let x ∈W (a, b), and
let γx : R→M be the unique gradient flow line satisfying the initial condition

γx(0) = x.
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Then the action of R is just the flow. More specifically,

R×W (a, b)→W (a, b) (13.10)

t, x→ γx(t). (13.11)

Notice that this action is free, and we can study the orbit space W (a, b)/R.
Notice that two points x and y in W (a, b) are in the same orbit space under
this R-action if and only if they lie on the same flow line. Therefore a point in
the orbit space W (a, b)/R can be viewed as simply a flow line. We therefore
make the following definition.

Definition 13.6. Define the “Moduli Space of flow lines” M(a, b) to be the
orbit space,

M(a, b) = W (a, b)/R.

For good intuition and for practical considerations it is useful to instead
pick out a representative of each R orbit in W (a, b). One way to do this is
to select a real number t between f(a) and f(b) and pick the representative
in f−1(t). This is the approach will allow us an alternate, but equivalent
definition of the moduli space M(a.b).

Definition 13.7. Pick a value t ∈ R between f(a) and f(b), and let W (a, b)t

to be the set W (a, b) ∩ f−1(t).

Proposition 13.12. If a and b are distinct critical points of f , then W (a, b)t

is a smooth submanifold of M .

Proof. First, we see that f |W (a,b) : W (a, b) −→ R is transverse to the point
{t} ⊂ R. This is because for any point x ∈ W (a, b) so that f(x) = t, ∇x(f)
is not zero, and so neither is dfx(∇x(f)) = ‖∇x(f)‖2. Therefore t ∈ R
is a regular value of ff |W (a,b), and hence by the Regular Value Theorem,(
f |W (a,b)

)−1
({t}) = W (a, b)t is a smooth submanifold of W (a, b) of codimen-

sion one.

Theorem 13.13. Let a and b be distinct critical points of f . The function

φ : W (a, b)t × R −→W (a, b)

defined by
φ(p, s) = Ts(p)

is a diffeomorphism.

Proof. We begin by proving φ is onto. Let x ∈W (a, b). Let γ be the flow line
that has γ(0) = x. Since limt→∞ f(γ(t)) = f(b) and limt→−∞ f(γ(t)) = f(a),
by continuity we have that for some s, f(γ(−s)) = t. Then γ(−s) = p and
Ts(p) = x.
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Now to show φ is one-to-one, suppose x = φ(p1, s1) = φ(p2, s2). Then
T−s1(x) = p1 and T−s2(x) = p2, meaning that the unique flow line γ with
γ(0) = x also has γ(s1) = p1 and γ(s2) = p2. Since f(p1) = t = f(p2), and
d
dsf(γ(s)) < 0, it must be that s1 = s2 and therefore p1 = p2.

Therefore φ−1 is defined as a set map. To show that φ−1 is continuous, it is
necessary to show that if U is an open neighborhood of (p, s) ∈W (a, b)t ×R,
then there exists an open neighborhood of φ(p, s) in W (a, b) that is a subset
of φ(U). It suffices to show this for open neighborhoods U of the form Bp(ε)×
(s − ε, s + ε). Since T−s is a diffeomorphism of M that maps neighborhoods
of φ(p, s) to neighborhoods of φ(p, 0), it suffices to prove this for s = 0.

So what we need to show is if ε > 0 is sufficiently small, and p ∈W (a, b)t,
then there exists a δ so that whenever d(p, y) < δ, then writing y = φ(q, r)
gives us |r| < ε and d(p, q) < ε.

Since p is not a critical point, there is a δ1 so that Bp(2δ1) does not contain
critical points. In this ball, m = inf |∇f |2 is strictly greater than zero and
sup |∇f | is finite. If sup |∇f | > 1, then let M = sup |∇f |, but otherwise let
M = 1. By continuity of f there is a δ2 so that |f(p)− f(Bp(δ2))| < mε/2M .
Choose δ to be smaller than min(δ1, δ2, ε/2).

Now in the proof of Lemma 13.1, we saw that

d

dt
f(γ(t)) = − |∇(f)|2 .

Integrating and using the fundamental theorem of calculus, we get

|f(γ(−r))− f(γ(0))| ≥ |r| inf |∇f |2

which leaves us with

|r|m = |r| inf |∇f |2 ≤ |f(p)− f(y)| < mε/2M

so that |r| < ε/2M < ε.
Now,

d(q, y) ≤
∫
|γ′(t)| dt

=

∫
|∇(f)| dt

≤Mr < ε/2.

So by the Triangle inequality, d(p, q) ≤ d(p, y) + d(q, y) < δ + ε/2 < ε.
Therefore φ−1 is continuous.

To prove φ−1 is smooth, we estimate dφ and show it is non-degenerate.
Let (p, s) ∈W (a, b)t×R and let v1, . . . , vk be a basis for the tangent space of
W (a, b)t at p, and let ∂/∂t be the tangent vector to R. Now if dφ is degenerate
at (p, s), then dφ(v1), . . . , dφ(vk), dφ(∂/∂t) would be linearly dependent. Now
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since φ|W (a,b)t×{s} is just the flow map Ts, and this flow map is a diffeomor-
phism, we know that dφ(v1), . . . , dφ(vk) are linearly independent. Therefore
any linear dependence would involve dφ(∂/∂t), so that

dφ(∂/∂t) =
∑

ckdφ(vk)

for some real numbers ck.
Now since φ(p, s) = Ts(p), dφ(∂/∂t) at (p, s) is ∂

∂sTs(p) = γ′(s), where γ
is the flow with γ(0) = p. Then if we compose with T−s,

dT−sdφ(∂/∂t) =
∑

ckdT−sdφ(vk)

dT−sγ
′(s) =

∑
ckvk

γ′(0) =
∑

ckvk.

But we know γ′(0) is transverse to TW (a, b)t, which is a level set of f . There-
fore, we have a contradiction, and dφ is non-degenerate. Therefore φ−1 is
smooth.

The following is an immediate consequence of this theorem.

Corollary 13.14. Let f : M → R be a Morse-Smale function on a closed
Riemannian manifold M . Let a, b ∈ M be critical points and t ∈ R be a
number strictly between f(a) and f(b). Then the composition

W t(a, b) ↪→W (a, b)
project−−−−−→W (a, b)/R =M(a, b)

is a diffeomorphism.

We therefore may identify the moduli space of flowsM(a, b) with the level
space W t(a, b).

If we use the notation +a to denote the function +a : R −→ R with
+a(x) = x+ a, then the following diagram commutes:

W (a, b)t × R φ−−−−→ W (a, b)

(1,+s)

y Ts

y
W (a, b)t × R φ−−−−→ W (a, b)

We now sketch a proof that the set of metrics for which a Morse function
is Morse–Smale is dense.

Theorem 13.15. Let M be a manifold. Let f : M −→ R be a Morse function.
For a dense set of metrics g, f is Morse–Smale.
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Proof. (Sketch of proof) We suppose a Riemannian metric g is given, and
show that there exists a Riemannian metric g′ arbitrarily close to g so that f
is Morse–Smale with respect to g′. Recall that ∇g refers to the gradient using
the metric g.

We start by finding a vector field X close to ∇gf that agrees with ∇gf
near the critical points of f but so that the unstable and stable manifolds
are transverse (step 1). We then show that for some metric g′ close to g,
X = ∇g′(f) (step 2).

Step 1: finding the vector field X
The details of this step are found in Smale’s proof of Theorem A in the

work just cited above ([139]).
Let the critical values of f be c1 < · · · < ck. Choose ε > 0 arbitrary, but

small enough so that for each i, ci+1 > ci + 4ε, and in fact, small enough so
that for each critical point p, Theorem 13.9 gives us that W s(p)∩f−1((−∞, c])
is a ball for all f(p) < c < f(p) + 4ε.

We first let X = ∇g. Then we proceed by induction on i, starting at c1
and ending at ck, at each stage altering X in f−1(ci + ε, ci + 3ε).

At stage i in the induction, we consider each critical point p so that f(p) =
ci. In a neighborhood of p, we consider

Q = f−1(ci + 2ε) ∩W s(p).

Since −∇(f) is transverse to level sets of f , the gradient flow can be integrated
in a small neighborhood of Q so that there is a coordinate z with −m ≤ z ≤ m
so that ∂/∂z is −∇(f) and z = 0 coinciding with Q. Here m is chosen so that
this keeps us in f−1(ci + ε, ci + 3ε). By the coordinate structure of f near
p, a tubular neighborhood U of Q is a trivial λ-disk bundle. So if P is a λ
dimensional disk of radius 1, then there is a diffeomorphism sending [−m,m]×
P ×Q onto this tubular neighborhood of Q, so that the first coordinate is the
coordinate z, and 0 × 0 × Q is mapped to Q by the identity function. From
now on, we will identify U with [−m,m]× P ×Q in our notation.

Consider all critical points q with f(q) > ci. Let

S = ∪q,f(q)>ci,∇q(f)=0(0× P ×Q) ∩W s(q)

and let g : S −→ P be the restriction of πP : [−m,m]× P ×Q −→ 0× P × 0
to S. By Sard’s theorem there exist v ∈ P arbitrarily close to zero so that 2v
is a regular value of g.

Now construct β : [−m,m] −→ R so that β(z) ≥ 0, β(z) = 0 in a neigh-

borhood of ∂[−m,m], and
∫ ±m

0
β(z) dz = ±|v|. If v was chosen small enough,

β(z) and |β′(z)| can be kept smaller than ε.
Let P0 ⊂ P be a λ-dimensional disk of radius 1/3.
We also construct a smooth γ : P −→ R so that 0 ≤ γ ≤ 1, γ = 0 in a

neighborhood of P , γ = 1 on P0, and |∂γ/∂xi| ≤ 2.
Let X ′ be the vector field on M that equals X outside U , and on [−m,m]×
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P ×Q let X ′ be given by

X ′ = − ∂

∂z
− β(z)γ(x)

v

|v| .

We use the bounds on β and γ to ensure that df(X ′) > 0.
To see that the new stable and unstable manifolds W ′s(p) and W ′u(q)

intersect transversally, we examine any point of intersection, and flow by X ′

until it is in f−1(ci + 2ε). It will then be at a point {0}×P ×Q ⊂ [−m,m]×
P × Q. The flow X ′ for time ±m carries (0, x, y) ∈ [−m,m] × P × Q to
(±m,x± v, y), as can be seen by explicitly integrating out X ′.

If q is any critical point with f(q) > ci, then consider the new stable
manifold W ′s(q) of q under X ′. It agrees with the old stable manifold W s(q)
on (m, 0, y), and after flowing by −m we get to (0,−v, y).

Also, the new unstable manifold W ′u(p) agrees with the old unstable man-
ifold Wu(p) for z = −m, and flowing by X ′ for time m from here shows that
W ′u(p) ∩ (0× P ×Q) is

{(0, x+ v, y)|(0, x, y) ∈Wu(p)}.

So their intersection is the set

{(0,−v, y)|(0, 2v, y) ∈Wu(p)}

and since 2v is a regular value of g, this intersection is transverse.
We do this for all the critical points with critical value ci, and these do not

interfere with each other as long as ε is small enough that the neighborhoods
U do not intersect.

We then proceed with larger and larger i, until we have constructed a new
X ′.

Step 2: finding the metric g′

Note that X is unchanged (it still equals ∇gf) near critical points of f . So
near critical points of f we define g′ to equal g. Outside these neighborhoods
we define, at each point x ∈ M , a linear transformation Ax on TxM that is
the identity on the kernel of df , and sends X to√

df(X)

‖df‖g
∇g(f).

Since df(X) > 0, this is invertible, and if X is close to ∇g(f), then Ax is close
to the identity. Let g′(v, w) = g(Av,Aw). Then g′ is close to g.

Now if we write an arbitrary vector w ∈ Tx(M) as w = w0 + aX where
df(w0) = 0, then it is a matter of computation to verify that g′(X,w) = df(w).
By definition of gradient, this means X = ∇g′(f).

Corollary 13.16. Given a Morse function f : M −→ R, there exists a metric
g so that f is Morse–Smale.
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13.4 The moduli space of gradient flowsM(a, b), its com-
pactification, and the flow category of a Morse func-
tion

Throughout this section we assume that M is a C∞ closed, Riemannian metric
and that f : M → R is a Morse function satisfying the Morse-Smale condition.
As seen above, the Morse-Smale condition is generic.

Let a and b be critical points of f : M → R. As seen above, the moduli
space M(a, b) is a smooth manifold of dimension equal to one less than the
relative index,

dimM(a, b) = index(a)− index(b)− 1.

The points of M(a, b) are the gradient flow lines that start at a and end
at b. Of course the gradient flow lines in M(a, b) don’t really “start” at a or
“end” at b, but rather they satisfy the initial conditions limt→−∞ γ(t) = a and
limt→+∞ γ(t) = b. This is a rather clumsy arrangement, especially if we want
to “glue” flow lines. That is, if α ∈ M(a, b) and β ∈ M(b, c), then we should
be able to describe a (“piecewise”) flow α ◦ β which should “start” at a and
“‘end” at c. This is most easily done if we reparameterize these curves so that
they be “height parameterized gradient flow lines”, as defined in Definition
13.1.

13.4.1 The compactified moduli space of flows and the flow
category

As above let M be a closed Riemannian manifold and let f : M → R be a
Morse function satisfying the Morse-Smale condition. Let∇(f) be the gradient
vector field of f . Consider a flow lines of f which is a curve γ : R → M
satisfying the differential equation

dγ

dt
= −∇(f).

If γ is a flow-line then γ(t) converges to critical points of f as t → ±∞ and
we define

s(γ) = lim
t→−∞

γ(t), e(γ) = lim
t→∞

γ(t).

Since f is strictly decreasing along flow lines it defines a diffeomorphism
of the flow line γ(t) with the open interval (f(b), f(a)) where s(γ) = a and
e(γ) = b. This reparameterises the flow-line as a smooth function

ω : (f(b), f(a))→M

such that
f(ω(t)) = t.
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We can extend ω to a smooth function defined on [f(b), f(a)] by setting
ω(f(b)) = b and ω(f(a)) = a. Then as seen above, this extended function
satisfies the differential equation

dω

dt
= − ∇(f)

‖∇(f)‖2 (13.12)

with boundary conditions

ω(f(b)) = b, ω(f(a)) = a. (13.13)

It is a “height-parameterized” flow line.

We define M̄(a, b) to be the space of all continuous curves in M which
are smooth on the complement of the critical points of f and satisfy the
differential equation (13.12) and boundary condition (13.13). Here, of course,
we understand that ω satisfies (13.12) on the complement of the set of critical
points of f . This space M̄(a, b) is topologized as a subspace of the space
Map([f(b), f(a)],M), of all continuous maps with the compact open topology.
Note that if ω is any solution of (13.12) and (13.13) then if we remove the
points where ω(t) is a critical point of f each component of ω is geometrically
a flow-line but it is parameterized so that f(ω(t)) = t. Therefore by an abuse
of terminology we refer to a curve in M̄(a, b) as a piecewise flow-line from
a to b.

It is rather straightforward to check that M̄(a, b) is a compact space and it
clearly containsM(a, b). Furthermore, by work of Smale in [139], sinceM(a, b)
is in fact open and dense in M̄(a, b) and so M̄(a, b) is a “ compactification”
of the moduli space of flow lines M̄(a, b).

There is an obvious associative, continuous composition law

M̄(a, b)× M̄(b, c)→ M̄(a, c)

which is denoted by γ1 ◦ γ2.
Following the work of the author, Jones, and Segal [34] we are now ready

to define the “flow category” of f , Cf :

Definition 13.8. The flow category Cf is the topological category defined as
follows:

• The objects of Cf : The objects of Cf are the critical points of f .

• The morphisms of Cf : If a and b are critical points of f then the mor-
phisms from a to b are defined to be

Cf (a, b) = M̄(a, b).

• The composition law: The composition law is defined by

M̄(a, b)× M̄(b, c) −→ M̄(a, c)

(γ1, γ2) −→ γ1 ◦ γ2. (13.14)
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In fact Cf is a topological category in the sense that each of the sets Cf (a, b)
comes equipped with a natural topology and the composition law

M̄(a, b)× M̄(b, c) −→ M̄(a, c)

is continuous. The topological category Cf has a simplicial classifying space
BCf . The main result of [34] is the following:

Theorem 13.17. If M is a closed Riemannian manifold and f : M → R
is a Morse function satisfying the Morse-Smale condition, then there is a
homeomorphism

M
∼=−→ BCf .

We now illustrate this theorem by considering the example of the height
function on the “tilted torus”. Recall that for this we view the torus as em-
bedded in ordinary three-space, standing on one of its ends with the hole
facing the reader, but tilted slightly toward the reader. We let f be the height
function.
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There are four critical points; a has index 2, b and c have index 1, and d has
index 0. As the figure depicts, the moduli spaces M(a, b), M(a, c), M(b, d),
and M(c, d) are all spaces consisting of two distinct points each. We will
denote these flows by αi, βi, γi, and δi respectively. All points on the torus
not lying on any of these flows is on a flow in M(a, d). This moduli space
is one dimensional, and indeed is the disjoint union of four open intervals.
Furthermore the compactification M̄(a, d) is the disjoint union of four closed
intervals.

Now consider the simplicial description in the classifying space BCf . The
vertices correspond to the objects of the category Cf , that is the critical points.

Thus there are four vertices. There is one one simplex (interval) for each
morphism (flow line), glued to the vertices corresponding to the starting and
endpoints of the flows. Notice that the points in M̄(a, d) index a one pa-
rameter family of one simplices attached to the vertices labelled by a and d.
Finally observe that there is a two-simplex for every pair of composable flows.
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FIGURE 13.6
Simplicial decomposition of BCf , where f is the height function on the tilted
torus
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There are eight such pairs (coming from the four points in each of the prod-
uct moduli spaces M(a, b)×M(b, d) and M(a, c)×M(c, d).) A two-simplex
labelled by a pair of flows, say (α, β) will have its three faces identified with
the one simplices labelled by α, β, and α ◦1 β respectively. Notice that all
higher dimensional simplices in the nerve N (Cf ) are degenerate and so do
not contribute to the geometric realization. The figure depicts the resulting
simplicial structure of the classifying space and illustrates Theorem 13.17 that
this space is homeomorphic to the underlying manifold.

Remark. The manuscript [34] was never published, primarily because the
proof of the main theorem relied on knowing that, assuming f : M → R
satisfies the Morse-Smale condition, then the compactified moduli spaces,
M̄(a, b) are manifolds with corners and that the corner structure is appro-
priately preserved under the composition of piecewise flow lines. At the time
that manuscript was written, the authors thought that this was a “folk the-
orem”. However upon further inspection, the authors realized that although
experts in the community believed that this was true, there was no proof in
the literature, and that the issues involved in proving this result were more
complicated than the authors originally imagined. Therefore the manuscript
was never submitted for publication. In any case, the required manifold with
corners properties were eventually proved [130] [156], and the proof of Theo-
rem 13.17 can now be completed using these results. A discussion of manifolds
with corners and a proof of this theorem will be given in the appendices.



A

Appendix: Manifolds with Corners

In the first section of this appendix we give a brief description of a categorical
notion of manifold with corners. In the second section we discuss applications
to Morse theory, including a generalization of the fact that the compactified
moduli space of flow lines is a framed manifold with corners. Our discussion
follows the description in [89], and also [32].

A.1 A categorical notion of manifolds with corners and
〈k〉-manifolds

An n-dimensional manifold with corners, M , has charts that are local diffeo-
morphisms with Rn+. Here R+ denotes the nonnegative real numbers and Rn+
is the n-fold cartesian product of R+. Let ψ : U → Rn+ be a chart of a manifold
with corners M . For x ∈ U , the number of zeros of this chart, c(x) is indepen-
dent of the chart. One defines a face of M to be a connected component of
the space {x∈M such that c(x) = 1}. Given an integer k, there is a notion of
a manifold with corners having “codimension k”, or a 〈k〉-manifold. We recall
the definition from [89].

Definition A.1. A 〈k〉-manifold is a manifold with corners, M , together
with an ordered k-tuple (∂1M, ..., ∂kM) of unions of faces of M satisfying the
following properties.

1. Each x∈M belongs to c(x) faces

2. ∂1M ∪· · ·∪ ∂kM = ∂M

3. For all 1≤i6=j≤k, ∂iM ∩ ∂jM is a face of both ∂iM and ∂jM .

The archetypical example of a 〈k〉-manifold is Rk+. In this case the face
Fj ⊂ Rk+ consists of those k-tuples with the jth-coordinate equal to zero.

As described in [89], the data of a 〈k〉-manifold can be encoded in a cat-
egorical way as follows. Let 2 be the partially ordered set with two objects,
{0, 1}, having a single nonidentity morphism 0→ 1. Let 2k be the product of
k-copies of the category 2. A 〈k〉-manfold M then defines a functor from 2k to

499
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the category of topological spaces, where for an object a = (a1, · · · , ak) ∈ 2k,
M(a) is the intersection of the faces ∂i(M) with ai = 0. Such a functor is a k-
dimensional cubical diagram of spaces, which, following Laures’s terminology,
we refer to as a 〈k〉-diagram, or a 〈k〉-space. Notice that Rk+(a) ⊂ Rk+ consists
of those k-tuples of nonnegative real numbers so that the ith-coordinate is
zero for every i with ai = 0. More generally, consider the 〈k〉-Euclidean space,
Rk+ × Rn, where the value on a ∈ 2k is Rk+(a) × Rn. In general we refer to a

functor φ : 2k → C as a 〈k〉-object in the category C.
In this section we will consider embeddings of manifolds with corners into

Euclidean spaces M ↪→ Rk+×Rn of the form given by the following definition.

Definition A.2. A “neat embedding” of a 〈k〉-manifold M into Rk+ × Rm is
a natural transformation of 〈k〉-diagrams

e : M ↪→ Rk+ × Rm

that satisfies the following properties:

1. For each a∈2k, e(a) is an embedding.

2. For all b < a, the intersection M(a) ∩
(
Rk+(b)× Rm

)
= M(b), and this

intersection is perpendicular. That is, there is some ε > 0 such that

M(a) ∩
(
Rk+(b)× [0, ε)k(a− b)× Rm

)
= M(b)× [0, ε)k(a− b).

Here a− b denotes the object of 2k obtained by subtracting the k-vector b from
the k-vector a.

In [89] it was proved that every 〈k〉-manifold neatly embeds in Rk+×RN for
N sufficiently large. In fact it was proved there that a manifold with corners,
M , admits a neat embedding into Rk+×RN if and only if M has the structure
of a 〈k〉-manifold. Also, in analogy to the situation with respect to closed
manifolds, it was shown in [59] that the connectivity of the space of neat
embeddings, Emb〈k〉(M ;Rk+×RN ) increases with the dimension N .

Notice that an embedding of manifolds with corners, e : M ↪→ Rk+ × Rm,

has a well defined normal bundle. In particular, for any pair of objects in 2k,
a > b, the normal bundle of e(a) : M(a) ↪→ Rk+(a) × Rm, when restricted to
M(b), is the normal bundle of e(b) : M(b) ↪→ Rk+(b)× Rm.

These embedding properties of 〈k〉 - manifolds make it clear that these
are the appropriate manifolds to study for cobordism - theoretic information.
In particular, given an embedding e : M ↪→ Rk+ × Rm the Thom space of

the normal bundle, T (νe), has the structure of an 〈k〉-space, where for a ∈ 2k,
T (νe)(a) is the Thom space of the normal bundle of the associated embedding,
M(a) ↪→ Rk+(a)×RN . We can then desuspend and define the Thom spectrum,
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Mν
e = Σ−NΣ∞T (νe), to be the associated 〈k〉-spectrum. The Pontrjagin-

Thom construction defines a map of 〈k〉-spaces,

τe :
(
Rk+ × RN

)
∪∞ = ((Rk+) ∪∞) ∧ SN → T (νe).

Desuspending we get a map of 〈k〉-spectra, Σ∞((Rk+)∪∞)→Mν
e . Notice that

the homotopy type (as 〈k〉-spectra) of Mν
e is independent of the embedding

e. We denote the homotopy type of this normal Thom spectrum as Mν , and
the Pontrjagin-Thom map, τ : Σ∞((Rk+) ∪∞)→Mν .

We now begin to describe the relevance of this notion of manifold with
corners to our study of Morse theory, as developed in Chapters 12 and 13. We
continue to use the notation and terminology used there.

A.2 The moduli space of piecewise flow lines as a com-
pact framed manifold with corners

Consider a smooth, closed, Riemannian n-manifold Mn, and a smooth Morse
function f : Mn → R that satisfies the Morse-Smale condition. Notice that
there is a partial order on the finite set of critical points given by a ≥ b if the
moduli space of flow lines M(a, b) is nonempty. (Notice that one needs the
Morse-Smale property to know that this is indeed a partial ordering on the
critical points. )

Recall that

M̄(a, b) =
⋃

a=a1>a2>···>ak=b

M(a1, a2)× · · · ×M(ak−1, ak), (A.1)

Let Cf denote the flow category, whose objects are the critical points, and
whose space of morphisms from a to b is given by M̄(a, b).

It turns out that the moduli spaces M(a, b) have natural framings on
their stable normal bundles that play an important role in this theory. These
framings are defined in the following manner. Let a > b be critical points. Let
ε > 0 be chosen so that there are no critical values in the half open interval
[f(a)− ε, f(a)). Define the unstable sphere to be the level set of the unstable
manifold,

Su(a) = Wu(a) ∩ f−1(f(a)− ε).
The sphere Su(a) has dimension µ(a)−1. Notice there is a natural diffeomor-
phism,

M(a, b) ∼= Su(a) ∩W s(b).
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This leads to the following diagram,

W s(b)
↪→−−−−→ M

∪
x x∪

M(a, b) −−−−→
↪→

Su(a).

(A.2)

From this diagram one sees that the normal bundle ν of the embedding
M(a, b) ↪→ Su(a) is the restriction of the normal bundle of W s(b) ↪→ M .
Since W s(b) is a disk, and therefore contractible, this bundle is trivial. Indeed
an orientation of W s(b) determines a homotopy class of trivialization, or a
framing. In fact this framing determines a diffeomorphism of the bundle to
the product, W s(b)×Wu(b). Thus these orientations give the moduli spaces
M(a, b) canonical normal framings, ν ∼=M(a, b)×Wu(b).

As was pointed out in [34], these framings extend to the boundary of
the compactifications, M̄(a, b). In order to describe what it means for these
framings to be “coherent” in an appropriate sense, the following categorical
approach was used in [31]. The first step is to abstract the basic properties of
a flow category of a Morse functon.

Definition A.3. A smooth, compact category is a topological category C whose
objects form a discrete set, and whose whose morphism spaces, Mor(a, b) are
compact, smooth 〈k〉 -manifolds, where k = dimMor(a, b). The composition
maps, ν : Mor(a, b) ×Mor(b, c) → Mor(a, c), are smooth codimension one
embeddings (of manifolds with corners) whose images lie in the boundary.
Moreover every point in the boundary of Mor(a, c) is in the image under ν of
a unique maximal sequence in Mor(a, b1)×Mor(b1, b2)×· · ·×Mor(bk−1, bk)×
Mor(bk, c) for some objects {b1, · · · , bk}.

A smooth, compact category C is said to be a “Morse-Smale” category if
the following additional properties are satisfied.

1. The objects of C are partially ordered by the condition

a ≥ b if Mor(a, b) 6= ∅.

2. Mor(a, a) = {identity}.

3. There is a set map, µ : Ob(C) → Z, which preserves the partial ordering,
such that if a > b,

dimMor(a, b) = µ(a)− µ(b)− 1.

The map µ is known as an “index” map. A Morse-Smale category such
as this is said to have finite type, if there are only finitely many objects
of any given index, and for each pair of objects a > b, there are only
finitely many objects c with a > c > b. For ease of notation we write
k(a, b) = µ(a)− µ(b)− 1.
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The following is a folk theorem that goes back to the work of Smale and
Franks [48] although a proof of this fact did not appear in the literature until
much later [130].

Proposition A.1. Let f : M → R be smooth Morse function on a closed Rie-
mannian manifold with a Morse-Smale metric. Then the compactified moduli
space of piecewise flow-lines, M̄(a, b) is a smooth 〈k(a, b)〉 - manifold.

Using this result, as well as an associativity result for the gluing maps
M̄(a, b) × M̄(b, c) → M̄(a, c) which was eventually proved in [130], it was
proven in [34] that the flow category Cf of such a Morse-Smale function is
indeed a Morse-Smale smooth, compact category according to Definition A.3.

Remark. The fact that [34] was never submitted for publication was due to
the fact that the “folk theorem” mentioned above (Proposition A.1), as well
as the associativity of gluing, both of which the authors of [34] assumed were
“well known to the experts”, were indeed not in the literature, and their proofs,
which was eventually provided in [130], were analytically more complicated
than the authors imagined.

In order to define the notion of “coherent framings” of the moduli spaces
M̄(a, b), so that we may apply the Pontrjagin-Thom construction coherently,
we need to study an associated category, enriched in spectra, defined using
the stable normal bundles of the moduli spaces of flows.

We first describe a category defined in [35] that the authors used to classify
finite spectra that realize a given finite complex. The category is called J . Its
objects are the nonnegative integers Z+, and its non-identity morphisms from
i to j is empty for i ≤ j, for i > j + 1 it is defined to be the one point
compactification,

MorJ (i, j) ∼= (R+)i−j−1 ∪∞
and MorJ (j + 1, j) is defined to be the two point space, S0. Here R+ is
the space of nonnegative real numbers. Composition in this category can be
viewed in the following way. Notice that for i > j+1 MorJ (i, j) can be viewed
as the one point compactification of the space J(i, j) consisting of sequences
of real numbers {λk}k∈Z such that

λk ≥ 0 for all k

λk = 0 unless i > k > j.

For consistency of notation we write MorJ (i, j) = J(i, j)+. Composition
of morphisms J(i, j)+ ∧ J(j, k)+ → J(i, k)+ is then induced by addition of
sequences. In this smash product the basepoint is taken to be ∞. Notice
that this map is basepoint preserving. Given integers p > q, then there are
subcategories J pq defined to be the full subcategory generated by integers
q ≥ m ≥ p. The category Jq is the full subcategory of J generated by all
integers m ≥ q.
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We now define the “normal Thom spectrum” of a smooth, compact cate-
gory.

Definition A.4. Let C be a smooth, compact category of finite type satisfying
the Morse-Smale condition. Then a “normal Thom spectrum” of the category C
is a category, Cν , enriched over spectra, that satisfies the following properties.

1. The objects of Cν are the same as the objects of C.

2. The morphism spectra MorCν (a, b) are 〈k(a, b)〉-spectra, having the homo-
topy type of the normal Thom spectra MorC(a, b)

ν , as 〈k(a, b)〉-spectra.
The composition maps,

◦ : MorCν (a, b) ∧MorCν (b, c)→MorCν (a, c)

have the homotopy type of the maps,

MorC(a, b)
ν ∧MorC(b, c)

ν →MorC(a, c)
ν

of the Thom spectra of the stable normal bundles corresponding to the
composition maps in C, MorC(a, b)×MorC(b, c)→MorC(a, c). Recall that
these are maps of 〈k(a, c)〉-spaces induced by the inclusion of a component
of the boundary.

3. The morphism spectra are equipped with “Pontrjagin-Thom maps” τa,b :

Σ∞(J(µ(a), µ(b))+) = Σ∞((Rk(a,b)
+ ) ∪ ∞)) → MorCν (a, b) such that the

following diagram commutes:

Σ∞(J(µ(a), µ(b))+) ∧ Σ∞(J(µ(b), µ(c))+) −−−−→ Σ∞(J(µ(a), µ(c))+)

τa.b∧τb,c
y yτa,c

MorCν (a, b) ∧MorCν (b, c) −−−−→ MorCν (a, c).

Here the top horizontal map is defined via the composition maps in the
category J , and the bottom horizontal map is defined via the composition
maps in Cν .

With the notion of a “normal Thom spectrum” of a flow category C, the
notion of a coherent E∗-orientation was defined in [31]. Here E∗ is a gener-
alized cohomology theory represented by a commutative (E∞) ring spectrum
E. We recall that definition now.

First observe that a commutative ring spectrum E induces a 〈k〉-diagram
in the category of spectra (“〈k〉-spectrum”), E〈k〉, defined in the following
manner.

For k = 1, we let E〈1〉 : 2 → Spectra be defined by E〈1〉(0) = S0, the
sphere spectrum, and E〈1〉(1) = E. The image of the morphism 0→ 1 is the
unit of the ring spectrum S0 → E.
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To define E〈k〉 for general k, let a be an object of 2k. We view a as a vector
of length k, whose coordinates are either zero or one. Define E〈k〉(a) to be
the multiple smash product of spectra, with a copy of S0 for every every zero
coordinate, and a copy of E for every string of successive ones. For example,
if k = 6, and a = (1, 0, 1, 1, 0, 1), then E〈k〉(a) = E ∧ S0 ∧ E ∧ S0 ∧ E.

Given a morphism a→ a′ in 2k, one has a map E〈k〉(a)→ E〈k〉(a′) defined
by combining the unit S0 → E with the ring multiplication E ∧ E → E.

Said another way, the functor E〈k〉 : 2k → Spectra is defined by taking the
k-fold product functor E〈1〉 : 2 → Spectra which sends (0 → 1) to S0 → E,
and then using the ring multiplication in E to “collapse” successive strings of
E’s.

This structure allows us to define one more construction. Suppose C is a
smooth, compact, Morse-Smale category of finite type as in Definition A.3.
We can then define an associated category, EC , whose objects are the same as
the objects of C and whose morphisms are given by the spectra,

MorEC (a, b) = E〈k(a, b)〉

where k(a, b) = µ(a) − µ(b) − 1. Here µ(a) is the index of the object a as in
Definition A.3. The composition law is the pairing,

E〈k(a, b)〉 ∧ E〈k(b, c)〉 = E〈k(a, b)〉 ∧ S0 ∧ E〈k(b, c)〉
1∧u∧1−−−−→ E〈k(a, b)〉 ∧ E〈1〉 ∧ E〈k(b, c)〉
µ−→ E〈k(a, c)〉.

Here u : S0 → E = E〈1〉 is the unit. This category encodes the multiplication
in the ring spectrum E.

Definition A.5. An E∗-orientation of a smooth, compact category of finite
type satisfying the Morse-Smale condition, C, is a functor, u : Cν → EC,
where Cν is a normal Thom spectrum of C, such that on morphism spaces, the
induced map

MorCν (a, b)→ E〈k(a, b)〉
is a map of 〈k(a, b)〉-spectra that defines an E∗ orientation of MorCν (a, b) '
M̄(a, b)ν .

The functor u : Cν → EC should be thought of as a coherent family of
E∗- Thom classes for the normal bundles of the morphism spaces of C. When
E = S, the sphere spectrum, then an E∗-orientation, as defined here, defines
a coherent family of framings of the morphism spaces, and is equivalent to the
notion of a framing of the category C, as defined in [35].

In [35] the following was proved modulo the results of [130] which appeared
much later.
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Theorem A.2. Let f : M → R be a Morse function on a closed Riemannian
manifold satisfying the Morse-Smale condition. Then the flow category Cf has
a canonical structure as a “S-oriented, smooth, compact Morse-Smale category
of finite type”. That is, it is a “framed, smooth compact Morse-Smale cate-
gory”. The induced framings of the morphism manifolds M̄(a, b) are canonical
extensions of the framings of the open moduli spacesM(a, b) descrbed above
(A.2).



B

Appendix: Classifying Spaces and Morse
Theory

In this appendix we give a proof of Theorem 13.17. We will then give another
proof of a weaker version of this theorem that is much simpler and less anaytic
in nature. As we mentioned earlier our proof of Theorem 13.17 is a slight
modification of the argument originally given in the unpublished preprint
by the author, Jones, and Segal [34] in the 1990’s. Here we take advantage
of various more recent results that allow us to fill in the missing pieces of
the original argument. We continue to use all the notation and definitions in
chapters 12 and 13.

Let f : M → R be a Morse function on a closed Riemannian manifold. As
was done in Chapter 13, if a and b are critical points, we let M(a, b) be the
space of flow lines connecting a to b. Recall that when f satisfies the Morse-
Smale condition,M(a, b) is a manifold of dimension index(a)− index(b)− 1.
As in Chapter 13, we let M̄(a, b) be the compactification ofM(a, b) given by
“piecewise flows”.

B.0.1 The ends of the moduli space of flow lines

In this section we describe the ends of the moduli space of flow-linesM(a, b).
We then use this analysis to construct a combinatorial model Rf for the
manifold M . We show that Rf is homeomorphic to the classifying space BCf
in the next section.

In [139] Smale described a partial ordering of the set of critical points of
f . Namely, one writes a > b if a 6= b and M(a, b) 6= ∅. Notice that the Morse-
Smale condition is necessary for the critical points be partially ordered.

We say that a sequence a = (a0, · · · , al+1) of critical points is ordered if
ai > ai+1 for all i. Given such a sequence we define

s(a) = a0,

e(a) = al+1,

l(a) = l,

M(a) =M(a0, a1)× · · · ×M(al, al+1). (B.1)

507
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In [34] the authors anticipated the following result, however it was not
written down carefully in a proof until the recent work of Qin [130] and Hutch-
ings [80]. In particular they showed that the moduli spaces M̄(a, b) have the
structure of smooth, compact manifolds with corners. In examining the cor-
ner structure, the following was proved in [130]. It is very much related to
Theorem A.2.

Theorem B.1. There exists an ε > 0 and maps

µ : (0, ε]×M(a, a1)×M(a1, b) −→M(a, b),

which we write as
(t, γ1, γ2) −→ γ1 ◦t γ2,

such that:

1. The map µ satisfies the following associativity law

(γ1 ◦s γ2) ◦t γ3 = γ1 ◦s (γ2 ◦t γ3)

for all s, t ≤ ε.

2. Let a be an ordered sequence with s(a) = a, e(a) = b, and l(a) = l. Then
the map

µ : (0, ε]l ×M(a) −→M(a, b)

defined by

(s1, . . . , sl; γ0, . . . , γl) 7→ γ0 ◦s1 γ1 ◦s2 · · · ◦sl γl

is a diffeomorphism onto its image.

3. Define K(a, b) ⊂M(a, b) to be

K(a, b) =M(a, b)−
⋃
µ
(
(0, ε)l ×M(a)

)
where the union is taken over all ordered sequences a with s(a) = a, e(a) =
b, and l(a) ≥ 1. Then K(a, b) is compact.

4. There are homeomorphisms

M̄(a, b) ∼=M(a, b) ∪µ
⋃

[0, ε]l ×M(a) (B.2)

M̄(a, b) ∼= K(a, b). (B.3)

This theorem shows that the ends of the moduli space M(a, b) consist of
unions of half-open cubes parameterized by composable sequences of flow lines.
The compact space K(a, b) is formed by removing the associated open cubes.
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The compactification M̄(a, b) is formed by formally closing the cubes, or
equivalently, but formally adjoining the piecewise flows. It follows tha K(a, b)
and M̄(a, b) are homeomorphic.

It also follows from this theorem that

lim
t→0

γ1 ◦t γ2 = γ1 ◦ γ2

where ◦ is the composition of piecewise flow-lines described in chapter 13. In
view of this fact we sometimes use the notation ◦0 for ◦.

The homeomorphism between K(a, b) and M̄(a, b) allows us to define the
category Cf in two equivalent (isomorphic) ways. The first way, described in
Chapter 13, is to define the spaces of morphisms between critical points a and
b to be the space M̄(a, b), and the composition law is given by

M̄(a, b)× M̄(b, c)→ M̄(a, c)

(γ1, γ2)→ γ1 ◦0 γ2.

The second way is to define the space of morphisms between critical points
a and b to be K(a, b), and this time the composition law is given by

K(a, b)×K(b, c)→ K(a, c)

(γ1, γ2)→ γ1 ◦ε γ2.

We now use Theorem B.1 to produce a combinatorial model we call Rf
of the manifold M . We begin by describing a filtration of the spaces M̄(a, b).
By scaling if necessary, we can assume that the constant ε in the statement
of Theorem B.1 is 1. If γ1 ∈M(a, a1) and γ2 ∈M(a1, b), then the parameter
t ∈ (0, 1] in the flow γ1 ◦t γ2 ∈ M(a, b) can be viewed as a measure of how
close this flow comes to the critical point a1. This interpretation will become
clearer in the proof. Thus the fact that the pairing µ is a diffeomorphism onto
its image allows us to view the space K(a, b) as the space of flows that stay
at least 1 away from all critical points other than a and b (in this undefined
measure).

Next we look at the curves in M̄(a, b) which get within a distance 1 of at
most one intermediate critical point. More generally we can filter the space
M̄(a, b) by saying that a curve in M̄(a, b) has filtration k if it gets within a
distance of less than 1 of at most k intermediate critical points. We now make
this description precise.

For any ordered sequence a = (a0, . . . , al+1) of critical points define

K(a) = K(a0, a1)× · · · × K(al, al+1).

Now define

K0(a, b) = K(a, b) (B.4)

K(k)(a, b) =
⋃

s(a)=a,e(a)=b,l(a)≤k

µ
(

[0, 1]l(a) ×K(a)
)
.
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In this definition of K((k)(a, b) we interpret µ
(
[0, 1]l(a) ×K(a)

)
in the case

where l(a) = 0, in other words a = (a, b), to be K(a, b).
We therefore have that

K(k−1)(a, b) ⊂ K(k)(a, b),

and γ is in K(k)(a, b) if and only if γ can be decomposed as

γ = γ0 ◦s1 · · · ◦sl γl

where γi ∈ K(ai, ai−1), 0 ≤ si ≤ 1, and l ≤ k.
Notice that

1. ⋃
K(k)(a, b) =M(a, b).

2.
K(k)(a, b)−K(k−1)(a, b) ∼=

⊔
s(a)=a,e(a)=b,l(a)=k

[0, 1)k ×K(a),

It then follows that the map⊔
s(a)=a,e(a)=b

[0, 1]l(a) ×K(a) −→ M̄(a, b)

defined by
(s1, · · · , sl; γ0, · · · , γl) −→ γ0 ◦s1 · · · ◦sl γl

is surjective. Therefore M̄(a, b) can be recovered by imposing an equivalence
relation on the above disjoint union. From (2) it follows that this equivalence
relation is generated by

(s1, . . . , si−1, 1, si+1, . . . , sl; γ1, . . . ,γl) ' (B.5)

(s1, . . . , si−1, si+1, . . . , sl; γ1, . . . , γi−1 ◦1 γi, . . . , γl).

Note that the relations only involve the faces of the cubes [0, 1]l(a) which do
not contain the point (0, . . . , 0). From this argument we draw the following
conclusion.

Theorem B.2.
M̄(a, b) ∼=

⊔
a

[0, 1]l(a) ×K(a)/ '

The next step is to go from this description of the spaces M̄(a, b) to one



Appendix: Classifying Spaces and Morse Theory 511

of the manifold M . Recall that, by definition, M̄(a, b) consists of continuous
curves that are differentiable away from finitely many points,

γ : [f(b), f(a)]→M

which satisfy

dγ

dt
= − ∇(f)

‖∇(f)|2 (B.6)

with boundary conditions

γ(f(b)) = b, γ(f(a)) = a. (B.7)

Thus we get a map

φ : [f(b), f(a)]× M̄(a, b)→M

whose image is the closure of the space W (a, b) ⊂M .

Let us simplify the notation slightly by writing

Ja = [f(e(a)), f(s(a))], Ia = [0, 1]l(a).

Then the previous observation shows that the map⊔
a

Ja × Ia ×K(a)→M

defined by

(t; s1, · · · , sl; γ0, · · · , γl) −→ (γ0 ◦s1 · · · ◦sl γl)(t)

is surjective. Once more it is not difficult to extract the appropriate equivalence
relation on the disjoint union.

Define
Rf =

⊔
a

Ja × Ia ×K(a)/ ∼ (B.8)

where the relations ∼ are given by

(t; s1, · · · , si−1, 1,si+1, · · · , sl; γ0, · · · , γl) ∼ (B.9)

(t; s1, · · · , si−1, si+1, · · · , sl; γ0, · · · , γ0, · · · , γi−1 ◦1 γi, · · · , γl)

and

(t; s1, · · · , si−1, 0, si+1, · · · ,sl; γ0, · · · , γl) ∼{
(t; s1, · · · , si−1; γ0, · · · , γi−1), if t ∈ [f(ai), f(a0)]

(t; si+1, · · · , sl; γi+1, · · · , γl), if t ∈ [f(al+1), f(ai)].

(B.10)
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The map φ respects the equivalence relation ∼ so gives a well defined map

Rf −→M.

An elementary analysis now shows that all the identifications which can take
place are consequences of B.9 and B.10. This leads to the following theorem.

Theorem B.3. The map
φ : Rf →M

is a homeomorphism.

Proof. The first step is to check that the relations B.9 are the only relations
which can occur if all the si are non-zero. In this case we are dealing with
genuine flow lines so the result follows from the definition of the relation '
used to construct the model for M̄(a, b), Theorem B.2, and the fact that two
flow lines with a common point are equal.

If one of the si’s is zero then we are dealing with a piecewise flow line.
If two piecewise flow lines have a point in common then this point must be
one of the joining points or else they have a common segment. The first set of
relations in B.10 account for the identifications which occur between points
on piecewise flow-lines of the form γ ◦δ1 and γ ◦δ2. The second set of relations
in B.10 account for the identifications between points on two piecewise flow
lines of the form δ1 ◦ γ and δ2 ◦ γ.

An elementary analysis now shows that all the identifications which can
take place are consequences of B.9 and B.10.

B.0.2 The classifying space of a Morse function

In this section we continue to assume that f : M → R is a Morse-Smale
function. The goal of this section is to prove the following theorem.

Theorem B.4. There is a natural homeomorphism

ψ : Rf → BCf .

In view of Theorem B.3 this shows that BCf is homeomorphic to M , and
completes the proof of Theorem 13.17.

Recall from Section 5.4.3 that the classifying space of Cf is given by

BCf =
∐
a

∆l(a)+1 × M̄(a)/ ∼

where ∆n is the standard n-simplex. The identifications ∼ are given by the
following rules. If t ∈ ∆l(a) and x ∈ M̄(a), then

(t, di(x)) ∼ (δi(t), x)
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and if t ∈ ∆l(a)+2 and x ∈ M̄(a) then

(t, sj(x)) ∼ (σj(t), x).

Here

1. δi : ∆n → ∆n+1 is the inclusion of the i-th face;

2. σj : ∆n+1 → ∆n is the j-th degeneracy, given by projecting linearly onto
the j-th face;

3. di : M̄(a0, . . . , al+1)→ M̄(a0, . . . , ai−1, ai+1, . . . , al+1) is given by

di(γ0, . . . , γl) =


(γ1, · · · , γn) for i = 0

(γ0, · · · , γi ◦ γi+1, · · · γn) for 1 ≤ i ≤ l
(γ0, · · · , γl−1) for i = l.

4. sj : M̄(a0, . . . , al+1)→ M̄(a0, . . . , aj , aj , . . . , al+1) is given by

sj(γ0, · · · , γl) = (γ0, · · · γj , 1, γj+1, · · · , γl)

Recall that Rf is the union of spaces of the form

Ja × Ia ×K(a)

where a = (a0, · · · , al+1) is an ordered sequence of critical points. Recall
also that the spaces K(ai−1, ai) are homeomorphic to the compactified spaces
M̄(ai−1, ai) in such a way that the composition in the category corresponds
to ◦1.

Thus the construction of Rf is very similar to that of BCf . the main
difference is that Rf is constructed from the cubes Ja × Ia whereas BCf is
constructed from simplices. The main point in the argument to prove Theorem
13.17 is to show that the equivalence relations used to define Rf can be
imposed in two steps; the first step turns the cubes into simplices and the
second step imposes the identifications among the simplices that make up
BCf .

Proof of Theorem 13.17
First we look at the image of a single cube

Ja × Ia = Ja × Ia × (γ0, · · · , γl),

where a is the ordered sequence (a0, . . . , al+1), in the quotient space Rf . For
each i with 0 ≤ i ≤ l + 1 define

ai = (a0, · · · ai−1, ai+1, · · · al+1)
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and a map
∂i : Jai × I l−1 −→ Ja × I l

by the formula

∂i(t; s1, · · · , sl−1) =


(t; 0, s1, · · · , sl−1), if i = 0

(t; s1, · · · , si−1, 1, si, · · · , sl−1), for 1 ≤ i ≤ l
(t; s1, · · · , sl−1, 0), if i = l + 1.

Now consider the spaces
Ja × I l−1/ ∼

where we make the following list of identifications: If 1 ≤ i ≤ l, so that
Ja = Jai , then

(t; s1, · · · si−1, 0, si+1, · · · , sl) (B.11)

∼
{

(t; s1, · · · , si−1, 0, s
′
i+1, · · · s′l) if f ∈ [f(ai), f(a0)]

(t; s′1, · · · , s′i−1, 0, si+1, · · · , sl), if t ∈ [f(al+1, f(ai)];

if i = 0, l + 1 then

(t; 0, s2, · · · , sl) ∼ (t; 0, s′2, · · · s′l) if t ∈ [f(a1), f(a0)] (B.12)

(t; s1, · · · , sl−1, 0) ∼ (t; s′1, · · · , s′l−1, 0) if t ∈ [f(al+1, al)];

finally

(f(al+1); s1, · · · , sl) ∼ (f(al+1); s′1, · · · , s′l) (B.13)

(f(a0; s1, · · · , sl) ∼ (f(a0); s′1, · · · , s′l).

It is straightforward to check that if two points in Ja × Ia are identified
then they have the same image in Rf . So we can construct Rf from the spaces
JA × IA/ ∼. However the space Ja × I l/ ∼ is naturally homeomorphic to an
(l + 1)-simplex, and using these homeomorphisms the map ∂i corresponds to
the map δi, that is the inclusion of the i-th face. More precisely, we have the
following combinatorial result, whose verification is straightforward.

Lemma B.5. There are homeomorphisms

ha : Ja × Ia/ ∼ → ∆l+1

which make the following diagrams commute

Ja × Ia/ ∼ ha−−−−→ ∆l+1

∂i

x xδi
Jai × Iai/ ∼ −−−−→

hai

∆l.
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At this stage we have used up the first relations B.10 in the definition of
Rf . Now we impose the relations B.9 to get the following result. Once more
the proof is straightforward.

Lemma B.6. There is a homeomorphism

Rf ∼=
⊔
a

∆l(a)+1 ×K(a)/ ∼

where, in the coordinates for ∆n given by

∆n =

{
(s1, . . . , sn) ∈ Rn : 0 ≤ si ≤ 1, and

n∑
i=1

si ≤ 1

}
,

(s0, · · · , si−1,0, si+1, · · · , sl; γ0, · · · , γl) ∼ (B.14)
(s1, · · · sl; γ1, · · · , γl) if i = 0

(s0, · · · , si−1, si+1, · · · , sl; γ0, · · · , γi−1 ◦1 γi, · · · γl) if 1 ≤ i ≤ l − 1

(s0, · · · , sl−1; γ0, · · · , γl−1) if i = l

(B.15)

We can now complete the proof of Theorem 13.17. First we must regard the
category Cf as the category with spaces of morphisms K(a, b) and composition
law defined by ◦1. Now recall that we are assuming that the sequence a is
strictly ordered, that is a = (a0, . . . , al+1) with ai > ai+1 using Smale’s partial
ordering. If we now compare the model for Rf given by Lemma B.6 with the
definition of BCf we see that the difference is that in Lemma B.6 we have used
the space of non-degenerate simplices rather than the space of all simplices.
Thus using Lemma B.6 we have constructed a map

Rf → BCf .

Now using the following two properties of Cf

1. the only morphism in Cf from the object a to itself is the identity,

2. if α1, β1 : a→ b, α2, β2 : b→ c are morphisms in Cf such that

α2 ◦ α1 = β2 ◦ β1

then it follows that
α1 = β1, α2 = β2,

one simply verifies that the map

Rf → BCf .
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is a bijection with an obviously continuous inverse.

We end this appendix by pointing out that a somewhat weaker version
of Theorem 13.17 can be proved in a much simpler fashion. Indeed one only
needs basic facts about the homotopy theory of topological categories, such
as is contained in [129] or [135]. More specifically we give a quick proof of the
following:

Theorem B.7. Let f : M → R be a Morse function on a closed Riemannian
manifold satisfying the Morse-Smale property. Then there is a map

φ : BCf →M

that induces an isomorphism in homology.

Proof. Let C be a small category. Following [110] define a subdivision of C,
sdC, as follows:

Objects.The objects of sdC are the morphisms in C.
Morphisms. Let γ1 : a1 → b1 and γ2 : a2 → b2 be objects in sdC. A morphism
γ1 → γ2 consists of a pair of morphisms in C

α : a1 → a2, β : b2 → b1

such that the following diagram commutes

a1
γ1−−−−→ b1

α

y xβ
a2 −−−−→

γ2

b2.

The composition law is the natural one.

For technical reasons we need to enlarge the category sdCf . Define s̃d(Cf )
as follows:

Objects. The objects of s̃d(Cf ) are pairs (γ, x) where γ is a piecewise flow
line and x is a point on γ.

Morphisms There are no morphisms from (γ1, x1) to (γ2, x2) unless x1 = x2.
If x1 = x2 then the morphisms from (γ1, x1) to (γ2, x2) are the same as the
morphisms from γ1 to γ2 in the category sd(Cf ).

There is an obvious functor

Ψ : s̃d(Cf )→ sd(Cf )

given by forgetting the preferred point. This functor induces a map of classi-
fying spaces

BΨ : Bs̃d(Cf )→ Bsd(Cf ).
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Lemma B.8. The map BΨ : Bs̃d(Cf )→ Bsd(Cf ) is a homotopy equivalence.

Proof. The map induced by the forgetful functor Ψ on the space of chains
of composable morphisms of length n is a fibration with contractible fibers
and therefore a homotopy equivalence. It is now standard, from the theory of
simplicial spaces (see [110]) that the map on the geometric realizations of the
nerves of the categories, BΨ is a homotopy equivalence.

From the manifold M construct a topological category M whose objects
are the points of M and whose morphisms consist only of the identity maps.
Thus there are no morphisms in M from x to y if x 6= y. It is clear from the
construction of the classifying space that

BM = M.

There is a functor Θ : s̃d(Cf ) → M defined by sending (γ, x) to x and this
induces a map of classifying spaces

BΘ : Bs̃d(Cf )→ BM = M.

To complete the proof of Theorem B.7 it now suffices to prove the following:

Lemma B.9. The map in homology (BΘ)∗ : H∗(Bs̃d(Cf )) → H∗(M) is an
isomorphism.

Proof. For a point x ∈ M , consider the fiber, BΘ−1(x) ⊂ Bs̃d(Cf ). This is

the classifying space of the subcategory of Θ−1(x) of s̃d(Cf ) whose objects
are pairs (γ, x) where γ is a piecewise flow lines in M that goes through x.
Notice that this category has a terminal object. It is the pair (γx, x) where γx
is the unique flow line (as opposed to piecewise flow line) that goes through
x. The reader can check that this is a terminal object by reviewing what the
morphisms are in the category Θ−1(x) ⊂ s̃d(Cf ). ThusBΘ−1(x) is contractible
for every x ∈M .

Now if we knew that BΘ was a fibration, we would conclude that it is
a homotopy equivalence, since all of its fibers are contractible. Failing this
we rely on a classical result in algebraic topology called the “Vietoris - Begle
Theorem”. (see [141] chapter 6, theorem 14).

Theorem B.10. . Let f : X ′ → X be a closed continuous, surjective map

between paracompact Hausdorff spaces. Assume that ˜̄H∗(f−1(x)) = 0 for all
x ∈ X. Then

f∗ : H̄∗(X)→ H̄∗(X ′)

is an isomorphism. Here H̄∗ denotes Cech cohomology.
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We may therefore conclude that (BΘ)∗ is an isomorphism in Cech cohomol-
ogy. But since M is a manifold, it is a CW complex, and so its Cech cohomol-
ogy is equal to its ordinary (singular) cohomology. Now this is true for Bs̃d(Cf )
as well, for the following reason. Since we assumed that f : M → R satisfied
the Morse-Smale property, the moduli spaces of piecewise flows M̄(a, b) are
all manifolds, and hence CW -complexes. But the morphism spaces of s̃d(Cf )
are built out of these spaces and are hence CW -complexes themselves. One
then checks quickly that this implies the classifying space Bs̃d(Cf ) is therefore
a CW -complex. Hence we can conclude that its Cech cohomology is isomor-
phic to its singular cohomology. Thus BΘ induces an isomorphism on singular
cohomology, and therefore on singular homology.

We end by noting that the only place in the proof of Theorem B.7 that
the Morse-Smale assumption about the Morse function f : M → R was used,
was in using the fact that the moduli spaces M̄(a, b) were manifolds (actually
them being CW -complexes was sufficient). Theorem B.7 would hold if one
simply knew this fact.
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