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We present a study of the image blurring and depolarization resulting from the transmission of a narrow beam of light through a continuous random medium. We investigate the dependence of image quality degradation and of the depolarization on optical thickness, correlation length of the inhomogeneities, and incident polarization state. This is done numerically with a Monte Carlo method based on a transport equation which takes into account polarization of light. We compare our results with transport in media with discrete spherical scatterers. We show that depolarization effects are different in the two models. © 2000 Optical Society of America
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1. Introduction

Optical imaging through scattering media has been intensively investigated over the last few years in different fields, such as atmospheric remote sensing,\textsuperscript{1-3} underwater photography,\textsuperscript{4} biological optics,\textsuperscript{5-7} and medical imaging.\textsuperscript{8-11} Because multiple scattering results in image blurring, various techniques (e.g., time gating, optical coherence, confocal detection, etc ...) have been devised to overcome this difficulty. All these techniques discriminate between weakly and strongly scattered photons. More recently, methods involving polarization effects have attracted significant interest for their simplicity and low cost.\textsuperscript{12-14} Multiple scattering gives rise to diffusion of the total intensity, and also to depolarization. Schmitt et al.\textsuperscript{12} showed experimentally that a polarization-sensitive technique could discriminate between short path photons (carrying the information) and long path photons transmitted through opti-
cally thick media. Their results clearly displayed that polarization-sensitive methods gave better contrast of images of absorbing strips in highly scattering media. Depolarization effects can be used as a discrimination criterion because the polarization of short-path photons (ballistic and snake photons) differs from that of long-path photons (diffusive photons).

We shall consider transmission of narrow polarized laser beams through biological tissues. Usually, a biological tissue is modeled as a medium containing discrete spherical particles of the same or different sizes. However, it is not likely that spherical inclusions are adequate to represent tissue inhomogeneities. On a microscopic scale, tissue does not have clear boundaries between its different constituents. Instead, random low contrast inhomogeneities (of the order of 5%) in the refractive index are observed in most soft tissues. This suggests an approach based on the theory of wave propagation in continuous random media, where light scattering is not due to the discontinuities in refractive index. Moreover, Sankaran et al. have reported recently on the distinctly different polarization effects in common tissue phantoms composed of microspheres diluted in water and biological tissues.

The theory of radiative transfer, employing Stokes parameters, can be used to describe light propagation through a medium. Analytical solutions are not known except in simple particular cases, such as plane parallel atmospheres with a constant net flux. When the incident laser beam is narrow no solution is known. Therefore we have developed a Monte Carlo method to obtain the spatial distribution of the total intensity and of the polarization components of the transmitted beam. The magnitudes of these components and of the total intensity for a narrow incident beam are called the point-spread functions. The analysis of the degradation of the image and of the depolarization is usually done in terms of these functions.

In the next section we describe our model and we discuss how it differs from models that consider media with discrete spherical scatterers. In the third section we describe a Monte Carlo method for three-dimensional problems. It solves the radiative transport equation, as is explained in Appendix A, and it is exact up to statistical errors. Section four contains the numerical results for the point-spread functions. It also presents the results of a numerical experiment which demonstrates that polarization-sensitive techniques can improve the image quality of a target embedded in turbid media. The last section contains our conclusions.

2. Scattering process for the Stokes parameters

A. Weakly fluctuating random media versus microsphere suspensions

A biological tissue is a medium varying randomly in space containing inhomogeneities with no clear boundaries. We describe it as a medium with weak random fluctuations of the dielectric permittivity \( \epsilon(\mathbf{r}) = \epsilon_0[1 + \delta \epsilon(\mathbf{r})] \), where \( \mathbf{r} \) denotes position and \( \delta \epsilon(\mathbf{r}) \) is the random fractional permittivity fluctuation. We suppose that it
is illuminated by a light source. Due to interaction with the inhomogeneities, light waves with wave vector \( \mathbf{k}' \) at point \( \mathbf{r} \) can scatter into any direction \( \mathbf{k} \) with wave vector \( \mathbf{k} \), where \( \mathbf{k} = k/|k| \). The statistical properties of the light propagating through the medium can be specified by the Stokes vector (see Appendix A)

\[
\mathbf{I} = \begin{pmatrix} I \\ Q \\ U \\ V \end{pmatrix},
\]

where

\[
I = \langle E_i E_i^* + E_r E_r^* \rangle,
\]
\[
Q = \langle E_i E_r^* - E_r E_i^* \rangle,
\]
\[
U = \langle E_i E_i^* + E_r E_r^* \rangle,
\]
\[
V = i\langle E_i E_r^* - E_r E_i^* \rangle.
\]

Here \( E_i \) and \( E_r \) are the complex amplitudes of the field referred to a chosen orthonormal system \( (e_i, e_r) \), see Fig. 1a. They are perpendicular to the direction \( \mathbf{k} \) of propagation of the wave (i.e., \( \mathbf{k} \times e_i = e_r \)), and \( \langle \cdot \rangle \) denotes statistical averaging. The Stokes parameters can be measured easily using linear and circular analyzers. \( Q \) is determined as the difference between the intensities transmitted through two linear polarizers with orthogonal directions. The parameter \( U \) is determined similarly to \( Q \), but with reference to linear polarizers rotated by 45° with respect to those of \( Q \). Finally \( V \) is measured as the difference between the intensities passing through right and left circular analyzers.

The scattered Stokes vector \( \mathbf{I}^{(s)} \) is related to the incident Stokes vector \( \mathbf{I}^{(i)} \) by the \( 4 \times 4 \) scattering matrix \( F \):

\[
\mathbf{I}^{(s)} = F \mathbf{I}^{(i)}.
\]

To determine \( F \) we make use of the statistical properties of the fractional permittivity fluctuation \( \delta \epsilon(\mathbf{r}) \). If it is space-homogeneous and isotropic, its correlation function \( R(r) \) is a function of the separation distance \( r \):

\[
R(r) = \langle \delta \epsilon(\mathbf{r}') \delta \epsilon(\mathbf{r}' + \mathbf{r}) \rangle.
\]

The corresponding power spectral density function \( \hat{R}(k) \) is a function of the length of the wave vector \( \mathbf{k} \):

\[
\hat{R}(k) = \frac{1}{(2\pi)^3} \int e^{i\mathbf{k} \cdot \mathbf{r}} R(\mathbf{r}) d\mathbf{r}.
\]

When the correlation length of the fluctuations is small compared with the wavelength, then it is convenient to approximate \( R(r) \) by a delta function, \( R(r) = R(0) \delta(r) \). Then \( \hat{R}(k) = R(0)/(2\pi)^3 \).
For weakly fluctuating random media, the scattering matrix is directly related to the power spectral density of the fluctuations by:\(^23\)

\[
F(\Theta) = \frac{\pi}{2} k^4 \hat{R}(2k \sin \frac{\Theta}{2}) S(\Theta) .
\]  

(6)

Here the scattering angle \(\Theta\) is the angle between the incident wave vector \(\mathbf{k}'\) and the scattered wave vector \(\mathbf{k}\), and

\[
S(\Theta) = \frac{1}{2} \begin{pmatrix}
1 + \cos^2 \Theta & \cos^2 \Theta - 1 & 0 & 0 \\
\cos^2 \Theta - 1 & 1 + \cos^2 \Theta & 0 & 0 \\
0 & 0 & 2 \cos \Theta & 0 \\
0 & 0 & 0 & 2 \cos \Theta
\end{pmatrix}.
\]  

(7)

The total scattering cross-section \(\Sigma_s(k)\) is given in terms of \(\hat{R}(k)\) by

\[
\Sigma_s(k) = \frac{\pi}{2} k^4 \int_{-1}^{1} \hat{R}(k \sqrt{2 - 2 \cos \Theta}) |1 + \cos^2 \Theta| d(\cos \Theta) .
\]  

(8)

This form of the scattering matrix (6), involving the power spectral density, comes from the Born expansion of the solution of Maxwell’s equations in a weakly fluctuating medium. The Born approximation is the single-scattering approximation. From it, the scattered Stokes vector \(\mathbf{I}^{(s)}\) computed from (2) is found to be related to the incident Stokes vector \(\mathbf{I}^{(i)}\) by (3), with \(F\) given by (6).

Equation (7) shows that the circularly polarized component \(V\) is decoupled from the other components in weakly fluctuating random media, independently of the size of the inhomogeneities. This is because the electric fields scattered from different small volumes within the medium are always independent.\(^24\) This is in clear contrast with the scattering by a medium composed of spherical scatterers with refractive index discontinuities. For such a medium, the \(4 \times 4\) scattering matrix \(M\), derived by Mie theory, is of the form

\[
M(\Theta) = \begin{pmatrix}
M_{11} & M_{12} & 0 & 0 \\
M_{21} & M_{22} & 0 & 0 \\
0 & 0 & M_{33} & M_{34} \\
0 & 0 & M_{43} & M_{44}
\end{pmatrix}.
\]  

(9)

The elements \(M_{34}\) and \(M_{43}\), which couple the circularly polarized component to the others, are in general different from zero. The matrix elements are functions of the sphere radius and the relative index of refraction between the spheres and the surrounding medium. When the sphere radius tends to zero, \(M_{34}\) and \(M_{43}\) tend to zero, and \(M(\Theta)\) tends to \(S(\Theta)\).

Scattering matrices (7) and (9) are referred to the scattering plane as the plane of reference. The vectors \(\mathbf{e}_i\) used to define the incident and scattered Stokes vectors
are contained in this plane, see Fig. 1b. In multiple scattering problems, it is more convenient to express (7) with the \( \mathbf{e}_1 \) parallel to the meridian plane as in Fig. 7. This is discussed in Appendix A where the form of the scattering matrix in this basis is given.

B. Correlation Function and Power Spectral Density Function

Equation (6) is the basic expression for the scattering matrix in a weakly fluctuating random medium, and relates the angular scattering pattern to the statistical characteristics of the medium. The scattering pattern is the product of the matrix \( S(\Theta) \), which is a purely geometrical factor, and the scalar function \( \hat{R}(2k\sin\Theta/2) \), which involves the statistical properties of the medium. The power spectral density function \( \hat{R} \) can be obtained experimentally.\(^{15}\) However, in many practical situations the spectral characteristics of the fluctuations can be modeled by simple functions. For mathematical simplicity we consider a model with only two parameters: the relative strength of the fluctuations, \( \varepsilon \), and the correlation length, \( l \). We use an exponential form for the correlation function,

\[
\hat{R}(r) = \varepsilon^2 e^{-r/l}.
\]

In this case the power spectral density function is given by

\[
\hat{R}(k) = \frac{\varepsilon^2 l^3}{\pi^2(1 + k^2 l^2)^2}.
\]

The exponential correlation function (10) is a special case of the von Karman correlation function, used to model the spectral characteristics of the fluctuations in turbulent media.

We note that the power spectral density function (11) becomes independent of \( k \) for \( kl \ll 1 \), so then the factor \( \hat{R} \) in (6) is independent of \( \Theta \). \( \hat{R}(k) \) is proportional to \( (kl)^{-4} \) for \( kl \gg 1 \), so as \( kl \) increases, the scattering becomes more peaked in the forward direction.

The mean value of the cosine of the scattering angle, called the anisotropy factor, is defined by

\[
g(k) = \frac{\pi^2 k^4}{2 \Sigma^2(k)} \int_{-1}^{1} \cos \Theta \hat{R}(k\sqrt{2 - 2\cos \Theta})[1 + \cos^2 \Theta]d(\cos \Theta)
\]

It is one of the parameters used to describe the optical properties of a medium. For the correlation function (10) with \( kl \) equal to 0, 1, or 2, \( g \) is equal to 0, 0.30, or 0.48, respectively. We note that \( g \) is typically larger than these values in biological tissues (> 0.70 for wavelengths in the visible). This is so because although the majority of the scattering takes place from structures within the cell, like mitochondria (diameter of the order \( 0.3 - 0.7 \mu m \)) or lysosomes and peroxisomes (diameter of the order
0.2 – 0.5µm), g is very sensitive to the largest structures of the tissue, that is, to the cell itself (diameter of the order 10 – 30µm).

More complicated correlation functions than (10) could yield larger values of g for wavelengths in the visible.

To sum up, a tissue is characterized by a power spectral density function \( \hat{R} \) which gives the scattering matrix (6), the scattering coefficient (8), and the anisotropy factor (12). The differences between the scattering matrices \( F \) and \( M \) as the size of the scatterers increases can explain the distinctly different polarization effects reported by Sankaran et al. between polarized light propagation in common tissue phantoms (microsphere suspensions) and in biological tissues. Although the phantom is chosen to match the scattering and absorbing properties of the tissue, the high index of refraction ratio between the microspheres and the water alters the polarization effects.

3. Description of the Monte Carlo method

A. Brief review of the literature

Monte Carlo calculations for the study of light propagation in turbid media have been employed by Plass and Kattawar, Meier, Wilson and Adam, Tinet et al., Zaccanti, and others. In all these papers the vector nature of light propagation was not taken into account. To our knowledge, the first Monte Carlo method which takes into consideration the polarization of light was carried out by Kattawar and Plass. However, in this work the scattering angle is sampled from the scalar phase function, which is the one-one element of the matrix \( F \) or \( M \), in (6) or (9), and does not depend on the polarization state. This scheme is followed by other workers such as, for example, Aruga and Igarashi. If the scalar phase function is used to select the scattering angle, then the light can be scattered in any direction. This is not what happens physically. Since light waves are transverse, they are not emitted along the direction of polarization. Brusaglioni et al. corrected this by weighting the scattered photon according to the scattering angle and to the incident polarization state. We note that in all these papers the scattering matrix is defined with respect to the scattering plane as the plane of reference. Consequently, at each scattering event the Stokes vectors, both incident and scattered, have to be rotated appropriately. Since this is time consuming, we express the scattering matrix with respect to the meridian plane as explained in the Appendix.

Partially polarized light is governed by the transport equation (34) for its coherence matrix \( W(t, x, k) \), which is related to the Stokes vector by (33). To solve (34) for \( W \), or for the Stokes vector, we shall use a Monte Carlo method devised especially for this purpose by Bal, Papanicolau and Ryzhik.

The backbone of a Monte Carlo method for particle transport problems is a simulation of the trajectories of the particles according to underlying probability laws which depend on the scattering medium. The simplest method involves mimicking
the random walk of the physical particle transport process and recording a score each time a particle encounters the scoring region. This analog simulation, although simple, will be ineffective when few particles reach the scoring region, since the score converges to the expected value at the rate $\text{const.}/\sqrt{N}$, where $N$ is the number of scores. For problems with an extended source this difficulty can be overcome by using a backward Monte Carlo method, but if the source is a point the difficulty remains.

We use two basic approaches to improve the convergence. First, we modify the random walk sampling to follow more particles in important regions where the scoring contributes more to the final tally. This is especially relevant in computing light transmission through a medium of large optical thickness. In that case, only a small fraction of particles penetrates into the deeper regions of the medium, producing bad statistics in the computation. Second, we modify the scoring method to maximize the statistical information of a given random walk. In doing this, a trajectory is no longer associated with a single particle. The replacement of the analog simulation by a non-analog one is usually called a variance reduction technique.

In the next subsection we describe the simplest case of the analog simulation. In subsection C we explain the geometry splitting and Russian roulette, whose objective is to spend more time sampling particles in important regions and less time sampling particles in unimportant regions. In subsection D we explain the point detector technique, which is a deterministic estimate of the flux at a point from each collision.

**B. Analog Monte Carlo Sampling**

The history of each photon is initiated by releasing it from the point $\mathbf{r}_0 = (0, 0, 0)$ with direction $\hat{\mathbf{k}}_0$ normal to the surface of the medium, and with a specified polarization state. When the beam is linearly polarized, it is 100% polarized parallel to the $(x, z)$ plane, so the Stokes vector can be written as $[I_0, Q_0, U_0, V_0] = [1, 1, 0, 0]$. When the beam is circularly polarized, the Stokes vector is $[I_0, Q_0, U_0, V_0] = [1, 0, 0, 1]$.

The path length traveled by the photon before undergoing scattering is given by

$$l_{\text{coll}} = -\ln(\xi)/\Sigma_s,$$

where $\xi$ is a random number uniformly distributed in the interval $(0, 1)$. The photon’s scattering position $\mathbf{r}_1$ is

$$\mathbf{r}_1 = \mathbf{r}_0 + \hat{\mathbf{k}}_0 l_{\text{coll}},$$

with $\hat{\mathbf{k}}_0 = (\sin \theta_0 \cos \phi_0, \sin \theta_0 \sin \phi_0, \cos \theta_0)$. Next, the scattering direction $\hat{\mathbf{k}}_1$ is determined according to the probability density function

$$P(\hat{\mathbf{k}}_1, \hat{\mathbf{k}}_0, Q_0, U_0) = \frac{\pi k^4}{2 \Sigma_s} \hat{R} \left[ \frac{T_{11}^2 + T_{21}^2 + T_{12}^2 + T_{22}^2}{2} + \frac{T_{11}^2 + T_{21}^2 - T_{12}^2 - T_{22}^2}{2} Q_0 \right]$$
\[ + \left( T_{11} T_{12} + T_{21} T_{22} \right) U_0 \] 

Equation (15) corresponds to the first component of \( I^{(e)} \) in equation (3) when the intensity of the incident Stokes vector \( I^{(i)} \) is normalized to one. The probability density function \( P \) also contains a normalization factor to preserve particle number in a pure scattering event. This normalization factor is independent of the incoming state of polarization.

In (15), \( T_{ij}, (i, j = 1, 2) \) is defined in Appendix A. \( P \) has been normalized to satisfy

\[ \int P(\hat{k}_1, \hat{k}_0, Q_0, U_0) d\hat{k}_1 = 1, \tag{16} \]

and the argument of \( \hat{R} \) is \( k|\hat{k}_1 - \hat{k}_0| = 2k \sin \frac{\theta}{2} \). Equation (16) expresses particle conservation in each scattering event. We note that \( P \) in (15) depends on the incidence and scattering directions, and also on the incoming polarization state. We also note that in (16), the integral of the terms multiplied by \( Q_0 \) and \( U_0 \) is zero. Once the new direction \( \hat{k}_1 \) is chosen, the outgoing polarization state is

\[ I^{(1)} = \frac{1}{\Sigma_s P(\hat{k}_1, \hat{k}_0, Q_0, U_0)} \hat{F}(\hat{k}_1, \hat{k}_0) I^{(0)}. \tag{17} \]

This does not depend on \( \hat{R}(k) \). In (17) \( \hat{F} \) is the scattering matrix with the meridian plane as plane of reference for the Stokes vectors. It can be checked by direct computation that if the incident photon is fully polarized, i.e. \( I_0^2 = Q_0^2 + U_0^2 + V_0^2 \), then the scattered photon, with polarization \( I^{(1)} \) given by (17), is also completely polarized.

Next, a new path length is calculated from (13) and the tracing continues using (14)-(17), where now sub-indices 0 and 1 denote the variables of the photon before and after each scattering event, respectively.

If a photon reaches the detector at an angle with the normal to the sample surface that is less than its semiaperture, then its contribution to the quantities of interest (intensity and polarization) are stored. If the incident beam is circularly polarized, two quantities are computed: the total intensity \( I \) and the circular component \( V \). In the case of a linearly polarized incident beam, three intensities are computed: the total intensity \( I \), the parallel-polarized component \( I_t \), and the cross-polarized component \( I_r \). If a photon of intensity \( dI = 1 \) arrives at the detector with polar direction \((\theta_d, \phi_d)\), these two last intensities can be calculated easily from the Stokes parameters \( Q_d \) and \( U_d \) of the photon. The direction of polarization makes an angle \( \chi_d = 1/2 \arctan(U_d/Q_d) \) with the meridian plane (plane of constant \( \phi_d \)), and therefore the contribution of the photon is:

\[ I = dI, \tag{18} \]
\[ I_t = dI [\cos^2(\phi_d + \chi_d) \cos^2 \theta_d + \sin^2 \theta_d], \tag{19} \]
\[ I_r = dI [\sin^2(\phi_d + \chi_d) \cos^2 \theta_d + \sin^2 \theta_d]. \tag{20} \]
Here we are interested in the transmitted intensity. To compute the reflected intensity, we must change $\chi_d$ to $-\chi_d$ in equations (19) and (20).

After $N$ photons have been traced, and the intensities $I^{(n)}$, $I_t^{(n)}$, $I_r^{(n)}$, and $V^{(n)}$ of the $N$ histories have been stored, we average to obtain the statistical result,

$$
\bar{I} = \frac{1}{N} \sum_{n=1}^{N} I^{(n)}, \quad \bar{I}_t = \frac{1}{N} \sum_{n=1}^{N} I_t^{(n)}, \quad \bar{I}_r = \frac{1}{N} \sum_{n=1}^{N} I_r^{(n)}, \quad \bar{V} = \frac{1}{N} \sum_{n=1}^{N} V^{(n)}.
$$

(21)

We note from (19) and (20) that $I_t + I_r = I(1 + \sin^2 \theta_d)$. This is not equal to $I$ unless $\sin \theta_d = 0$, because if $\sin \theta_d \neq 0$ there is a component of the electric field normal to the analyzers. This component is transmitted through them independently of their orientation. Consequently, when measuring a bundle of light, in a typical experimental situation, the sum $\bar{I}_t + \bar{I}_r$ of the parallel and cross-polarized components is not equal to the total intensity $\bar{I}$, measured without polarization analyzers.

We also note that the fraction of light with the original polarization, $(\bar{I}_t - \bar{I}_r)/\bar{I}$, coincides with the common definition of the degree of polarization $\sqrt{\bar{Q}^2 + \bar{U}^2}/\bar{I}$, only for small apertures. In this case, the intensity of light that has maintained the incident polarization state, $\bar{I}_t - \bar{I}_r$, is a measure of the Stokes parameter $\bar{Q}$. In the problem that we shall consider, $\bar{U}$ is zero due to symmetry.

C. Splitting and Russian Roulette

One of the most widely used variance reduction methods is the combination of the so-called importance splitting and Russian roulette techniques. The problem domain is divided into $M$ subdomains with different importances $\mathcal{I}^{(m)}$ ($m = 0, \ldots, M - 1$). We will assume for simplicity that $\mathcal{I}^{(m)} = c^m$ where $c$ is a chosen positive integer. The more probable it is that a particle in a sub-domain can score at the detector, the more important is the sub-domain. Let a particle of weight $W$ evolve between two collisions $i$ and $i + 1$, and let us denote the importance of the particle by $\mathcal{I}_i$ and $\mathcal{I}_{i+1}$ at each collision ($\mathcal{I}_i = \mathcal{I}^{(m)}$ if at collision $i$ the photon is in sub-domain $m$). We form the importance ratio $\eta = \mathcal{I}_{i+1}/\mathcal{I}_i$. If $\eta = 1$ the importance of the photon does not change and its transport continues in the usual way. If $\eta > 1$ the photon has moved to a more important region and it is split into $N_{\text{split}} = \eta$ photons. The weight $W$ of each of the split photons is divided by $N_{\text{split}}$. If $\eta < 1$ it has entered into a less important region, and a Russian roulette game is played where the particle has probability $p_{\text{surv}} = \eta$ of surviving. A random number $\xi$ is drawn uniformly on the interval $(0, 1)$ and compared with $p_{\text{surv}}$. If $\xi < p_{\text{surv}}$ the photon survives and its weight is increased by $1/p_{\text{surv}}$. Otherwise, it is eliminated. In doing this, however, a balance has to be struck. Implementing splitting generally decreases the history variance but increases the computing time per history. On the contrary, Russian roulette increases the former and decreases the latter, so that more histories can be run. The usual measure of efficiency of the Monte Carlo simulations is the figure
of merit $1/\sigma^2 t$, where the variance $\sigma^2$ measures the inaccuracy of the result, and $t$ is the mean time per history. We have seen experimentally that, for example, for a medium of optical thickness 12, the choice $c = 2$ and $M = 5$ improves the figure of merit by a factor 10. However, for optical thickness less than 8 we have not found the splitting/Russian roulette necessary. For deep penetration, experience has indicated that the best splitting results are achieved keeping the particle flux through the medium close to a flat distribution, and that there is a broad range of parameters close to the optimal choice. If splitting with Russian roulette is the only variance reduction technique used, all particles in the same sub-domain $m$ have the same weight $1/I^{(m)}$, assuming that all particle histories began with weight 1.

D. Point detectors

We now consider scoring at a small detector of area $dA$, often called a point detector. For each scattering event $i$ of the $n$-th photon, we store the probability that the $n$-th scattered photon, of weight $W_i^{(n)}$, will arrive at the detector without further collisions. Let $P(\Theta, \mathcal{P})d\Omega$ be the probability of scattering into the solid angle $d\Omega$ about $\Theta$, where $\Theta$ is the scattering angle directed to the detector, and $\mathcal{P} = (Q_0, U_0)$ denotes the linear polarization state of the photon. Taking into account the attenuation suffered by particles traveling through the medium, the probability of arriving at the detector is

$$ P(\Theta, \mathcal{P})d\Omega e^{-\int_0^R \Sigma_s(t)dt} , \quad (22) $$

where $R$ is the distance covered within the medium. We recall that we are considering non-absorbing media. Absorption can be accounted for easily by replacing the scattering coefficient $\Sigma_s$ in (22) by the total extinction coefficient $\Sigma_t = \Sigma_s + \Sigma_a$, where $\Sigma_a$ is the absorption coefficient.

If the detector of area $dA$ has normal vector forming the angle $\theta_d$ with respect to the line of flight, then $d\Omega = \cos \theta_d dA/R^2$, and (22) becomes

$$ P(\Theta, \mathcal{P}) \frac{\cos \theta_d e^{-\int_0^R \Sigma_s(t)dt}}{R^2} dA . \quad (23) $$

Since the flux is the number of particles crossing unit area per unit time, the contribution of the $i$-th collision to the flux at the detector is given by

$$ \mathcal{F}_{i_i}^{(n)} = W_i^{(n)} P(\Theta, \mathcal{P}) \frac{\cos \theta_d e^{-\Sigma_s R}}{R^2} . \quad (24) $$

Here we have evaluated the integral for a homogeneous medium. The contribution to the Stokes parameters is given by equation (17) times $\mathcal{F}_{i_i}^{(n)}$. In the case of a linearly polarized incident beam, the contributions to the parallel and cross-polarized components are evaluated with expressions similar to (19) and (20), respectively.
After $N$ photons have been traced, the statistical averages are computed as

$$
\mathcal{F}_I = \frac{1}{N} \sum_{n=1}^{N} \sum_{i=1}^{S_n} \mathcal{F}^{(n)}_{II}, \quad \mathcal{F}_I = \frac{1}{N} \sum_{n=1}^{N} S_n \mathcal{F}^{(n)}_{II}, \quad \mathcal{F}_r = \frac{1}{N} \sum_{n=1}^{N} \sum_{i=1}^{S_n} \mathcal{F}^{(n)}_{ri}, \quad \mathcal{F}_V = \frac{1}{N} \sum_{n=1}^{N} \sum_{i=1}^{S_n} \mathcal{F}^{(n)}_{Vi},
$$

(25)

where $S_n$ is the number of scatterings events of the $n$-th photon.

In spite of the simplicity of the method, the point detector estimator has a serious drawback. The expression (24) becomes infinite when a collision takes place infinitely close to the detector, giving rise to an unbounded estimator with infinite variance and consequently a low rate of convergence. Several methods have been developed to overcome this difficulty.\textsuperscript{30-41} However, if the detector is not in the scattering medium, a collision close to the detector is impossible and the estimator is bounded. Our point detectors are placed at a distance $d = 1\text{mm}$ from the exit surface, so we replace the $R$ in the denominator of Eq. (24) by $(R + d / \cos \theta_d)$. Point detectors have been used widely in the literature.\textsuperscript{30,33,39,42} In the paper of Tinet et al.\textsuperscript{30} point detectors are used along with the statistical estimator idea to accelerate the convergence for scalar transport.

Since tracing photons from each collision to the detector is time consuming, especially in the case where an object is embedded, we have also implemented a Russian roulette game for the detector. If the collision takes place in a region of importance $I^{(m)}$, we introduce the probability to contribute to the flux equal to $I^{(m)}/I^{(M-1)} = e^{m-M+1}$. If the particle wins the game its deterministic contribution is multiplied by $I^{(M-1)}/I^{(m)}$ and it is stored. Otherwise, the contribution is not stored.

\section{Numerical Results}

\subsection{Scan profiles with barrier}

Figure 2a shows the geometry of our numerical experiment. A normally incident linearly polarized laser beam is used to illuminate an $8\text{mm} \times 8\text{mm} \times 8\text{mm}$ sample. The different laser beam positions at the top of the sample are 0.5mm apart. A single measurement is made by placing the laser beam at one of these positions and the detector on the optical axis at the bottom of the sample. The detector collects transmitted photons with polarization parallel and perpendicular to the incident polarization, at angles less than 16° from the normal to the sample surface. In the middle of the sample there is a 2mm $\times$ 8mm absorbing strip. A complete scan consists of 9 measurements. This configuration is motivated by the experiments of Schmitt et. al.\textsuperscript{12} The same results are obtained for similarly scaled geometries if the optical thickness of the medium, $\tau = \Sigma_s Z$, is kept constant and the media are non-absorbing. For microsphere suspensions, the mean free path $\Sigma_s^{-1}$ depends on the scatterer concentration and is in the range $4 - 200\text{mm}$ in some recent experiments measuring polarization.\textsuperscript{7,12,14} However, biological tissues have smaller mean
free paths, of the order of $0.03 - 0.2 \text{mm}$. Therefore the thickness of the sample $Z$ must be adjusted so that its optical depth is not so big that the polarization cannot be measured. Scattering mean free paths of other media are shown in table 1. Our numerically computed intensity and polarization are shown as functions of the optical thickness. Table 1 can then be used to determine corresponding distances for imaging in different scattering media.

In Figs. 3a and 3b we show scan profiles for samples of optical thickness $\tau = 4$ and $\tau = 9$, respectively. In both cases the correlation length of the random inhomogeneities is much smaller than the incident wavelength $(k l \ll 1)$. The solid curve is the calculated profile of the total transmitted intensity $I$. The dashed curve is the calculated profile for the polarization-difference, obtained by subtracting the perpendicular transmitted component $I_p$ from the parallel transmitted component $I_t$. The thick line at the top of the figure indicates the position of the absorbing strip. The profiles have been normalized by their maxima. For $\tau = 4$, both the total intensity profile and the polarization-difference profile resolve the barrier, and the polarization-difference technique does not have any particular advantage. However, for $\tau = 9$ the enhanced resolution of the polarization-difference technique is apparent. The reason for this enhanced resolution is that the subtraction of one orthogonal polarized component from the other cancels the diffusive component of the transmitted light. In the difference $I_i - I_r$, only ballistic photons and weakly scattered photons (snake photons), which keep their initial polarization, are retained.

Another consequence of the subtraction of one polarization from the other is that the un-normalized scan profile of the polarization-difference $I_i - I_r$ is smaller than the un-normalized scan profile of the total intensity $I$. For example, for $\tau = 9$ the polarization-difference has decreased by a factor of 16 compared to $I$, see Fig. 6a. We comment further on this in subsection 4C.

This example clearly shows that the polarization-difference technique can enhance the image quality of an embedded target in highly scattering media. Although this problem has been treated in the literature, none of the studies has considered polarization discrimination in continuous random media.

Next we study this phenomenon as a function of the ratio of the correlation-length of the inhomogeneities to the incident wavelength, and its dependence on the incident polarization state and on the aperture of the receiver. All these questions will be treated in terms of the point-spread functions.

B. Point-spread functions

Now we consider light from a very narrow parallel beam impinging normally on the sample. We compute the transmitted profiles of the intensity $I$, of the polarization-difference $I_i - I_r$, and of the degree of polarization $(I_i - I_r)/I$ at points on the output face of the sample, see Fig. 2b. These results correspond to the point-spread functions measured in experimental situations. In our simulations, the different detector
positions are 0.2mm apart.

If the medium is completely homogeneous there is no scattering and the measured profile of the intensity is a delta function. On the other hand, if the medium is not homogeneous, the light interacts with the inhomogeneities and the beam is spread as it propagates through the sample. This results in image blurring. However, the spread of other measurable quantities like the polarization-difference or the degree of polarization does not have to behave similarly.

In Figure 4 we show three typical point-spread functions for a sample of optical thickness $\tau = 9$, with $kl \ll 1$ and a receiver semiaperture of 16°. The solid line is the intensity $I$, the dashed line is the polarization-difference $I_i - I_r$, and the dot-dashed line is the degree of polarization $(I_i - I_r)/I$. Images in different systems have been studied using this quantity.7,11,45 Again, for ease of comparison, all curves in Fig. 4 have been normalized to their maximum values at the optical axis. The maximum value for the degree of polarization is shown in Fig. 6a. Figure 4 shows that, in this case, the best spatial resolution and contrast will be achieved by the polarization difference image, $I_i - I_r$. This explains why the polarization difference yielded the improvement observed in Fig. 3b.

To describe quantitatively the enhancement due to the polarization-difference we show in Fig. 5a the half-width of the point-spread functions at $1/e$ of their maxima (horizontal dotted line in Fig. 4) as functions of the optical thickness. Open circles represent total intensity, open diamonds polarization-difference, and open squares degree of polarization. The half-widths for a circularly polarized incident beam are shown also. In this case the discrimination of short-path photons is based on the circularly polarized component $V$ of the output beam, and the polarization-sensitive point-spread function is simply $V$ (solid diamonds). As in the case of a linearly polarized beam, we also represent the half-width of the profile of degree of polarization, i.e. of $V/I$ (solid squares). Solid circles represent the half-width corresponding to the transmitted intensity when the incident beam is circularly polarized. The main features of this figure are:

(i) The width of the point-spread function of the polarization-difference is the smallest of the three for all optical thicknesses.

(ii) The width of the point-spread function of the polarization-difference is the same as the width of the point-spread function of the intensity for small optical thicknesses, and it is the same as the width of the degree of polarization for large optical thicknesses. The error of our calculations is equal to the separation of the detectors, which is 0.2mm.

(iii) There is a critical depth ($\tau = 5$ in this case) where the broadening of the point-spread function of the intensity grows exponentially.
(iv) The width of the point-spread function of the polarization-difference remains constant for increasing optical thickness, at least for \( \tau \leq 14 \).

(v) The widths of the point-spread functions do not depend on whether the light incident upon the sample is linearly or circularly polarized.

Figure 5b shows half-widths of the point-spread functions when the receiver collects photons at all angles. In this case, multiple scattering results in blurring of the image which degrades the point-spread function of the intensity even for very small optical depths, and the benefit of polarization-difference imaging is even more important. This is an expected result because the larger the aperture, the larger the ratio between the number of diffusive photons and ballistic and snake photons. Another difference from Fig. 5a is worth pointing out. Polarization discrimination of ballistic and snake photons based on circularly polarized light gives rise to a wider point-spread function than that of the one based on linearly polarized light. Therefore, the spatial resolution achieved with linearly polarized light will be better if large apertures are used.

In media with correlation-lengths of the order of the incident wavelength \((kl = 1)\) or larger \((kl = 2)\) we have obtained similar results (not shown) except that the critical depth at which the width of the point-spread function of the intensity starts to increase was larger. For \( kl = 1 \) and semiaperture angles of 16° and 90° the critical depths were 8 and 4, respectively. For \( kl = 2 \) they were 10 and 7. We have also found that above this critical depth the width of the point-spread function of the intensity increased more rapidly than for \( kl \ll 1 \).

We note that when a circularly polarized laser beam is incident upon a medium containing spheres of large diameter, the spreading of the transmitted polarized component \( V \) and the spreading of the total intensity \( I \) are similar (see Fig. 6 in reference 12). Consequently, circularly polarized light cannot be use to discriminate between weakly and strongly scattered photons for such media. However, for circularly polarized light in weakly fluctuating continuous random media, the spreading of \( V \) and \( I \) are different, as Fig. 5 shows. Therefore, for such media circularly polarized light can be used to discriminated between weakly and strongly scattered photons.

C. Maximum of the degree of polarization

The polarization-difference yields a better image than the total intensity, but it is also weaker. To see how much weaker it is, we consider the polarization fraction, i.e. the degree of polarization, as a function of the optical thickness. Fig. 6 shows, on a semilogarithmic scale, the dependence of the maximum of the point-spread function of the degree of polarization on the optical thickness for different values of \( kl \) and for small and large detector apertures. These values with table 1 provide an estimate of the maximum distance \( Z_{max} \) through which polarization-sensitive techniques can
image abnormal targets within the medium. Let $\tau_{im}$ be the optical depth at which the minimum possible detected value of the degree of polarization is reached. Then, $Z_{\max}$ is equal to $\tau_{im}/\Sigma_s$, where $\Sigma_s$ is the scattering coefficient of the medium.

Fig. 6 shows that for small detector apertures, independently of $kl$, the maximum of the degree of polarization decay at the same rate for both incident polarization states (linear and circular) as the optical thickness increases. This agrees with results of Sankaran et al.,\textsuperscript{7} who use a semiaperture of 13°, for fat and artery tissue and for polystyrene suspensions of small diameter. We recall that for small diameter scatterers, the single scattering matrix coincides with the scattering matrix of a random medium with $kl \ll 1$.

Sankaran et al.\textsuperscript{7} and others\textsuperscript{12,17} also found that as the particle size increased, circularly polarized light became much less depolarized than linearly polarized light. The reason is that there is a critical scattering angle, above which the helicity of a circular polarized photon is reversed and below which it is preserved. For spherical scatterers, this helicity flip angle increases with the size of the scatterers and therefore, for large-diameter spheres, off-axis scattered photons also maintain their original polarization after scattering. This explanation led in Schmitt et al.\textsuperscript{12} to the hypothesis that short-path photons propagating in biological tissues with large anisotropy factors can be better selected by using linearly polarized incident light. However, in weak random media the critical helicity flip angle is always equal to 90°. We find that circularly polarized light is significantly less depolarized than linearly polarized light only for $kl > 2$ and large apertures. See Fig. 6.

We note that the slopes in Fig. 6 do not depend on the detector aperture, and that they decrease (in absolute value) as $kl$ increases.

5. Conclusions

We have presented numerical simulations for light propagation in biological tissues based on the theory of wave propagation in continuous random media. With this theory we can explain why depolarization is different in biological tissues from that for propagation through phantom tissues composed of microsphere suspensions. That is because they have different scattering matrices in the transport equation for the Stokes parameters as is explained in section 2. We note also that although the anisotropy parameter $g$ of a microsphere suspension can be adjusted to match the observed intensity of light in biological tissue, the polarization of the scattered light in a microsphere suspension will generally differ from that in a biological tissue.

Using a Monte Carlo method we solve a system of radiative transport equations for the components of the Stokes vector. The results demonstrate that polarization-sensitive techniques can produce less blurred images. They do so by discriminating ballistic and snake photons form diffusive photons. We have studied the depolarization and blurring of images by computing the point-spread functions for different initial polarization states, different optical thickness, and different apertures of the
receivers.

Our main result is that in weakly fluctuating random media, discrimination based on polarization measurements is better than polarization-blind methods. This is true, regardless of the initial polarization state of the laser beam, for all optical thicknesses and all correlation lengths of the fluctuations. This agrees with the experimental results of Sankaran et al.\textsuperscript{7} which showed that linear polarization does not have advantages over circular polarization for imaging through fat and artery tissues. Our results contrast with those in microsphere suspensions. In them, circular polarization techniques improve the detectability of an embedded object only for relatively small scatterer sizes.
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A Radiative transfer theory

The electric vector $\mathbf{E}(x, t)$ of a monochromatic wave has components in two orthogonal directions $\mathbf{e}_1$ and $\mathbf{e}_2$ perpendicular to the wave vector $\mathbf{k}$, see Fig.1a. Its polarization can be characterized by the end point of an arrow representing the wave motion, which describes an ellipse with unequal principal axes as $t$ varies. If $(\mathbf{e}_1, \mathbf{e}_2)$ are chosen in the direction of the principal axes, then

$$
\mathbf{E}(t, x) = e_1 E_1^0 \cos(\omega t - k x + \alpha) + e_2 E_2^0 \sin(\omega t - k x + \alpha) .
$$

(26)

In complex form,

$$
\mathbf{E}(t, x) = \mathbf{E} e^{-i(\omega t - k x + \alpha)} + \mathbf{E}^* e^{i(\omega t - k x + \alpha)} ,
$$

(27)

where

$$
\mathbf{E} = E^0(\mathbf{e}_1 \cos \beta + i \mathbf{e}_2 \sin \beta).
$$

(28)

In (26) and (27), $\omega$ is the frequency, $E_1^0$, $E_2^0$, $E^0$ and $\alpha$ are constants, and $\beta$ is the angle (between 0 and $\pi/2$) whose tangent is the ratio of the principal axes of the ellipse.

If $\mathbf{E}$ is expanded in some other general directions $(\mathbf{e}_i, \mathbf{e}_r)$ making angles $\chi$ and $\pi/2 - \chi$ with the direction $\mathbf{e}_1$, then

$$
\mathbf{E}(t, x) = E_i \mathbf{e}_i + E_r \mathbf{e}_r ,
$$

(29)

with

$$
E_i = \frac{E^0}{2}(\cos \chi \cos \beta - i \sin \chi \sin \beta) \\
E_r = \frac{E^0}{2}(\sin \chi \cos \beta + i \cos \chi \sin \beta).
$$

(30)
Light can be described by time averages of quadratic combinations of the field components. A convenient combination of them is the $2 \times 2$ coherence matrix,

$$ W(t, x, k) = \begin{pmatrix} \langle |E_t|^2 \rangle & \langle E_t E_r^* \rangle \\ \langle E_t^* E_r \rangle & \langle |E_r|^2 \rangle \end{pmatrix}. $$

(31)

This matrix completely describes the light intensity and polarization. The common practice is to characterize these properties by the four Stokes parameters,

$$ I = \langle E_t E_t^* + E_r E_r^* \rangle = I_l + I_r, $$

$$ Q = \langle E_t E_t^* - E_r E_r^* \rangle = I_l - I_r, $$

$$ U = \langle E_t E_r^* + E_r E_t^* \rangle = [I_l - I_r] \tan 2\chi, $$

$$ V = i \langle E_t E_r^* - E_r E_t^* \rangle = [I_l - I_r] \tan 2\beta \sec 2\chi. $$

(32)

With these definitions,

$$ W(t, x, k) = \frac{1}{2} \begin{pmatrix} I + Q & U - iV \\ U + iV & I - Q \end{pmatrix}. $$

(33)

In a weakly inhomogeneous random medium, $W$ satisfies the transport equation

$$ \frac{1}{v} \frac{\partial W(t, x, k)}{\partial t} + \mathbf{k} \cdot \nabla_x W(t, x, k) = \int \sigma(k, k')|W(k')| dk' - \Sigma(k) W(t, x, k). $$

(34)

Here $v$ is the propagation velocity in the uniform background medium. This equation has to be solved with appropriate boundary conditions. Suppose that a very narrow normally incident laser beam, with normalized intensity 1, 100% polarized along the plane $x - z$ is incident at $\rho_0 = \sqrt{x_0^2 + y_0^2} = 0$, on the plane boundary $z = 0$ of the medium. Then

$$ W(0, \rho, z = 0, k) = \begin{pmatrix} 1 & 0 \\ 0 & 0 \end{pmatrix} \frac{1}{2\pi \rho} \delta(\rho) \delta(k - k_0) $$

(35)

with $k_0 = (0, 0, 1)$. If the laser beam is circularly polarized the matrix in (35) is replaced by

$$ \frac{1}{2} \begin{pmatrix} 1 & -i \\ i & 1 \end{pmatrix}. $$

(36)

For the simplest case of isotropic random inhomogeneities, without fluctuations in the magnetic permeability, the differential scattering tensor has the form,

$$ \sigma(k, k')|W(k')| = \tilde{\sigma} T(k, k') W(k') T^*(k, k') \delta(|k| - |k'|), $$

(37)

where

$$ \tilde{\sigma} = \frac{\pi}{2} |k|^2 \tilde{R}(|k - k'|). $$

(38)
is a scalar function which depends on the spectral power density of the permittivity fluctuation. The second power of $|k|$ in this expression becomes the fourth power as in (6) when we use polar coordinates. The $2 \times 2$ matrix $T(k, k')$ is defined by

$$T_{ij}(k, k') = z^{(i)}(k) \cdot z^{(j)}(k') \quad i, j = 1, 2 .$$

(39)

The vectors $(\hat{k}, z^{(1)}(k), z^{(2)}(k))$,

$$\hat{k} = \begin{pmatrix} \sin \theta \cos \phi \\ \sin \theta \sin \phi \\ \cos \theta \end{pmatrix} , \quad z^{(1)}(k) = \begin{pmatrix} \cos \theta \cos \phi \\ \cos \theta \sin \phi \\ -\sin \theta \end{pmatrix} , \quad z^{(2)}(k) = \begin{pmatrix} -\sin \phi \\ \cos \phi \\ 0 \end{pmatrix} ,$$

(40)

form a local right-handed orthonormal basis in $\mathbb{R}^3$, see Fig. 7. It is important to emphasize that the Stokes parameters are defined with respect to a plane of reference passing through the direction of propagation $\hat{k}$. Above, we have defined the differential scattering tensor with respect to the meridian plane defined by the vectors $\hat{k}$ and $z^{(1)}(k)$.

The delta function in Eq. (37) implies that the frequency $\omega = v|k|$ is unchanged by scattering, since (37) is valid for time-independent fluctuations. The differential scattering tensor (37) and the total scattering cross section $\Sigma(k)$ are related by

$$\int_{\mathbb{R}^3} \sigma(k', k) \Pi_2 \, dk' = \Sigma(k) \Pi_2 ,$$

(41)

where $\Pi_2$ is the $2 \times 2$ identity matrix, and

$$\Sigma(k) = \frac{\pi^2 |k|^4}{2} \int_{-1}^{1} \tilde{R}(|k|\sqrt{2 - 2 \cos \Theta})[1 + \cos^2 \Theta]d(\cos \Theta) .$$

(42)

Here, $\cos \Theta = \hat{k} \cdot \hat{k'}$.

Let us now write the radiative transfer equation (34) in terms of the $4 \times 1$ Stokes vector

$$I = \begin{pmatrix} I \\ Q \\ U \\ V \end{pmatrix} ,$$

(43)

instead of the $2 \times 2$ coherence matrix $W$. We have to replace the $2 \times 2$ scattering tensor (37) by a $4 \times 4$ matrix $F$, so that

$$I^{(s)} = F I^{(i)} ,$$

(44)

where $I^{(i)}$ and $I^{(s)}$ are the incident and scattered Stokes vectors, respectively. Straight matrix multiplication gives,

$$T W T^* = \frac{1}{2} T \left( I^{(i)} + Q^{(i)} \right) U^{(i)} - i V^{(i)} I^{(i)} - Q^{(i)} \right) T^* = \frac{1}{2} \begin{pmatrix} A & B - iC \\ B + iC & D \end{pmatrix}$$

(45)
with,
\[
A = [T_{11}^2 + T_{12}^2] I^{(i)} + [T_{11}^2 - T_{12}^2] Q^{(i)} + 2T_{11} T_{12} U^{(i)} \tag{46}
\]
\[
B = [T_{11} T_{21} + T_{12} T_{22}] I^{(i)} + [T_{11} T_{21} - T_{12} T_{22}] Q^{(i)} + [T_{11} T_{22} + T_{12} T_{21}] U^{(i)} \tag{47}
\]
\[
C = [T_{11} T_{22} - T_{12} T_{21}] V^{(i)} \tag{48}
\]
\[
D = [T_{21}^2 + T_{22}^2] I^{(i)} + [T_{21}^2 - T_{22}^2] Q^{(i)} + 2T_{21} T_{22} U^{(i)} . \tag{49}
\]

We easily identify the scattered Stokes parameters from (45) as
\[
I^{(s)} = \tilde{\sigma} \bar{A}, \quad Q^{(s)} = \tilde{\sigma} \bar{B}, \quad U^{(s)} = \tilde{\sigma} \bar{C}, \quad V^{(s)} = \tilde{\sigma} \bar{D},
\]

These expressions define the 4×4 matrix \( \tilde{F} \). Sometimes, the scattering of light is described with the set of parameters \( \tilde{I} = (I, I_r, U, V) \) instead of the Stokes parameter \( \mathbf{I} = (I, Q, U, V) \). After the simple transformation \( I = I_l + I_r \) and \( Q = I_l - I_r \), the scattering matrix \( \tilde{F} \) is:
\[
\tilde{F} = \tilde{\sigma} \begin{pmatrix}
T_{11}^2 & T_{12}^2 & T_{11} T_{12} & 0 \\
2T_{11} T_{21} & T_{22}^2 & T_{22} T_{21} & 0 \\
2T_{11} T_{21} & 2T_{22} T_{12} & T_{11} T_{22} + T_{12} T_{21} & 0 \\
0 & 0 & 0 & T_{11} T_{22} - T_{12} T_{21}
\end{pmatrix} . \tag{50}
\]
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B Tables

Table 1. Typical mean free paths of visible light in different media.

<table>
<thead>
<tr>
<th>Type of medium</th>
<th>$(\Sigma_a)^{-1}$</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Porcine Fat</td>
<td>0.15 $mm$</td>
<td>Cheong$^{43}$</td>
</tr>
<tr>
<td>Aorta (human)</td>
<td>0.03 $mm$</td>
<td></td>
</tr>
<tr>
<td>Fog and Clouds</td>
<td>25 - 500 $m$</td>
<td>McCartney$^{44}$</td>
</tr>
<tr>
<td>Haze</td>
<td>0.5 - 2 $Km$</td>
<td></td>
</tr>
<tr>
<td>Clear weather</td>
<td>2 - 12 $Km$</td>
<td></td>
</tr>
<tr>
<td>Pure air</td>
<td>70 $Km$</td>
<td></td>
</tr>
<tr>
<td>Pure water</td>
<td>25 - 100 $m$</td>
<td>Ishimaru$^{24}$</td>
</tr>
<tr>
<td>Sea-water (only due to particulate matter)</td>
<td>3.3 $m$</td>
<td></td>
</tr>
</tbody>
</table>
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Fig. 1. (a) Polarization ellipse for a transverse wave. (b) Coordinate system for the polarization parameters of the incident and scattered waves in single scattering. The scattering plane is defined by the incident and scattered directions, and \( l \) and \( r \) stand for directions parallel and perpendicular to the plane of reference, respectively, in planes transverse to the incident and scattered waves.

Fig. 2. The setup used in the numerical simulations. (a) The sample is an 8mm cube, so \( L = Z = 8\text{mm} \). It contains a 2mm × 8mm opaque absorbing plate. The distance between two consecutive incident beam positions is 0.5mm. The detectors are placed at a distance \( d = 1\text{mm} \) from the exit surface. The width of the incident laser beam, measured at 1/e of the maximum, is 0.5mm. (b) Geometry used for the numerical computation of the point-spread functions. The incident beam, impinging on \( (x, y) = (0, 0) \), has zero width. The detector positions are 0.2mm apart.

Fig. 3. Numerical results for scan profiles with (a) \( \tau = 4 \) and (b) \( \tau = 9 \). The solid line is the computed total intensity and the dashed curve is the computed polarization-difference. All curves are normalized to their maximum values. The semiaperture angle of the receiver is 16° and the width of the incident beam is 0.5mm. The thick line at the top of the figure represents the position of the absorbing strip.

Fig. 4. The point-spread functions in the \( x - z \) plane. The normally incident beam is 100\% linearly polarized parallel to this plane. Solid line, dashed line, and dot-dashed line are the total intensity, the polarized difference intensity, and the polarized difference intensity divided by the total intensity, respectively. The spatial profiles are calculated at the bottom of the sample, see Fig. 2b. The optical thickness \( \tau = 9 \), the semiaperture angle of the receiver is 16°, and \( kl \ll 1 \). All curves are normalized to their maximum values at \( x = 0 \). The horizontal dotted line is the value 1/e.

Fig. 5. Beam half-width at 1/e of the maximum (in mm) of the point-spread functions. Solid and open symbols are for circularly [(1, 0, 0, 1)] and linearly [(1, 1, 0, 0)] polarized incident light, respectively. Circles, diamonds, and squares are for total intensity, polarized difference intensity, and polarized difference intensity divided by the total intensity, respectively. \( kl = 1 \). (a) semiaperture angle of the receiver 16°, and (b) semiaperture angle of the receiver 90°.

Fig. 6. Maximum degree of polarization for media with (a) \( kl = 0 \), (b) \( kl = 1 \), and (c) \( kl = 2 \). Solid and open symbols are for circularly and linearly polarized incident light, respectively. Squares and circles are for semiapertures of the
receiver equal to 16° and 90°, respectively. The relative standard error is less than 0.01.

Fig. 7 Coordinate system for the Stokes vector. The shaded plane is the plane of reference, the meridian plane.
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