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Abstract

We consider a synthetic aperture imaging configuration, such as synthetic aperture radar (SAR), where we want to first separate reflections from moving targets from those coming from a stationary background, and then to image separately the moving and the stationary reflectors. For this purpose, we introduce a representation of the data as a third order tensor formed from data coming from partially overlapping subapertures. We then apply a tensor robust principal component analysis (TRPCA) to the tensor data which separates them into the parts coming from the stationary and moving reflectors. A key feature of the proposed algorithm is the use of a Fourier based tensor nuclear norm which is well adapted to the SAR data structure. Images are then formed with the separated data sets. Our analysis shows a distinctly improved performance of TRPCA, compared to the usual matrix case. In particular, the tensor decomposition can identify motion features that are undetectable when using the conventional motion estimation methods, including matrix RPCA. We illustrate the performance of the method with numerical simulations in the X-band radar regime.

1 Introduction

The problem of separating the echoes of moving targets from those of a stationary background in synthetic aperture radar (SAR) imaging is important because different imaging methods need to be employed in each case. We show that the separation is improved considerably when the data is recast in tensor form, and the convex optimization problem of tensor robust principal component analysis (TRPCA) is used. TRPCA requires the generalization of matrix norms to tensor form, the challenge being to use a suitable tensor nuclear norm. We use a Fourier based tensor nuclear norm which can capture the motion over multiple scales of variation and therefore it is well suited for the SAR data structure. We first review briefly SAR imaging, then the application of RPCA for motion detection, and follow with a statement of the main results of this paper.
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1.1 The synthetic aperture radar imaging problem

Synthetic aperture radar is used extensively in satellite and airborne imaging for many different applications [29]. The main idea behind SAR is to combine coherently the information obtained with a single transmitter-receiver that is probing the medium from multiple locations. Thus, one can form a synthetic aperture and achieve high resolution images of reflectivity, even though the single receiver is incapable of resolving the scattered wavefronts. This is particularly relevant for airborne radar platforms.

Data is collected by a moving platform, with a slow-time $s$ dependent position $\mathbf{r}(s)$, emitting a sequence of fast-time broadband pulses $f(t)$, and recording the echoes corresponding to each pulse. The pulses have a limited time support, with a pulse repetition interval $\Delta s$, so that echoes from different pulses do not overlap. The data collected are denoted by $D(s, t)$, the $t$-dependent series of echoes received from a pulse transmitted at $\mathbf{r}(s)$. A schematic of a SAR imaging configuration is shown in Figure 1.

To maximize the power emitted, the probing pulses are long, of support $t_c \gg 1/B$ where $B$ denotes the bandwidth. They are linear frequency modulated chirps. To re-concentrate the energy of the reflected echoes to an interval of size $1/B$ they are convolved with the complex conjugate of the time-reversed emitted pulse. This is the pulse compression step. Since the reflections relevant for imaging cover a limited area of support much smaller than $\Delta s$, a range compression is done as well, that is, we remove from the data the large phase $\omega \tau(s, \hat{\rho}_o)$ where $\hat{\rho}_o$ is a reference point, constant during the data acquisition. Pulse and range compression

![Figure 1: Synthetic aperture imaging configuration. At every time $s$ the airborne platform emits a pulse $f(t)$ and records the reflections $D(t, s)$ coming from the imaging region. There are 10 stationary point scatterers, and a single moving target. The angle $\alpha$ in which the target is moving is relative to the vertical platform-target plane at $s = 0$, $\hat{\mathbf{r}}(0)$. Here $\hat{\rho}_o$ is a fixed reference point in the imaging region, used to compress the support of the data $D(s, t)$.

To maximize the power emitted, the probing pulses are long, of support $t_c \gg 1/B$ where $B$ denotes the bandwidth. They are linear frequency modulated chirps. To re-concentrate the energy of the reflected echoes to an interval of size $1/B$ they are convolved with the complex conjugate of the time-reversed emitted pulse. This is the pulse compression step. Since the reflections relevant for imaging cover a limited area of support much smaller than $\Delta s$, a range compression is done as well, that is, we remove from the data the large phase $\omega \tau(s, \hat{\rho}_o)$ where $\hat{\rho}_o$ is a reference point, constant during the data acquisition. Pulse and range compression...
together give the down-ramped data,

$$D_r(s,t) = \int dt' D(s,t-t' + \tau(s,\bar{\rho}_o)) \tilde{f}(t') = \int \frac{d\omega}{2\pi} \tilde{f}(\omega) \hat{D}(s,\omega) e^{-i\omega[t+\tau(s,\bar{\rho}_o)]}.$$  \hfill (1.1)

Here, $\tau(s,\bar{\rho}_o)$ is the round-trip travel time between the platform location at slow time $s$, $\vec{r}(s)$ and the reference point location $\vec{\rho}_o$,

$$\tau(s,\bar{\rho}_o) = 2 \frac{\|\vec{r}(s) - \vec{\rho}_o\|}{c},$$  \hfill (1.2)

with $c$ the speed of light.

The SAR data matrix $D \in \mathbb{R}^{(n+1) \times (m+1)}$ is actually obtained in discrete samples of $D_r(s,t)$.

$$D_d = D_r(s_{i-\frac{n}{2}-1},t_{l-1}), \quad i = 1, \ldots, n+1, \quad l = 1, \ldots, m+1,$$  \hfill (1.3)

with slow times $s_j$ defined by

$$s_j = j\Delta s, \quad j = -n/2, \ldots, n/2$$  \hfill (1.4)

and fast times $t_l$ defined as

$$t_l = l\Delta t, \quad l = 1, \ldots, m.$$  \hfill (1.5)

Here we assumed that the pulse repetition rate $\Delta s$ is an integer multiple of $\Delta t$ and set $m = \Delta s/\Delta t$. The SAR image is formed by summing coherently the down-ramped data $D_r(s_j,t_l)$ back-propagated to the imaging point $\hat{\rho}$ using the travel times differences $\tau(s_j,\hat{\rho}) - \tau(s_j,\bar{\rho}_o)$,

$$I^{\text{SAR}}(\hat{\rho}) = \sum_{j=-n/2}^{n/2} D_r(s_j,\tau(s_j,\hat{\rho}) - \tau(s_j,\bar{\rho}_o)).$$  \hfill (1.6)

The SAR image processing assumes that only reflections from stationary targets are contained in the down-ramped data $D_r(s,t)$. Consequently, if moving targets, as illustrated in Figure 1, are present in the region to be imaged their reflections are not correctly back-propagated and this results in blurred images affected by the reflectivity and the velocity of the moving targets. For a complex scene with many stationary and moving targets the image may be severely distorted and neither the stationary nor the moving targets may be imaged or tracked. To address this issue several motion estimation and separation strategies have been developed, which we now review briefly.

The oldest and most widely used approach is the Displaced Phase Center Antenna (DPCA) method in which two synchronized antennas are used, following the same trajectory with a small time delay. By subtracting the data traces collected at the two antennas the echoes due to the stationary background are essentially eliminated. This approach does not aim at image formation as part of motion detection, but requires the necessary hardware to be in place to record the extra data. We refer to the classical handbook on SAR [34] and a review report from the Lincoln Laboratory on this technique [30], which has been used to improve the performance of moving-target-indicators radars since the 1950s.

Other well known approaches are autofocus based algorithms [12, 2, 23] or more generally space-time adaptive processing algorithms [11, 36]. For a recent review on sparsity driven techniques for SAR imaging of scenes containing moving objects we refer to [8]. All these algorithms for moving target detection rely on
forming a preliminary image first, and then detecting motion by sharpening features in the image.

In this paper we take a different approach and rely on robust principal component analysis (RPCA) to solve the SAR data separation problem. RPCA has been extensively used in SAR in various applications. In [38] the authors perform the principal component analysis in the range doppler domain. As they point out the choice of the weighting parameter $\eta$ (see (1.7)) is important and affects the performance of the algorithm. Other works, such as [31, 39], utilize low-rank and sparsity assumptions in the formed image. In this case images corresponding to different subapertures in the azimuth direction are first computed. These images are stacked as columns and form a matrix on which low rank plus sparse decomposition is performed. This is the classical way of using low rank plus sparse decomposition as in the video applications. In [33, 27], sparsity in the formed image is imposed using priors and a sparse dictionary representation.

Our approach exploits properties of the raw-data matrix so as to detect motion. It does not require the formation of the SAR image or the use of any special hardware. Only the standard monostatic single transmitter/receiver SAR data are used. Robust principal component analysis is traditionally used to separate signals from noise. Here we use to it to decompose a matrix into its low rank and sparse parts. The sparse part is not noise as in traditional RPCA [7] but it is the signal corresponding to the moving targets echoes. Let us also refer to [3] where the authors develop a space time adaptive processing method that uses a projection onto the low rank part of a tensor data structure to reduce clutter in a multiple input multiple output (MIMO) radar system. Their approach uses a multi linear SVD (MLSVD) denoising method. In this work only the data from the moving target are considered as signal, the rest is noise. The idea of using RPCA for SAR data separation was first proposed in [38], [5] and further developed and analyzed in [22] where optimal parameters were derived for achieving robust separation in SAR. We explain next how RPCA can be used in SAR.

### 1.2 Robust principal component analysis for SAR data separation

RPCA, or low rank plus sparse decomposition, was originally applied in video processing [7]. RPCA uses the fact that the moving targets and stationary background would generate data structures with different spectral properties. Indeed, the background data form a low rank matrix, while the moving objects echoes correspond to a sparse matrix. These *data structures* can be decomposed by solving the convex optimization problem

$$\min_{L, S \in \mathbb{C}^{n_1 \times n_2}} \|L\|_* + \eta\|S\|_1$$

subject to $L + S = D$. (1.7)

Here $\|L\|_*$ denotes the nuclear norm, that is the sum of the singular values of $L$, and $\|S\|_1$ is the matrix $\ell_1$-norm of $S$. Assuming the matrix $D \in \mathbb{R}^{n_1 \times n_2}$ is the sum of a low rank matrix, $L_o$, and a sparse matrix, $S_o$, then, under some additional conditions (cf. [7]), this optimization (1.7) recovers $L_o$ and $S_o$ exactly.

RPCA has found applications in a variety of problems in imaging and image processing, such as denoising, feature extraction, and data recovery [15, 28, 37]. The main idea in the application of RPCA to the SAR problem is that one can identify the stationary background as the low rank component of the SAR data matrix, and the moving targets as the sparse component [3].

In [22], we explored the performance of RPCA for the SAR data problem. We showed that one can
Figure 2: Example of RPCA applied to the data matrix $D_r(s,t)$. The moving target has velocity $v_t = 15\text{ m/s}$, $\alpha = 0$ and there are 10 stationary targets. The moving target’s reflectivity is 10% of the reflectivity of the stationary scatterers. (a) Original data matrix. The echoes corresponding to the moving target is weak but still visible in the data; (b) RPCA: the low rank part for the stationary background; (c) RPCA: the sparse part for the echoes from the moving target. We observe that good separation is achieved with RPCA when using the optimal value for $\eta$ in (1.7). This is the case for fast moving targets as in this example.

determine optimal parameters for achieving robust separation. An example of SAR data separation achieved using RPCA is illustrated in Figure 2. Here we use the simulation setup shown in Figure 1 with the moving target velocity $v_t = 15\text{ m/s}$ and $\alpha = 0$. The moving target’s reflectivity is 10% of the reflectivity of the stationary scatterers. We observe that good separation is achieved with RPCA when using the optimal value for $\eta$ in (1.7). This is the case for fast moving targets as in this example. RPCA has proven to be an efficient way to detect and separate moving targets in SAR data. The nuclear norm is a good indicator of motion, since the data traces associated with moving targets are supported over a larger number of columns, compared to stationary ones. However, the algorithm has its limitations, which we discuss next.

The column support of the target’s echoes is determined by the possible values that the travel time difference, $\Delta \tau(s_j) = \tau(s_j, \vec{p}) - \tau(s_j, \vec{p}_o)$, takes in the aperture. In some cases, motion does not necessarily translate to an increased column support. More precisely, it was shown in [22] that the performance of RPCA depends on $N(\vec{u}_t)$, which is an estimate of the number of columns spanned by the target’s echoes. To first order, we can approximate $N(\vec{u}_t)$ by

$$N(\vec{u}_t) \approx \frac{4S}{\Delta t} \frac{\vec{r}(0) - \vec{p}_o}{\|\vec{r}(0) - \vec{p}_o\|} \cdot \frac{\vec{v}_t}{c}$$

$$= \frac{4S}{\Delta t} \frac{\vec{v}_t}{c} \cos \alpha,$$

where $S$ is the total slow time aperture size. We observe that $N(\vec{u}_t)$ depends not only on the magnitude of the moving target’s velocity, $\vec{v}_t$, but also on the relative direction in which the target is moving, with respect to the platform, $\alpha$. The direction $\alpha = 0$ is for targets moving parallel to the direction to the platform. Their traces will exhibit the largest variance in the value of $\Delta \tau(s)$. The direction $\alpha = \pi/2$ describes targets moving perpendicular to the direction to the platform, and their $\Delta \tau(s)$ will show much less variance as a function of $s$.

As can be seen in Figure 3, targets moving at directions with $\alpha \neq 0$ that exhibit smaller variations in the values $\Delta \tau(s)$ will be harder to detect using matrix RPCA. On the other hand, the associated data traces
still behave differently than the ones of a stationary background. Specifically we can see that the traces are non linear.

Figure 3: Effect of the direction of motion for a target moving at $v_t = 15 \text{ m/s}$. When $\alpha = 0$, top, the column support is large, and the phase $(\Delta \tau(s))$ is nearly linear. With $\alpha = \pi/2$, bottom, the column support is much smaller, but the phase is non linear.

1.3 Main result of the paper: TRPCA for SAR data

The limitations of RPCA for motion estimation in SAR motivates a new look into possible extensions and modifications of the algorithm. Tensor based methods have been of great interest because high dimensional data arise naturally as tensors in more and more applications. Specifically in signal processing, tensor based methods for denoising and feature extraction are being used extensively [9]. For the SAR problem, this is motivated by the possibility of detecting and estimating more complex moving target behavior, such as non-linearity in the phase, by representing the data in a higher dimension. This is achieved here by dividing the large synthetic aperture into smaller, overlapping subapertures.

The problem of imaging moving targets in SAR can also be viewed as an image registration process. That is, a process that provides a precise correspondence between two or more images of the same object captured from different locations, at different times, or using different sensors. From this perspective, the introduction of subapertures for data processing is a natural one.

In this paper we use the SAR data, and the choice of subaperture and overlap size will be motivated differently. We recast the SAR data matrix as a third order tensor $\mathbf{A}$ by dividing the large synthetic aperture into smaller overlapping subapertures, indexed by $\ell$

$$
\mathbf{A}(\ell)(s, t) = D_r(s + \ell \vartheta s_{\text{sub}}, t), \quad s \in [0, s_{\text{sub}}],
$$

$$
\mathbf{A}(\ell) = \mathbf{A}(\cdot, \cdot, \ell) \in \mathbb{R}^{n_1 \times n_2}, \quad \ell = 0, ..., n_3 - 1.
$$

(1.9)

The subapertures are with respect to the slow time $s$ so that each subaperture contains the echoes from a subgroup of pulses. Here $s_{\text{sub}}$ denotes the subaperture size, and $\vartheta$ is the overlap size, a number between
0 and 1. An illustration of tensor representation of the SAR data is given in Figure 4. The value of the hyper-parameters that define the tensor representation, i.e., $s_{\text{sub}}$ and $\vartheta$, affect the performance of TRPCA. A detailed analysis that allows us to determine the optimal value for $s_{\text{sub}}$ and $\vartheta$ is carried out in Section 3. We then define the TRPCA algorithm, using a specific extension of the nuclear norm for third-order tensors.

![SAR data tensor representation](image)

Figure 4: Schematic of SAR data tensor representation. For motion detection purposes, the large aperture data matrix $D_r(s, t)$ is converted to a 3rd order tensor $A^{(\ell)}(s, t)$. The tensor is composed of partially overlapping subapertures of the data $D_r(s, t)$.

We then define the TRPCA algorithm, using a specific extension of the nuclear norm for third-order tensors:

$$\min_{\mathcal{L}, S \in \mathbb{C}^{n_1 \times n_2 \times n_3}} ||\mathcal{L}||_{*,\mathcal{F}} + \eta ||S||_1,$$

subject to $\mathcal{L} + S = A$  

$|| \cdot ||_{*,\mathcal{F}}$, defined in (2.20), is a specific extension of the tensor nuclear norm which involves performing a Fourier Transform with respect to the subaperture index $\ell$.

To evaluate the performance of the algorithm, we compare the separation achieved by matrix and tensor based RPCA. While the performance of TRPCA is not universally better than that of regular matrix RPCA, TRPCA performs significantly better in the cases where motion is hardest to detect as illustrated in the example considered in Figure 5. Here the setup shown in Figure 1 is considered with a slowly moving target with $v_t = 1 \text{m/s}$ and $\alpha = \pi/2$. The target’s reflectivity is 10% of the reflectivity of the stationary scatterers and its echoes are barely detectable in the original data (see Figure 5(a)). As we see from the results, i.e., figures 5(b) and 5(c) almost perfect separation is achieved between the stationary and the moving targets echoes. There is some noise at the edges of the slow time window in the sparse component but this does not really affect the imaging results.

To summarize, the results of this paper demonstrate that SAR data naturally admit a tensor represen-
Figure 5: Example of TRPCA applied to SAR data corresponding to a slow moving target. The simulation setup shown in Figure 1 is used with the moving target velocity $v_t = 1 \text{m/s}$ and $\alpha = \pi/2$. The target's reflectivity is 10% of the reflectivity of the stationary scatterers. (a) Original data matrix. The echoes of the weak and slow moving target are barely discernible in the data; (b) RPCA result: the low rank part corresponding to the stationary background; (c) TRPCA result: the sparse part corresponding to the moving target; We observe that TRPCA achieves good data separation in a very challenging setting.

In an operational system TRPCA could be combined with other methods such as DPCA or matrix RPCA to detect motion in cases where other methods underperform. Further research will go into other possible extensions of RPCA to tensor form, application of tensor representation to other imaging problems such as iSAR and satellite imaging, and optimization of the algorithm’s parameters for robust performance.

The rest of the paper is structured as follows: In Section 2 we present the TRPCA algorithm for the SAR data problem. In Section 3 we investigate the effect of the hyper-parameters on the performance of TRPCA, both numerically, and through analysis of idealized cases. We prove bounds on the tensor nuclear norm, and study how these bounds are related to the observed performance. In Section 4 we present numerical examples of data separation and the corresponding imaging results which illustrate the advantages of tensor over matrix RPCA for SAR problems. We end in Section 5 with our conclusions.

2 TRPCA for SAR data

In this section we describe the TRPCA algorithm for the SAR data problem, starting with discussion of the tensor nuclear norm.

2.1 TRPCA formulation

Using the representation of the SAR data as the tensor $\mathcal{A}$ defined in (1.9), we want to solve the following tensor RPCA optimization

$$\min_{\mathcal{L} + \mathcal{S} = \mathcal{A}} \|\mathcal{L}\|_* + \eta \|\mathcal{S}\|_1,$$

where $\mathcal{L}$ and $\mathcal{S}$ are third order tensors, and $\| \cdot \|_*$ is some generalization of the nuclear norm to third order tensors. In Appendix B, we review common tensor decomposition methods, and the extension of the nuclear norm to tensor form as a relaxed rank estimate.
A natural definition of the nuclear norm \[13\] that extends to higher dimensions is
\[
\|A\|_{*,T} = \inf \left\{ \sum_{i=1}^{r} |\lambda_i| \left| A = \sum_{i=1}^{r} \lambda_i u_i^1 \otimes u_i^2 \otimes \cdots \otimes u_i^d, \|u_i^r\| = 1, r \in \mathbb{N} \right. \right\}. \tag{2.12}
\]
Note that the \( u_i^j \) do not need to be orthogonal. As outlined in \[13\], (2.12) is in general an NP hard problem to compute. Therefore we look for alternative, more tractable definitions of the nuclear norm.

The simplest alternative would be to take the matrix panels with respect to a specific dimension and compute the matrix SVD on every panel separately so that, for example,
\[
A \in \mathbb{R}^{n_1 \times n_2 \times n_3}, \quad A^{(\ell)} = A(\cdot, \cdot, \ell) = U^{(\ell)} \Sigma^{(\ell)} V^{(\ell)H}, \quad \ell = 1, \cdots, n_3, \tag{2.13}
\]
\[
\|A\|_{*,D} = \sum_{\ell=1}^{n_3} \|A^{(\ell)}\|_*, \quad = \sum_{\ell=1}^{n_3} \sum_{j=1}^{r^{(\ell)}} \sigma_j^{(\ell)}. \tag{2.14}
\]
This definition retains some of the properties of singular values, for example the Hilbert-Schmidt norm must equal the sum of singular values,
\[
\|A\|_F^2 = \sum_{i_1=1}^{n_1} \sum_{i_2=1}^{n_2} \sum_{i_3=1}^{n_3} |a_{i_1,i_2,i_3}|^2 = \sum_{i=1}^{r} \sigma_i^2 = \sum_{\ell=1}^{n_3} \sum_{j=1}^{r^{(\ell)}} \sigma_j^{(\ell)}^2. \tag{2.15}
\]
We later show that (2.14) serves as an upper bound to (2.12). The decomposition in (2.14) is decoupled in a sense (hence the superscript \( D \)), since the singular values of different panels are computed independently.

Another possible extension was introduced in \[6, 20, 19\], and used for RPCA in \[10, 20\]. This is based on an extension of matrix multiplication to incorporate a circular convolution with respect to the third dimension,
\[
C = A \ast B, \quad C^{(\ell)} = \frac{1}{n_3} \sum_{p=0}^{n_3-1} A^{(p)} B^{(\ell-p)} n_3. \tag{2.16}
\]
This is equivalent to representing the third order tensor as a block-circulant matrix, with the tensor multiplication homeomorphic to the regular matrix multiplication
\[
A \in \mathbb{R}^{n_1 \times n_2 \times n_3} \rightarrow \frac{1}{\sqrt{n_3}} \begin{pmatrix}
A^{(0)} & A^{(1)} & \cdots & A^{(n_3-1)} \\
A^{(n_3-1)} & A^{(0)} & \cdots & A^{(n_3-2)} \\
& \ddots & \ddots & \ddots \\
A^{(1)} & A^{(2)} & \cdots & A^{(0)}
\end{pmatrix} \in \mathbb{C}^{n_1 \times n_2 \times n_3}. \tag{2.17}
\]
Block-circulant matrices can be block-diagonalized by a Discrete Fourier Transform (DFT) matrix,
\[
\frac{1}{\sqrt{n_3}} \begin{pmatrix}
A^{(0)} & A^{(1)} & \cdots & A^{(n_3-1)} \\
A^{(n_3-1)} & A^{(0)} & \cdots & A^{(n_3-2)} \\
& \ddots & \ddots & \ddots \\
A^{(1)} & A^{(2)} & \cdots & A^{(0)}
\end{pmatrix} \rightarrow \begin{pmatrix}
\hat{A}^{(0)} & \hat{A}^{(1)} & \cdots & \hat{A}^{(n_3-1)} \\
\end{pmatrix}, \tag{2.18}
\]
which is equivalent to
\[
\hat{A} = \mathcal{F}_3 A, \quad \hat{A}^{(k)} = \frac{1}{\sqrt{n_3}} \sum_{\ell=0}^{n_3-1} \omega_n^{\ell k} A^{(\ell)}, \quad \omega_n = e^{\frac{2\pi i}{n_3}}, \quad \hat{A}^{(k)} \in \mathbb{R}^{n_1 \times n_2}, k = 0, \ldots, n_3 - 1,
\]
(2.19)
\[\mathcal{F}_3\] denotes here the discrete Fourier transform in the third direction. Thus, another estimate of the nuclear norm is given by
\[
\|A\|_\star, F = \sqrt{n_3 - 1} \sum_{k=0}^{n_3-1} \|\hat{A}^{(k)}\|_\star.
\]
(2.20)
This last definition of the tensor nuclear norm given by (2.20) proves to be very well suited for the SAR motion detection problem. We show this by a performance analysis, carried out in Section 3.

2.2 TRPCA algorithm

We can now recast (2.11) as
\[
\min_{\mathcal{L} + \mathcal{S} = \mathcal{A}} \|\mathcal{L}\|_\star, F + \eta \|\mathcal{S}\|_1 = \min_{\mathcal{L} + \mathcal{S} = \mathcal{A}} \sum_{\ell=0}^{n_3-1} \|\hat{L}^{(\ell)}\|_\star + \eta \|\mathcal{S}^{(\ell)}\|_1,
\]
(2.21)
where \(\mathcal{L}^{(\ell)}\) and \(\mathcal{S}^{(\ell)}\) are the subapertures of \(\mathcal{L}\) and \(\mathcal{S}\), respectively. As for the matrix case [25], we can solve the constrained optimization problem by an augmented Lagrangian
\[
L(\mathcal{L}, \mathcal{S}, \mathcal{Y}, \mu) = \|\mathcal{L}\|_\star, F + \eta \|\mathcal{S}\|_1 + \langle \mathcal{Y}, \mathcal{A} - \mathcal{L} - \mathcal{S} \rangle + \frac{\mu}{2} \|\mathcal{A} - \mathcal{L} - \mathcal{S}\|_F^2,
\]
(2.22)
where the Hilbert-Schmidt norm and inner product are the natural element-wise product extensions of the matrix case. For more details see Appendix (B.10). We can again solve this iteratively, using the Alternating Direction Method of Multipliers (ADMM), noting that the Hilbert-Schmidt penalty term is, by Parseval’s theorem, invariant under DFT,
\[
\|\mathcal{A} - \mathcal{L} - \mathcal{S}\|_F^2 = \sum_{\ell=0}^{n_3-1} \|\hat{A}^{(\ell)} - \hat{L}^{(\ell)} - \hat{S}^{(\ell)}\|_F^2.
\]
(2.23)
Thus, solving by Alternating Direction Method of Multipliers (ADMM), the \(\mathcal{L}_k\) minimization step involves singular value thresholding in the Fourier domain, and the \(\mathcal{S}_k\) minimization uses element wise thresholding in the real domain. Thresholding is done via the operator \(\Theta_\lambda\)
\[
\Theta_\lambda(a) = e^{i \arg a} \cdot \max\{|a| - \lambda, 0\}.
\]
(2.24)

The algorithm is outlined in Algorithm 1 and is a modification of the Inexact Augmented Lagrange Multiplier (ALM) RPCA algorithm introduced in [25].

Convergence is determined by a constraint tolerance, that is \(\|\mathcal{A} - \mathcal{L} - \mathcal{S}\|_F \leq \tau\). The elements of \(\mathcal{A}\) can be efficiently computed in parallel, using the FFT algorithm. The computation of \(\mathcal{L}_{k+1}\) involves a truncated SVD. Compared with matrix RPCA, there are now \(n_3\) singular value decompositions at each
Algorithm 1. $\mathcal{A} = \mathcal{L} + \mathcal{S}$ Inexact ALM method

1: **Input**: Observation tensor $\mathcal{A} \in \mathbb{C}^{n_1 \times n_2 \times n_3}$
2: $\mu_0 = \max_{\ell} \|A^{(\ell)}\|_2$, $\rho = 1.4$
3: while not converged do
4: $\bar{\mathcal{A}} = \mathcal{F}_3(\mathcal{A} - \mathcal{S}_k - \mu_k^{-1} \mathcal{Y}_k)$
5: for $\ell = 0, \ldots, n_3 - 1$ do
6: $[\bar{U}_k^{(\ell)} + \bar{V}_k^{(\ell)}] = \text{svd} \left( \bar{A}^{(\ell)} \right)$
7: $\tilde{L}_k^{(\ell)} = \bar{U}_k^{(\ell)} \Theta_k^{-1} \bar{V}_k^{(\ell)^*}$
8: end for
9: $\mathcal{L}_k + 1 = \mathcal{F}_3^{-1}(\tilde{L}_k + 1)$
10: $\mathcal{S}(\ell) + 1 = \Theta_k^{-1} \mathcal{A} - \mathcal{L}_k - 1 - \mathcal{S}_k - 1$
11: $\mathcal{Y}_k + 1 = \mathcal{Y}_k + \mu_k (\mathcal{A} - \mathcal{L}_k - 1 - \mathcal{S}_k - 1)$
12: $\mu_k + 1 = \rho \mu_k$
13: $k \rightarrow k + 1$
4: end while
5: return $\mathcal{L}_k + 1, \mathcal{S}_k + 1$

iteration. However, the complexity of truncated SVD reduces for smaller subapertures because the size of the matrices is smaller. The matrices $\hat{L}_k^{(\ell)}$ for different $\ell = 0, \ldots, n_3 - 1$ can be computed in parallel, which also significantly reduces the computational time.

3 TRPCA performance analysis

We follow here the same approach as in [22] in order to analyze the performance of TRPCA. The key idea is that there is a finite range of values for $\eta_F$ in the objective (2.21) that are admissible $\eta_{\text{min},F} \leq \eta_F \leq \eta_{\text{max},F}$. Indeed, if $\eta_F$ is too large then the nuclear norm term might be small even for moving targets, i.e. $\|S\|_* \leq \eta_F \|S\|_1$. If, on the other hand, $\eta_F$ is too small the $\ell_1$ term might be small even for the stationary background $\|L\|_* \leq \eta F \|L\|_1$. Thus, we can estimate the quantities, $\eta_{\text{max},F}$ and $\eta_{\text{min},F}$ by

$$\eta_{\text{max},F} = \sup_{S \text{ moving targets}} \frac{\|S\|_* \|F\|}{\|S\|_1},$$
$$\eta_{\text{min},F} = \inf_{L \text{ stationary background}} \frac{\|L\|_* \|F\|}{\|L\|_1}. \quad (3.25)$$

The classes of moving target and low rank data structures can be defined in several ways. Following [22], we use our data model, defined in \(A\), and choose representatives of each to use in simulation.

We wish to choose $\eta$ small enough so that the $\ell_1$ term is favorable for moving targets and large enough such that the nuclear term is favorable for the stationary background. We can define an objective which balances both requirements

$$F(\eta) = \frac{\eta_{\text{min},F}}{\eta} + \frac{\eta}{\eta_{\text{max},F}}, \quad (3.26)$$

with the optimal value

$$\eta^*_F = \sqrt{\eta_{\text{max},F} \eta_{\text{min},F}}. \quad (3.27)$$
Moreover, we expect that the larger the ratio \( \eta_{\text{max},F}/\eta_{\text{min},F} \) the better the achieved separation, as the objective would have a wider range of admissible \( \eta \)'s.

We would like to use TRPCA under settings that increase this ratio, i.e., get the smallest possible nuclear norm for the stationary background and the largest possible nuclear norm for the moving target. Our objective in this section is to use this ratio so as to determine optimal values for the hyper-parameters, i.e. the subaperture and overlap sizes. To compute \( \eta_{\text{max},F} \) and \( \eta_{\text{min},F} \) as defined in (3.25) we would need to consider all possible scenarios of stationary and moving targets. To get first an insight for how the hyper-parameters affect \( \eta_{\text{max},F} \) and \( \eta_{\text{min},F} \), we define them for any specific example of a SAR data tensor \( A = A_L + A_S \) as

\[
\eta_{\text{max},F} = \frac{\|A_S\|_F}{\|A_S\|_1}, \quad \eta_{\text{min},F} = \frac{\|A_L\|_F}{\|A_L\|_1}.
\]

(3.28)

For reference, we also investigate these quantities for the decoupled case, that is,

\[
\eta_{\text{max},D} = \frac{\|A_S\|_D}{\|A_S\|_1}, \quad \eta_{\text{min},D} = \frac{\|A_L\|_D}{\|A_L\|_1},
\]

(3.29)

and compare their behavior to (3.28).

In what follows we first consider in Section 3.1 specific SAR data scenarios and observe how the quantities in (3.28) and (3.29) depend on the hyper-parameters and the moving target’s trajectory. Observing that the main quantity that determines these ratios is the tensor nuclear norm, we introduce in Section 3.2 tensor norm inequalities that help us analyze the performance of TRPCA for general SAR data.

### 3.1 TRPCA performance analysis for specific SAR data scenarios

We consider a stationary background with 10 point scatterers and a single point moving target, with \( v_t = 1 \text{m/s} \). The moving target’s reflectivity is 10% of the reflectivity of the other, stationary targets. We vary the target’s trajectory angle \( \alpha \) with respect to the horizontal axis in the 2D plane, that is,

\[
\vec{v}_t = v_t[\cos \alpha, \sin \alpha, 0],
\]

(3.30)

between \( \alpha = 0 \) and \( \alpha = \pi/2 \) using a step size \( \Delta \alpha = \pi/16 \). A schematic of the simulation setting is given in Figure 1. The parameters of the simulation are as follows: The total aperture size \( s_{\text{tot}} \) is fixed at 11.5s and the platform is moving at 200m/s in the y direction, so that the effective aperture size is 2, 300m. This yields two data matrices \( D_L \) and \( D_S \) associated with the stationary background and moving target respectively.

We next let the subaperture size \( s_{\text{sub}} \) take the values \([0.005s_{\text{tot}}, 0.01s_{\text{tot}}, 0.02s_{\text{tot}}, 0.03s_{\text{tot}}, \ldots, 0.3s_{\text{tot}}]\). For each subaperture size, we change the overlap \( \vartheta \), as a fraction of the subaperture size, to be \( 0.1, 0.2, \ldots, 0.9 \). For each of these configurations we create the tensor data structures \( A_L, A_S \), out of \( D_L, D_S \), according to (1.9). The number of subapertures \( n_3 \) is determined by the other parameters through the following formula

\[
n_3 = 1 + \left\lceil \frac{s_{\text{tot}} - s_{\text{sub}}}{(1 - \vartheta)s_{\text{sub}}} \right\rceil.
\]

(3.31)

In Figure 6 we illustrate how \( n_3 \) varies as a function of the overlap \( \vartheta \) for different subaperture sizes. For each configuration, we compute the \( \ell_1 \) norm and the nuclear norm, for both the decoupled and the tensor forms.
Figure 6: Illustration of how $n_3$ varies as a function of $\vartheta$ in (3.31) for a fixed subaperture size and total aperture. $n_3$ increases as the size of the subaperture decreases and as $\vartheta$ increases.

and plot the ratio of the quantities in (3.29) and (3.28) as function of $\alpha$ and the tensor hyper-parameters in figures 7 and 8 respectively. For the decoupled form (see Figure 7) we observe a weak dependence on the overlap, while the ratio tends to grow with the subaperture size. The maximal value for the ratio is achieved for smaller angles, in consistency with results of regular matrix RPCA.

The tensor case illustrated in Figure 8 presents strong angular dependence, favoring different hyperparameter configurations at different angles: smaller angles tend to achieve optimal ratio for large apertures with low overlap. However as $\alpha$ increases, the optimal parameter configuration tends towards smaller subapertures with higher overlap. The color scale is the same in figures 7 and 8 indicating that smaller values
are obtained in the decoupled case.

![Image of Figure 8: Ratio of tensor nuclear norm and \( \ell_1 \) norm as a function of data hyper-parameters. We plot \( \eta_{\text{max},\mathcal{F}}/\eta_{\text{min},\mathcal{F}} \), defined in (3.28), for varying hyper-parameters. The \( x \) axis and \( y \) axis are as in Figure 7. We observe that the dependence on the hyper-parameter changes with the target’s direction. For small angles, larger values are achieved for large subapertures with low overlap. For larger angles, the optimal parameters shift towards smaller subapertures with higher overlap. The most robust behavior is achieved around \( \pi/4 \). An interpretation of these results is given in Section 3.3.](image-url)

In order to gain more insight, we break down the terms in (3.28), namely the \( \ell_1 \) and nuclear norms of each term, both for the decoupled and tensor forms, and observe their variation in the configuration space. Let us first consider the ratio of the background and moving target’s \( \ell_1 \) norm, as illustrated in Figure 9. We can see that the \( \ell_1 \) norm is insensitive to the direction the target is moving as well as to the hyper-parameters.

![Image of Figure 9: \( \ell_1 \) norm ratio for moving and stationary target as a function of hyper-parameters. We plot the ratio of the background’s and moving target’s \( \ell_1 \) norm for different directions, for varying hyper-parameters. The \( x \) axis and \( y \) axis are as in Figure 7. As we can see, there is little variation and the \( \ell_1 \) norm values remain similar for all directions.](image-url)

We next wish to observe the effect of the different parameters on the nuclear norm. To better understand the effect on the tensor nuclear norm, we look at the ratio between the tensor nuclear norm and the decoupled
nuclear norm. Rather than looking at the norms separately, this ratio indicates what is the added benefit of the tensor nuclear norm, factoring out single aperture effects. We plot the ratio of nuclear and decoupled norms for the stationary background as function of the hyper-parameters in Figure 10. Here we observe strong dependence. The tensor nuclear norm is actually smaller than the decoupled norm for small subapertures with high overlap.

Figure 10: Tensor vs. decoupled nuclear norm for a stationary background, as a function of hyper-parameters. We plot the ratio of tensor and decoupled nuclear norm $\|A\|_F/\|A\|_D$ for a stationary background containing 10 targets, for varying hyper-parameters. The $x$ axis and $y$ axis are as in Figure 7. We see that for every subaperture size, the ratio decreases with the overlap. An interpretation of this result is given in Section 3.3.

We next plot the ratio of the nuclear tensor and decoupled norms for the moving target in Figure 11. In this case we observe strong dependence on the direction and the hyper-parameters. The highest ratio is achieved for small subapertures with low overlap, but the value, and rate of variation show strong angular dependence.

These results present distinct patterns and raise the following questions:

Q1. Why, as illustrated in Figure 10, high overlap decreases the ratio of tensor to decoupled nuclear norm for the stationary target?
Q2. What affects the differences in the nuclear norm between moving vs. stationary targets?

Q3. Why, as illustrated in Figure 8, is high $\eta_{\text{max}}/\eta_{\text{min}}$ ratio, least sensitive to hyper-parameters, achieved for $\alpha = \pi/4$?

To answer these questions we need to explain how the values of the hyper-parameters and the angle $\alpha$ affect the tensor nuclear norm. This requires a better understanding of the tensor data structure for stationary and moving targets.

To get a better insight on the role of $\alpha$, we plot in Figure 12 the data traces for a moving target for $\alpha = 0, \pi/4$ and $\pi/2$. The subaperture size and the overlap are fixed to 0.1. In the left column of Figure 12 we plot the the real part of the raw time-domain data for five subapertures while in the second column we plot the real part of the data after performing the Fourier transform along the subaperture index. In the third column we show the row inner product matrix $\hat{A}(k)^H \hat{A}(k)$ for a single panel after Fourier.

Our observations are the following: In the raw data, we notice very little variation in the slopes for $\alpha = 0$, $\alpha = \pi/4$ and $\alpha = \pi/2$, i.e., the data look like a translation of the same signal along the different subapertures. However, with a closer look we can see that there is a variation in the phase across the different subapertures which becomes more noticeable as the angle $\alpha$ increases. After performing Fourier, we see that for $\alpha = 0$ the phase is not changing significantly across the different columns of $\hat{A}(k)$. For $\alpha = \pi/4$ the column support of the data is similar to $\alpha = 0$ but more variation in the phase is visible across the different columns of $\hat{A}(k)$. This phase variation translates to the columns of $\hat{A}(k)$ being more orthogonal to each other which results to a diagonal matrix $\hat{A}(k)^H \hat{A}(k)$ as seen in the right column. For $\alpha = \pi/2$ the column support is smaller and the phase variation is apparent. As mentioned above the third column of Figure 12 illustrates that the orthogonality between columns of matrix $\hat{A}(k)$ increases as the angle $\alpha$ increases. Indeed, this is manifested by the suppression of the off-diagonal diagonal elements in $\hat{A}(k)^H \hat{A}(k)$. We also see that the column range is suppressed for $\pi/2$ (bottom right plot).

These empirical observations require further analysis, provided in the following section where we also answer the questions Q1 to Q3.

### 3.2 TRPCA analysis for general SAR data

In this section we first give an abstract result for the upper and lower bounds of the tensor nuclear norm. Then we show that the lower bound is obtained for an ideally stationary background with no variation between $A^{(k)}$ for the subapertures while the upper bound is attained for an ideal moving target with exact orthogonality in the columns of $\hat{A}(k)$. We close this section by discussing why the Fourier based tensor nuclear norm is optimal for the SAR data separation problem.

**A general result on the bounds of the tensor nuclear norm $\| \cdot \|_{\star, F}$.** We have the following Proposition.

**Proposition 1.** The tensor nuclear norm, as defined in (2.20), has the following lower and upper bounds

$$\left( \sum_{i=0}^{n_3-1} \| A^{(i)} \|_2^2 \right)^{1/2} \leq \| A \|_{\star, F} \leq \sqrt{n_3} \sum_{i=0}^{n_3-1} \| A^{(i)} \|_{\star}$$

(3.32)
Figure 12: Behavior of SAR data for a moving target with $v_t = 2\text{m/s}$ for different directions $\alpha$ ($\alpha$ as in (3.30); see also Fig. 1): (a) Raw data on five subapertures. Notice very little variation in the slopes between different sub-apertures while phase variation is more noticeable and increases as the angle $\alpha$ increases.; (b) Data after performing Fourier with respect to the subaperture index. Observe that the column support is similar for $\alpha = 0$ and $\alpha = \pi/4$ while it is a lot smaller for $\alpha = \pi/2$. Also notice that the phase variation between the columns of $\tilde{A}^{(k)}$ is increasing as the angle increases. (c) $\tilde{A}^{(k)H}\tilde{A}^{(k)}$ for a single panel after Fourier. For $\alpha = 0$, the column range is large and there are many significant off-block diagonal terms suggesting slow phase variation between the columns of $\tilde{A}^{(k)}$. For $\alpha = \pi/4$ the column range is similar to $\alpha = 0$, but off-block diagonal terms are suppressed, suggesting the columns of $\tilde{A}^{(k)}$ are closer to being orthogonal. For $\alpha = \pi/2$, off-block diagonal terms are greatly suppressed. Notice also that the total column range is reduced. We give qualitative explanation to the effect each of this observations has on the tensor nuclear norm in Section 3.3.
When all matrices $A^{(i)}$ are the same then

$$
\|A\|_{*,F} = \left( \sum_{i=0}^{n_3-1} \|A^{(i)}\|^2 \right)^{1/2} \quad (3.33)
$$

while when the columns of the different matrices $A^{(i)}$ are orthogonal then

$$
\|A\|_{*,F} = \sqrt{n_3} \sum_{i=0}^{n_3-1} \|A^{(i)}\|_*. \quad (3.34)
$$

To prove Proposition 1 we need the following Theorem and Corollary.

**Theorem 1.** For matrices $A_1, A_2, \ldots, A_k$, $A_i \in \mathbb{C}^{m \times n_i}$, the following holds for the matrix

$$
A = [A_1, A_2, \ldots, A_k] \in \mathbb{C}^{m \times N}, \quad N = \sum_{i=1}^{k} n_i \quad (3.35)
$$

$$
\left( \sum_{i=1}^{k} \|A_i\|^2 \right)^{1/2} \leq \|A\|_* \leq \sum_{i=1}^{k} \|A_i\|_* \quad (3.36)
$$

**Proof.** The proof is given in Appendix C. \(\square\)

**Corollary 1.** For $A_1, \ldots, A_k$ in (3.35)

(a) If all the matrices are mutually orthogonal

$$
\sum_{i=1}^{k} \text{rank}(A_i) \leq m, \quad A_i^H A_j = 0, \quad \forall i \neq j, \quad (3.37)
$$

the upper bound of (3.36) is attained.

(b) If $A_i = \beta_i A$, $\beta_i \in \mathbb{C}$, then the lower bound of (3.36) is attained and

$$
\|A\|_* = \|\beta\|_2 \|A\|_*, \quad \|\beta\|_2 = \left( \sum_{i=1}^{k} |eta_i|^2 \right)^{1/2}. \quad (3.38)
$$

**Proof.** The proof is given in Appendix C. \(\square\)

We use these general results to prove (3.32).
Proof of (3.32). Write
\[
\frac{1}{\sqrt{n_3}} \begin{pmatrix} A^{(0)} & A^{(1)} & \ldots & A^{(n_3-1)} \\ A^{(n_3-1)} & A^{(0)} & \ldots & A^{(n_3-2)} \\ \vdots & \vdots & \ddots & \vdots \\ A^{(1)} & A^{(2)} & \ldots & A^{(0)} \end{pmatrix} = \begin{bmatrix} C_1, C_2, \ldots, C_{n_3} \end{bmatrix}, \quad C_i = \frac{1}{\sqrt{n_3}} \begin{pmatrix} A^{(i-1)} \\ A^{(i-2)} \\ \vdots \\ A^{(i)} \end{pmatrix}. \tag{3.39}
\]

We now apply Theorem 1 twice. First, for \( A = C_i^T A^T \), \( \|A^T\|_* = \|A\|_* \), we get
\[
\frac{1}{\sqrt{n_3}} \left( \sum_{i=0}^{n_3-1} \|A^{(i)}\|^2 \right)^{1/2} \leq \|C_i\|_* \leq \frac{1}{\sqrt{n_3}} \sum_{i=0}^{n_3-1} \|A^{(i)}\|_* \tag{3.40}
\]
Then, for \( A = \begin{bmatrix} C_1, C_2, \ldots, C_{n_3} \end{bmatrix} \), we get
\[
\left( \sum_{i=1}^{n_3} \|C_i\|_*^2 \right)^{1/2} \leq \|A\|_{*,F} \leq \sum_{i=1}^{n_3} \|C_i\|_* \tag{3.41}
\]
Plugging the lower and upper bounds of (3.40) in to the lower and upper bound of (3.41), gives the result.

We next show how are (3.33) and (3.34) obtained by estimating the nuclear norm \( \| \cdot \|_{*,F} \) for stationary and moving targets. We show that, for high overlap, the \( \| \cdot \|_{*,F} \) norm decreases for stationary targets, while low overlap, increases the norm for moving targets.

\( \|A\|_{*,F} \) for stationary targets. Let us consider a stationary background, whose returns do not change between pulses. This means that the data traces are the same in every subaperture
\[
A^{(i)} = A, \quad i = 0, \ldots, n_3 - 1. \tag{3.42}
\]
The total decoupled nuclear norm is
\[
\|A\|_{*,D} = \sum_{i=0}^{n_3-1} \|A^{(i)}\|_* = n_3 \|A\|_* \tag{3.43}
\]
On the other hand for \( \|A\|_{*,F} \), \( \hat{A}^{(i)} \) will have a distinct form since, with respect to the third dimension, we are performing DFT over a constant vector,
\[
\hat{A}^{(k)}_{ij} = \frac{1}{\sqrt{n_3}} \sum_{\ell=0}^{n_3-1} \omega_{n_3}^{\ell k} A^{(\ell)}_{ij} = A_{ij} \frac{1}{\sqrt{n_3}} \sum_{\ell=0}^{n_3-1} \omega_{n_3}^{\ell k} = \sqrt{n_3} \delta_{k0} A_{ij}. \tag{3.44}
\]
i.e., after performing the DFT in the third dimension, the subapertures have the form
\[
\hat{A}^{(k)} = \begin{cases} \sqrt{n_3} A, & k = 0 \\ 0, & k \neq 0. \end{cases} \tag{3.45}
\]
Thus, the total nuclear norm becomes
\[ \|A\|_*^F = \sum_{k=0}^{n_3-1} \|\hat{A}^{(k)}\|_* = \sqrt{n_3} \|A\|_* = \left( \sum_{i=0}^{n_3-1} \|A^{(i)}\|_*^2 \right)^{1/2}. \] (3.46)

This is indeed the lower bound of (3.32). Remark also that since the decoupled nuclear norm is always \( \sum_{i=0}^{n_3-1} \|A^{(i)}\|_* \), we get an effective decrease of the nuclear norm by a factor of \( \sqrt{n_3} \), with respect to the decoupled norm.

We assumed here a completely stationary background. In reality the echoes from stationary targets do vary along the aperture. However, the variation rate along different subapertures, both in support and in phase, is much slower for stationary data traces. Hence, larger overlap would be beneficial, as it guarantees that when performing DFT, the subapertures are slowly varying, thus suppressing possible amplitude variation and phase decoherence, that will smear out the energy over multiple panels after performing DFT. This analysis answers Q1 and is in agreement with the results in Figure 10 where we observed that as the overlap of the subapertures increases, \( \|A\|_*^F/\|A\|_*^D \) decreases.

\( \|A\|_*^F \) for moving targets. To answer Q2 and Q3, we consider the case of a single moving target, whose data traces are approximately linear. We further assume no overlap between the subapertures, so that there is no column support overlap between different subapertures. This is a good approximation for targets moving linearly in parallel to the projection of \( \mathbf{r}(0) - \mathbf{p}_o \) on the 2D plane (\( \alpha = 0 \), see Figure 3a). In this case, every panel would be a translation of the same matrix, without any column overlap. Therefore, we can write

\[ A^{(\ell)} = \begin{bmatrix} 0, \ldots, 0, A, 0 \ldots, 0 \end{bmatrix}_{\ell-1 \text{ times}} \] (3.47)

i.e., the subapertures are copies of the same matrix, supported on disjoint subsets of columns at every subaperture. After performing DFT, the \( k \)th panel would be

\[ \hat{A}^{(k)} = \frac{1}{\sqrt{n_3}} \left[ A, \omega_{n_3}^k A, \omega_{n_3}^{2k} A, \ldots, \omega_{n_3}^{(n_3-1)k} A \right], \quad \omega_{n_3} = e^{2\pi i/n_3}. \] (3.48)

Notice that \( \hat{A}^{(k)} \) has the same structure as \( A \) in Corollary 1(b) with \( \beta_i = 1/\sqrt{n_3} \omega_{n_3}^{ijk} \). Since \( \|\beta\|_2 = 1 \) we have \( \|\hat{A}^{(k)}\|_* = \|A\|_* \), and the values of the tensor nuclear norm and decoupled nuclear norm are the same.

This seems in accordance with the results of Figure 11 where we see very little improvement of the nuclear norm for the tensor over the decoupled norm for most hyper-parameter choices when \( \alpha = 0 \).

But then, why is the performance improving for \( \alpha > 0 \) ? We explain this in the following section.

### 3.3 Interpretation of the nuclear norm angle dependence in SAR data

As we demonstrated in Figure 3 and show in greater detail in Appendix D, in general the data traces are not linear, and the inner product between different subapertures is small. However, their deviation from linearity greatly depends on the direction in which the target is moving. Targets that are moving at angles different than 0 result in higher variation in the slope of the data traces between different subapertures, which leads
to effective orthogonality between data traces of different subapertures. This leads to an increase in the nuclear norm, achieving the upper bound as in Corollary 1:

\[ \| \hat{A}^{(k)} \|_* = \frac{1}{\sqrt{n_3}} \sum_{i=0}^{n_3-1} \| A^{(i)} \|_* . \]  

(3.49)

This explains why \( \alpha \neq 0 \) improves the nuclear norm ratio, since when the upper bound is achieved the tensor nuclear norm would see an improvement by a factor of \( \sqrt{n_3} \) over the decoupled form, since in the decoupled form

\[ \| A \|_{*,D} = \sum_{i=0}^{n_3-1} \| A^{(i)} \|_* . \]  

(3.50)

While in the tensor form it will be

\[ \| A \|_{*,F} = \sum_{k=0}^{n_3-1} \| \hat{A}^{(k)} \|_* = \sum_{k=0}^{n_3-1} \sum_{i=0}^{n_3-1} \frac{1}{\sqrt{n_3}} \| A^{(i)} \|_* = \sqrt{n_3} \sum_{i=0}^{n_3-1} \| A^{(i)} \|_* . \]  

(3.51)

and indeed the upper bound of (3.32).

However, our numerical results suggest that the improvement that is least sensitive to the choice of the hyper-parameters is around \( \pi/4 \). To explain this, let us recall that in our analysis, we assumed that after performing DFT, we can partition the data traces originating from different subapertures, i.e., that there is no column support overlap between the data of different subapertures. However, in practice there is always a column support overlap, since the subapertures have non-zero overlap. In the case where all data traces have the same linear slope, the subaperture overlap (i.e., the number of overlapping rows between successive subapertures) determines the fixed column overlap, proportional to the number of overlapping rows by the slope. However, as the data traces become more curved, the effective slope varies across different subapertures and might even change sign, leading to an increase in the column overlap, no longer determined by the subaperture overlap. This reduces the possible increase in nuclear norm, as the effective column range does not grow at the same rate with increasing number of subapertures. Thus, there is a trade off between the non-linearity of the traces, which implies orthogonality, and their column range support, leading to the most robust performance of the TRPCA around \( \alpha = \pi/4 \), as is observed in Figure 11. This is also observed in Figure 12, where we can see that for \( \alpha = \pi/2 \) the column range is limited and, when looking at the panels of \( \hat{A}^{(k)} \) after performing DFT, there is significant variation in the overlap, compared to \( \alpha = 0 \) and \( \alpha = \pi/4 \).

**Optimality of \( \| \cdot \|_{*,F} \) for SAR data separation.** The performance of RPCA in the SAR context improves when the ratio between the nuclear norm of the background and the moving target increases. The main motivation in seeking a tensor-based representation is to enhance the low-rank and sparse/full-rank structure of the background and moving targets respectively.

The results of Corollary 1 are a particular case of a more general result, proven in [24]. That result states that the nuclear norm of a tensor \( T \), can be bound by the nuclear norm of any regular partition of \( T \) (defined in [24]) \( T_1, T_2, \ldots, T_k \) by

\[ \left( \sum_{i=1}^{k} \| T_i \|_*^2 \right)^{1/2} \leq \| T \|_{*,T} \leq \sum_{i=1}^{k} \| T_i \|_* . \]  

(3.52)
Specifically, in our case the general statement applies when we choose the partition of \( \mathcal{A} \) to be the decomposition of the data into different subapertures \( \mathcal{A}^{(i)} \), giving

\[
\left( \sum_{i=0}^{n_3-1} \| A^{(i)} \|_*^2 \right)^{1/2} \leq \| \mathcal{A} \|_* \leq \sum_{i=0}^{n_3-1} \| A^{(i)} \|_*.
\] (3.53)

Comparing (3.53) to (3.32) we note that the Fourier based nuclear norm achieves the lower bound for a completely stationary background, while it achieves a factor of \( \sqrt{n_3} \) times the upper bound for non linear targets, moving rapidly. It is in this sense, that the Fourier method is optimal for the SAR data separation problem.

### 4 Numerical results

In this section we use the same setup as before (cf. section 3.1) to generate synthetic SAR data for different configurations. We then use TRPCA and compare its performance with two other methods: matrix RPCA over the entire data, and decoupled RPCA over the different subapertures. We first show the data separation results in Section 4.1 and then the corresponding images in Section 4.2.

#### 4.1 Data separation results

We consider a stationary background with 10 strong point scatterers and a target moving at a slow velocity of 1\( m/s \). We construct the data matrix \( \mathcal{D}_L \) and data tensor \( \mathcal{A}_L \) for the background and do the same with \( \mathcal{D}_S \) and \( \mathcal{A}_S \) for the moving target. The hyper-parameters are the same as in the previous section. We vary the target’s direction \( \alpha \) between 0, \( \pi/4 \) and \( \pi/2 \) and perform RPCA in three forms:

(a) TRPCA with \( \eta \) set to its optimal value:

\[
\eta^*_F = \sqrt{\eta_{\max,F} \eta_{\min,F}}, \quad \eta_{\max,F} = \frac{\| \mathcal{A}_S \|_*} {\| \mathcal{A}_S \|_1}, \quad \eta_{\min,F} = \frac{\| \mathcal{A}_L \|_*} {\| \mathcal{A}_L \|_1}.
\] (4.54)

(b) ‘Decoupled’: We perform matrix RPCA one subaperture at a time. Here \( \eta \) is also set to its optimal value following [22]:

\[
\eta^{(i)*} = \sqrt{\eta_{\max}^{(i)} \eta_{\min}^{(i)}}, \quad \eta_{\max}^{(i)} = \frac{\| A^{(i)}_S \|_*} {\| A^{(i)}_S \|_1}, \quad \eta_{\min}^{(i)} = \frac{\| A^{(i)}_L \|_*} {\| A^{(i)}_L \|_1}.
\] (4.55)

(c) Matrix RPCA over the entire data matrix with \( \eta \) set to its optimal value:

\[
\eta^* = \sqrt{\eta_{\max} \eta_{\min}}, \quad \eta_{\max} = \frac{\| \mathcal{D}_S \|_*} {\| \mathcal{D}_S \|_1}, \quad \eta_{\min} = \frac{\| \mathcal{D}_L \|_*} {\| \mathcal{D}_L \|_1}.
\] (4.56)

For methods (a) and (b), we need to reconstruct the separated data on the entire aperture \( \mathcal{D}_L \) and \( \mathcal{D}_S \) from the separated data on the overlapping subapertures. From [19], one can reconstruct the original data...
matrix $D_r(s,t)$ by

$$D_r(s,t) = \sum_{\ell \in X} \theta_\ell A^{(\ell)}(s - \ell \theta s_{\text{sub}}), \quad \sum_\ell \theta_\ell = 1, \quad X = \{ \ell \text{ s.t. } s - \ell \theta s_{\text{sub}} \in [0,s_{\text{sub}}] \}. \quad (4.57)$$

We can use any linear combination of the appropriate data entries in the subapertures provided that the weights $\theta_\ell$ sum up to one. The choice used is the ‘innermost’ aperture (i.e. farthest from the edges), which proves to yield stable results,

$$D_L(s,t) = L^{(\ell^*)}(s - \ell^* \vartheta,t)$$

$$\ell^* = \arg \min_\ell \ell^2 + (\ell - n_3 + 1)^2, \quad s - \ell \theta \in [0,s_{\text{sub}}]. \quad (4.58)$$

The same is done for $D_S$.

The separation results are illustrated in Figure 13. We observe that the performance of TRPCA improves as the angle $\alpha$ increases. TRPCA outperforms the other two methods for $\alpha \geq \pi/4$, while for small angles, all methods are struggling.

### 4.2 Imaging results

We present here the imaging results for the angles of Figure 13 for which a clear separation was possible, i.e., for $\alpha \geq \pi/4$. We do not present imaging results when good data separation is not achieved, since the extraction of motion parameters is challenging and prone to errors. To form an image for the moving target, we need to compensate for the target’s velocity when evaluating the SAR functional of $1.6$. We explain below how this is done.

**Motion Estimation** We assume that the sparse part, after performing TRPCA, is composed of a single target. Hence, we can extract $y(s) = \Delta \tau(s)$ from stable peak locations, and compare it to a candidate one, depending on trial target position and velocity

$$f_{\bar{\rho},\bar{v}}(s) = \tau(s, \bar{\rho} + \bar{v}s) - \tau(s, \bar{\rho}_0). \quad (4.59)$$

We can then extract $\bar{\rho}, \bar{v}$, from solving the following minimum loss problem

$$\bar{\rho}^*, \bar{v}^* = \arg \min_{\rho, v} \sum_s L_\delta(y(s) - f_{\bar{\rho},\bar{v}}(s)). \quad (4.60)$$

With $L_\delta$ a Huber loss:

$$L_\delta(x) = \begin{cases} \frac{1}{2}x^2, & |x| \leq \delta, \\ \delta(|x| - \frac{1}{2}\delta), & |x| > \delta, \end{cases} \quad \text{with} \quad \delta = 10\Delta t. \quad (4.61)$$

We only need the velocity parameters $\bar{v}$ for the SAR functional. We use MATLAB’s `fmincon` routine to solve the optimization problem and obtain a robust estimate. An illustration of the deviation of the extracted trace from the exact one is given in Figure 14 for $\alpha = \pi/4$.

Since the other two methods do not provide good separation results, it is impossible to extract the velocity parameters from the $S$ part of the data. Therefore to image the moving target, we form an exhaustive 4D
Figure 13: RPCA performance. (a) Original trace of moving target; (b) TRPCA; (c) ‘Decoupled’ RPCA; (d) Matrix RPCA. We can see that for $\alpha \geq \pi/4$ TRPCA outperforms other methods, with its performance improving with larger angles. For small angles, all methods are struggling. Some of the signal is lost around the points where the gradient with respect to the slow time is zero, which are stationary phase points.
imaging functional, where we vary both location and velocity parameters.

\[
I^{\text{SAR}}(\vec{\rho}, \vec{v}) = \frac{n}{2} \sum_{j=-n/2}^{n/2} S(s_j, \tau(s_j, \vec{\rho} + s_j \vec{v}) - \tau(s_j, \vec{\rho}_0)).
\] (4.62)

We present the result of backpropagation for the other two methods for \(I^{\text{SAR}}(\vec{\rho}, \vec{v}_t)\), for \(\vec{v}_t = \vec{v}\), the target’s actual velocity vector. We present the imaging output of the three RPCA methods in Figure 15. One can see that TRPCA provides a clear image of the moving target, while the other two methods fail to do so.

![Figure 14: Parameter extraction. Comparison of measured \(\Delta \tau(s)\) and analytical one, using the estimated parameters. The sparse part of the data as provided by the TRPCA algorithm is used to determine the velocity parameters, that we subsequently use in the imaging process.](image)

**Complex setting** TRPCA performs well even when considering more complicated settings. In the following example we have three objects moving with the same velocity of \(2 m/s\). This can be a model for an extended object whose corners are its strongest reflectors. The background includes 20 scatterers, 10 of which are strong while the other 10 model clutter and have reflectivities comparable to or weaker than the moving targets. We see from the results shown in figures 16 and 17 that TRPCA again performs better than matrix RPCA or the decoupled method.

5 Conclusions

In this paper, we considered the problem of motion detection in Synthetic Aperture Radar (SAR) systems. Our main focus was on separating the data originating from moving targets from those of the stationary background. This separation is necessary since SAR’s fundamental assumption is that the objects to be imaged do not vary between successive acquisitions.

We built upon the previously introduced Robust Principal Component Analysis (RPCA) algorithm, separating the data matrix \(D\) into low-rank, \(L\), and sparse parts, \(S\), associated with the background and the moving target, respectively. Separation is achieved by solving a convex optimization problem that minimizes
\[ \alpha = \pi/4 \]

\[ \alpha = 3\pi/8 \]

\[ \alpha = \pi/2 \]

(a) (b) (c)

Figure 15: Imaging results for the moving target for \( \alpha = \pi/4, 3\pi/8, \pi/2 \). (a) using TRPCA; (b) decoupled RPCA (c) Large aperture matrix RPCA. We observe that TRPCA provides superior imaging results even for large angles (\( \alpha = \pi/2 \)), whereas the other methods fail to suppress the strongly scattering background.
Figure 16: RPCA performance for multiple moving targets, α = π/2. (a) Original trace of moving targets; (b) TRPCA; (c) 'Decoupled' RPCA; (d) Matrix RPCA. We see that TRPCA again outperforms the other methods, even when there are multiple moving targets and clutter in the background.

Figure 17: Imaging results for multiple moving targets, α = π/2. (a) using TRPCA; (b) 'Decoupled' RPCA (c) Large aperture matrix RPCA. All targets are captured well by TRPCA, while being lost in the background for the other methods.
the objective $\|L\|_* + \eta \|S\|_1$. RPCA has been shown effective in detecting moving targets. However, there are limitations in terms of the speed and the direction of the moving target. In particular, matrix RPCA fails for targets that are slowly moving, or moving in a direction that is parallel to the direction to the SAR platform.

In order to achieve better separation, we have recasted the data matrix as a third order tensor $\mathbf{A}$, made of partially overlapping subapertures of the original aperture. We employed a specific form for the nuclear norm, using the Fourier transform, to define a tensor version of RPCA. We show with analysis and numerical simulations that this specific form for the tensor nuclear norm, is well suited for the purpose of SAR motion detection, picking on the non linearity of the phase for moving targets at certain directions, while reducing the norm of the stationary background. Numerical simulations in the X-band SAR surveillance regime demonstrated the performance of TRPCA, especially in challenging cases, where motion separation is unattainable using matrix RPCA. Future work will focus on the development of an automated and robust algorithm which adaptively determines the optimal hyper-parameters. This would involve an estimation of the tensor norms for different moving target configurations. Having an integrated algorithm that automatically choses the hyper-parameters will elevate this method to a signal processing toolbox that can be used with real data.

This work provides a compelling example of a 2D problem that benefits from its reformulation in tensor form. We have shown that there is a natural specific extension of the nuclear norm for the tensor SAR data, which provides optimal results for the motion detection problem, picking up on features such as curvature, which are lost in the matrix representation.
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A The SAR data matrix

We describe here our model for the SAR data matrix for a scene comprised of \( N \) small point-like targets. We denote \( \sigma_i \) the reflectivity of the \( i \)th target and \( \vec{\rho}_i(s) \) its location at slow time \( s \). Considering that the SAR platform emits a pulse \( f(t) \), the down-ramped data are obtained by convolving the received echoes with \( \hat{f}(-t) \). It is therefore as if the antenna emitted the pulse \( f_p(t) \) defined as

\[
    f_p(t) = \int dt' f(t')\hat{f}(t' - t). \tag{A.1}
\]

Considering the free-space causal Green’s function for the scalar wave equation

\[
    G(\vec{r}, t, \vec{r}', t') = \frac{\delta(\|\vec{r} - \vec{r}'\| - c(t - t'))}{4\pi\|\vec{r} - \vec{r}'\|} 1_{t > t'}, \tag{A.2}
\]

and assuming

\[
    \|\vec{\rho}_i - \vec{\rho}_j\| \ll \|\vec{r}(s) - \vec{\rho}_i\|, \forall i, s \tag{A.3}
\]

we can model the down-ramped SAR data matrix as

\[
    D_r(s, t) \propto \sum_{i=1}^{N} \sigma_i f_p(t - \Delta\tau_i(s)), \tag{A.4}
\]

i.e., the data are proportional to a superposition of pulses \( f_p \) shifted by \( \Delta\tau_i(s) \) and multiplied by \( \sigma_i \), the reflectivity of each target.

The difference travel time \( \Delta\tau_i(s) \) is the round trip travel time from the antenna location \( \vec{r}(s) \) to the target \( \vec{\rho}_i(s) \) from which the round trip travel time from the antenna location \( \vec{r}(s) \) to the reference location \( \vec{\rho}_o \) is subtracted to account for the range compression step of down-ramping,

\[
    \Delta\tau_i(s) = \frac{2(\|\vec{r}(s) - \vec{\rho}_i(s)\| - \|\vec{r}(s) - \vec{\rho}_o\|)}{c}. \tag{A.5}
\]

We used here the start-stop approximation which neglects the targets’ displacement during the round trip travel time. This is justified in radar because the electromagnetic waves travel at the speed of light, which is many orders of magnitude larger than the speed of the targets and the platform.

It is common to assume that \( f_p(t) \) consists of a base-band waveform \( f_B(t) \) modulated by a carrier frequency \( \nu_o = \omega_o/(2\pi) \),

\[
    f_p(t) = \cos(\omega_o t)f_B(t). \tag{A.6}
\]

Its Fourier transform is

\[
    \hat{f}_p(\omega) = \int dt f_p(t)e^{i\omega t} = \frac{1}{2} \left[ \hat{f}_B(\omega + \omega_o) + \hat{f}_B(\omega - \omega_o) \right]. \tag{A.7}
\]

Here \( \hat{f}_B(\omega) \) is supported in the interval \([-\pi B, \pi B]\), where \( B \) is the bandwidth while \( \hat{f}(\omega) \) is supported in \([-\omega_o - \pi B, -\omega_o + \pi B] \cup [\omega_o - \pi B, \omega_o + \pi B] \).
The down-ramped SAR data matrix takes the form

$$D_r(s, t) = \sum_{i=1}^{N} \sigma_i \cos(\omega_o(t - \Delta \tau_i(s))) f_B(t - \Delta \tau_i(s)),$$  \hspace{1cm} (A.8)

and its Fourier transform is

$$\hat{D}_r(s, \omega) = \sum_{i=1}^{N} \frac{e^{-i\omega \Delta \tau_i(s)}}{2} \left[ \hat{f}_B(\omega + \omega_o) + \hat{f}_B(\omega - \omega_o) \right].$$  \hspace{1cm} (A.9)

A lossless baseband transformation, introduced in [22], is applied to the data, removing the carrier frequency $\omega_o$

$$\hat{D}_{rb}(s, \omega) = \hat{h}_{LP}(\omega) \hat{D}_o(s, \omega) = e^{-i(\omega - \omega_o)\Delta \tau(s)} \hat{f}_B(\omega).$$  \hspace{1cm} (A.10)

$$\hat{h}_{LP}(\omega) = \begin{cases} 
2 & |\omega| \leq 2B \\
0 & |\omega| > \alpha B, \quad \alpha B \ll \omega_o.
\end{cases}  \hspace{1cm} (A.11)$$

A.1 Matrix robust principal component analysis

To produce good imaging results, one needs to detect and separate the echoes corresponding to moving targets from the ones of the complex background.

We follow here the approach proposed in [5], where the robust principal component analysis was used for separating the data matrix $D$ as in (1.3) in two subsets: the echoes due to stationary targets that form the low rank part of the data matrix and the moving targets echoes which constitute the sparse part. RPCA consists of solving the following convex optimization problem

$$\min_{L, S \in \mathbb{C}^{n_1 \times n_2}} ||L||_*, + \eta ||S||_1$$

subject to $L + S = D.$  \hspace{1cm} (A.12)

The idea is that the rank of a matrix, which is a non convex objective, can be relaxed to the nuclear norm, that is the sum of singular values, while the element wise $\ell_1$ norm, promotes sparsity. The parameter $\eta$ balances the ratio between the nuclear norm of $L$ and the $\ell_1$-norm of $S$. The recommended value for $\eta$ proposed in [7] and used for SAR data in [5] is

$$\eta = \frac{1}{\sqrt{\max\{n_1, n_2\}}}.$$  \hspace{1cm} (A.13)

It was shown in [3] that with this choice for $\eta$ the RPCA algorithm is sensitive to the window size of the data.

As was shown in [22], an optimal choice of $\eta$ exists for which the separation is robust for the SAR problem. By evaluating the different norms for stationary and moving objects, one can find a range of admissible values
for \( \eta \), and an optimal one can be derived for a target moving at a velocity \( v_t \),

\[
\eta^* = \sqrt{\frac{\Delta sB \Delta t}{4S\sqrt{\pi}}} \left( \sqrt{\frac{2}{\sqrt{\pi}}} + \frac{\sqrt{\pi} N(\mathbf{v}_t) B \Delta t}{2} + 1 \right),
\]

(A.14)

where, \( N(\mathbf{v}_t) \) is the column support of the moving target, to leading order,

\[
N(\mathbf{v}_t) \approx \frac{4S}{\Delta t \| \mathbf{r}(0) - \mathbf{\rho}_o(0) \|} (\mathbf{r}(0) - \mathbf{\rho}_o(0)) \cdot \frac{v_t}{c},
\]

(A.15)

and \( S \) is the total slow-time aperture size. In [22], it is also shown, that the separation improves as \( N(\mathbf{v}_t) \) increases.

\section{B Tensor representation and decomposition}

Matrix decomposition methods such as SVD, Principal Component Analysis (PCA), Non negative Matrix Factorization (NMF), have enjoyed tremendous success in data science, and have proved to be an essential tool in processing high volume data, from dimensionality reduction to classification.

Tensors are extension of vectors and matrices to higher orders. For example, a \( p \)-order tensor \( \mathcal{A} \) is defined as

\[
\mathcal{A} \in \mathbb{C}^{n_1 \times n_2 \cdots \times n_p}, \quad a_{i_1,i_2,\ldots,i_p} \in \mathbb{C}, \quad i_k \in \{1, \ldots, n_k\}
\]

(B.1)

The use of tensors is appealing, since it generalizes the properties of matrix data structures, and allows for the representation of more complex patterns.

\subsection{B.1 Tensor Decomposition methods}

Indeed, tensor representations and decomposition of data have been of great interest for several decades. They arise naturally in applications involving high dimensional data, historically in psychometrics [35], chemometrics [1], and more recently in statistics [32], bioinformatics [17], finance [13], signal processing [9] and many more.

A tensor decomposition is defined as a representation of the tensor as a sum of other tensors. For example, a rank-1 SVD decomposition would be of the form

\[
a_{i_1,i_2,\ldots,i_p} = \sum_{j=1}^{r} \sigma_j u_{i_1}^{(j,1)} \otimes u_{i_2}^{(j,2)} \cdots \otimes u_{i_p}^{(j,p)}, \quad u^{(j,k)} \in \mathbb{R}^{n_k}, \| u^{(j,k)} \|_2 = 1,
\]

(B.2)

where \( \{u^{(\cdot,k)}\} \) are an orthogonal basis of \( \mathbb{R}^{n_k} \).

We can see that the regular SVD is a particular case of this decomposition

\[
a_{i_1,i_2} = \sum_{j=1}^{r} \sigma_j u_{i_1}^{(j)} v_{i_2}^{(j)*},
\]

identifying \( u^{(j)} = u^{(j,1)} \), \( v^{(j)} = u^{(j,2)*} \).
However, some of the properties of matrices do not carry on to higher dimensional objects. Decompositions of the form of (B.2) do not exist for general higher order tensors (there are multiple counter examples). Notice that the orthogonality requirement requires $r \leq \min_k n_k$, which does not hold in general. Thus, a need arises for other extensions of matrix decomposition.

Some extensions of matrix decomposition such as Tucker Higher Order Singular Value Decomposition (HOSVD), Canonical Polyadic (CPD), or Tensor Train (TT) have enjoyed applicability [21], but they involve a more complex structure than (B.2). For example, in HOSVD [10], the singular values are replaced by a core tensor so that the representation is

$$a_{i_1,i_2,\ldots,i_p} = \sum_{j_1=1}^{r_1} \cdots \sum_{j_p=1}^{r_p} \sigma_J (j_1,1) \otimes u_{i_1}^{(j_1,1)} \otimes \cdots \otimes u_{i_p}^{(j_p,p)}$$

(B.4)

$$u^{(j_k,k)} \in \mathbb{R}^{n_k}, \quad \|u^{(j_k,k)}\|_2 = 1, \quad J = \{j_1, \ldots, j_p\}$$

Specifically, for our purposes, the notion of a rank of tensor, in the sense of a decomposition such as (B.2), is not well understood, and its computation has been shown to be NP hard [16].

### B.2 Tensor nuclear norm and its estimates

RPCA relies on the nuclear norm as a relaxed rank estimate. Recall that for a matrix $A$ the nuclear norm is defined as

$$\|A\|_* = \sum_{i=1}^r \sigma_i(A) = \max_{\|X\|_* \leq 1} \langle A,X \rangle,$$

(B.5)

where

$$\langle A,X \rangle = \text{Tr}(A^H X),$$

(B.6)

is the regular matrix inner product and

$$\|X\|_\sigma = \max_{\|u\|_2 \leq 1} \|Xu\|_2 = \max_{\|u\|_2,\|v\|_2 \leq 1} \langle X, u \otimes v \rangle.$$  

(B.7)

is the matrix spectral norm (or two-norm) [14].

The definition (B.5) is also equivalent to

$$\|A\|_* = \inf \left\{ \sum_{i=1}^r |\lambda_i| \left| A = \sum_{i=1}^r \lambda_i u_i \otimes v_i, \|u_i\| = \|v_i\| = 1, r \in \mathbb{N} \right. \right\}.$$  

(B.8)

A possible extension of (B.8) to higher order is [13]

$$\|A\|_{*,T} = \inf \left\{ \sum_{i=1}^r |\lambda_i| \left| A = \sum_{i=1}^r \lambda_i u_{i_1}^1 \otimes u_{i_2}^2 \otimes \cdots \otimes u_{i_p}^p, \|u_i^j\| = 1, r \in \mathbb{N} \right. \right\}. $$

(B.9)

Notice that $u_{i_1}^{j_1}, u_{i_2}^{j_2}$ need not be orthogonal for $j_1 \neq j_2$.

Definition (B.9) retains many of the favorable properties of the matrix nuclear norm. Specifically, it is the dual norm of the tensor spectral norm.
Define for two tensors $A, B \in \mathbb{R}^{n_1 \times n_2 \times \cdots \times n_d}$ their inner product as

$$\langle A, B \rangle = \sum_{i_1=1}^{n_1} \sum_{i_2=1}^{n_2} \cdots \sum_{i_d=1}^{n_d} a_{i_1,i_2,\ldots,i_d}^* b_{i_1,i_2,\ldots,i_d} \quad (B.10)$$

The spectral norm is naturally defined via

$$\|A\|_{\sigma} = \max_{\|x_k\|_2 \leq 1} \langle A, x_1 \otimes x_2 \otimes \cdots \otimes x_d \rangle \quad (B.11)$$

and the nuclear norm is then defined as its dual

$$\|A\|_{*,T} = \max_{\|x\|_* \leq 1} \langle A, x \rangle. \quad (B.12)$$

These definitions reduce to the usual matrix definition in two dimensions. However, the computation of both spectral and nuclear norm has been shown to be NP-hard problems in general \[13\].

Commonly used tensor decompositions do not necessarily provide natural extensions for the nuclear norm, or approximate bounds for it. For example, we cannot take the core tensor of \(B.4\) as a nuclear norm estimate, since $\sum_J |\sigma_J|$ does not obey the triangle inequality, and hence is not a norm (or a convex objective).

We thus look for other extensions of singular values to higher dimensions, presented in the main paper.

### C Proof of Theorem 1 and Corollary 1

We will first prove Theorem 1 that we recall next.

**Theorem.** For matrices $A_1, A_2, \ldots, A_k$, $A_i \in \mathbb{C}^{m \times n_i}$, for the matrix

$$A = [A_1, A_2, \ldots, A_k] \in \mathbb{C}^{m \times N}, \quad N = \sum_{i=1}^{k} n_i, \quad (C.1)$$

the following inequalities hold

$$\left( \sum_{i=1}^{k} \|A_i\|_2^2 \right)^{1/2} \leq \|A\|_* \leq \sum_{i=1}^{k} \|A_i\|_* \quad (C.2)$$

**Proof.** Write

$$A = [A_1, 0, \ldots, 0] + [0, A_2, 0, \ldots, 0] + \cdots + [0, \ldots, 0, A_k], \quad (C.3)$$

and apply the triangle inequality to get the upper bound.

The lower bound is attained following \[24\]. First, we can bound the spectral norm in the following way: write

$$x^T = [y_1^T, y_2^T, \ldots, y_k^T], \quad x \in \mathbb{C}^N, y_i \in \mathbb{C}^{n_i} \quad (C.4)$$

$$\|A\|_\sigma = \max_{x \in \mathbb{C}^N, \|x\|_2 \leq 1} \|Ax\|_2 = \max_{y_i \in \mathbb{C}^{n_i}, \sum_i \|y_i\|_2 \leq 1} \max_{i=1}^k \sum_{y_i \in \mathbb{C}^{n_i}, \sum_i \|y_i\|_2 \leq 1} \|A_i y_i\|_2. \quad (C.5)$$
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Write $\xi_i = \|y_i\|_2$, $y_i = \xi_i \tilde{y}_i$

Then

$$\|A\|_\sigma \leq \max_{\xi_i^2 \leq 1, \|y_i\| \leq 1} \sum_{i=1}^k \xi_i \|A_i \tilde{y}_i\|_2 = \max_{\xi_i^2 \leq 1} \sum_{i=1}^k \xi_i \max_{\|y_i\| \leq 1} \|A_i \tilde{y}_i\|_2 = \max_{\xi_i^2 \leq 1} \sum_{i=1}^k \xi_i \|A_i\|_\sigma = \left(\sum_{i=1}^k \|A_i\|_2^2\right)^{1/2}.$$

(C.6)

The last result is achieved by noting that, identifying $u_i = \xi_i, v_i = \|A_i\|_\sigma$, we have for $v \in \mathbb{R}^k$,

$$\max_{u \in \mathbb{R}^k, \|u\|_2 \leq 1} \langle u, v \rangle = \langle v, \|v\|_2 \rangle = \|v\|_2 = \left(\sum_{i=1}^d v_i^2\right)^{1/2}.$$

(C.7)

The nuclear norm is defined as

$$\|A\|_* = \max_{\|X\|_* \leq 1} \langle A, X \rangle = \max_{\|X\|_* \leq 1} \sum_{i=1}^k \langle A_i, Y_i \rangle, \quad X = [Y_1, Y_2, \ldots, Y_k] \in \mathbb{C}^{m \times N}, Y_i \in \mathbb{C}^{m \times n_i}.$$

From the bound on the spectral norm we have

$$\left\{ X \in \mathbb{C}^{m \times N} \left| \sum_{i=1}^k \|Y_i\|_\sigma^2 \leq 1 \right. \right\} \subseteq \left\{ X \in \mathbb{C}^{m \times N} \left| \|X\|_\sigma \leq 1 \right. \right\}.$$

(C.9)

Hence,

$$\|A\|_* = \max_{\|X\|_* \leq 1} \sum_{i=1}^k \langle A_i, Y_i \rangle \geq \max_{\sum_{i=1}^k \|Y_i\|_\sigma^2 \leq 1} \sum_{i=1}^k \langle A_i, Y_i \rangle$$

(C.10)

Define $y_i = \|Y_i\|_\sigma$, $Y_i = y_i \tilde{Y}_i$.

Then,

$$\|A\|_* \geq \max \sum_{i=1}^k y_i \langle A_i, \tilde{Y}_i \rangle = \max \sum_{i=1}^k y_i \max \langle A_i, \tilde{Y}_i \rangle = \max \sum_{i=1}^k y_i \|A_i\|_* = \left(\sum_{i=1}^k \|A_i\|_*^2\right)^{1/2}.$$

(C.11)

We next prove Corollary 1 that we recall first.

**Corollary.** For $A_1, \ldots, A_k$ in (3.35)

(a) If all the matrices are mutually orthogonal

$$\sum_{i=1}^k \text{rank}(A_i) \leq m, \quad A_i^H A_j = 0, \quad \forall i \neq j,$$

(C.12)
the upper bound of (3.36) is attained.

(b) If \( A_i = \beta_i A, \ \beta_i \in \mathbb{C} \), then the lower bound of (3.36) is attained and

\[
\|A\|_* = \|\beta\|_2 \|A\|_*, \quad \|\beta\|_2 = \left( \sum_{i=1}^{k} |\beta_i|^2 \right)^{1/2}.
\]

(C.13)

Proof. (a) In this case \( A^H A \) is block diagonal

\[
A^H A = \begin{pmatrix}
A_1^H A_1 & 0 & \cdots & 0 \\
0 & A_2^H A_2 & \cdots & 0 \\
& \ddots & \ddots & \ddots \\
0 & & \ddots & A_k^H A_k
\end{pmatrix},
\]

(C.14)

and the result is trivial, since

\[
\|A\|_* = \sum_{i=1}^{N} (\lambda_i(A^H A))^{1/2} = \sum_{i=1}^{k} \sum_{j=1}^{n_i} (\lambda_j(A_i^H A_i))^{1/2} = \sum_{i=1}^{k} \|A_i\|_*.
\]

(C.15)

(b) Let us look at \( A^H A \)

\[
A^H A = \begin{pmatrix}
|\beta_1|^2 A^H A & \beta_1^* \beta_2 A^H A & \cdots & \beta_1^* \beta_k A^H A \\
\beta_2^* \beta_1 A^H A & |\beta_2|^2 A^H A & \cdots & \cdots \\
& \ddots & \ddots & \ddots \\
\beta_k^* \beta_1 A^H A & \cdots & |\beta_k|^2 A^H A
\end{pmatrix} = B \otimes A^H A,
\]

(C.16)

where \( B_{ij} = \beta_i^* \beta_j \), and \( \otimes \) is the tensor product

\[
A \in \mathbb{R}^{m \times n}, B \in \mathbb{R}^{p \times pq}, \quad C = B \otimes A = \begin{pmatrix}
b_{11} A & b_{12} A & \cdots & b_{1q} A \\
b_{21} A & b_{22} A & \cdots & a_{2q} A \\
\vdots & \vdots & \ddots & \vdots \\
b_{p1} A & b_{p2} A & \cdots & b_{pq} A
\end{pmatrix} \in \mathbb{R}^{mp \times nq}
\]

(C.17)

\( B \) has an eigenvalue \( \|\beta\|_2^2 = \left( \sum_{i=1}^{k} |\beta_i|^2 \right) \) with corresponding eigenvector \( v_j = \beta_j^* \), and it is easy to see it is an Hermitian, rank one matrix. i.e.,

\[
B = T \Lambda T^H, \quad \Lambda = \text{diag}(\|\beta\|_2^2, 0, \ldots, 0).
\]

(C.18)
Thus, $A^H A$ can be block-diagonalized by $T \otimes I$, to get

$$
(T \otimes I)^H A^H A (T \otimes I) = \begin{pmatrix}
\|\beta\|^2_2 A^H A & 0 & \cdots & 0 \\
0 & 0 & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & 0
\end{pmatrix}.
$$

(C.19)

Hence $\sigma_j(A) = (\lambda_j(A^H A))^{1/2} = \|\beta\|_2 \sigma_j(A)$, and $\|A\|_* = \|\beta\|_2 \|A\|_*$. □

## D Estimate of the the cross terms for two panels

We assume an overall quadratic dependence of $\Delta \tau(s)$ on $s$,

$$
\Delta \tau(s) = a + bs + cs^2.
$$

(D.1)

Since the total aperture is decoupled into many, small, subapertures, it is reasonable to approximate $\Delta \tau(s)$ as being linear in each panel, with

$$
\Delta \tau_\ell(s) = \Delta \tau_\ell(s + \ell \theta) \approx a_\ell + b_\ell s, \quad a_\ell = a + b_\ell \theta + c\ell^2 \theta^2, b_\ell = b + 2c \ell \theta.
$$

(D.2)

The inner product of two columns is

$$
\sum_s e^{-\frac{b_\ell^2}{2}(t_j - \Delta \tau_\ell(s))^2} e^{i \omega \Delta \tau_\ell(s)} e^{-\frac{b_\ell^2}{2}(t_k - \Delta \tau_\ell(s))^2} e^{-i \omega \Delta \tau_\ell(s)}
= e^{-\frac{b_\ell^2}{2}((t_j - a_\ell)^2 + (t_k - a_\ell')^2)} e^{i \omega (a_\ell - a_\ell')} \sum_s e^{-\frac{b_\ell^2}{2}(-2(t_j - a_\ell) b_\ell s + b_\ell^2 s^2)} e^{i \omega b_\ell s} e^{-\frac{b_\ell^2}{2}(-2(t_k - a_\ell') b_\ell' s + b_\ell'^2 s^2)} e^{-i \omega b_\ell' s}
= e^{-\frac{b_\ell^2}{2}((t_j - a_\ell)^2 + (t_k - a_\ell')^2)} e^{i \omega (a_\ell - a_\ell')} \sum_s e^{-\frac{b_\ell^2}{2}(-2(t_j - a_\ell) b_\ell' (b_\ell - b_\ell') + 2i \frac{\omega}{B^2} (b_\ell - b_\ell') s + (b_\ell^2 + b_\ell'^2) s^2)}
\approx e^{-\frac{b_\ell^2}{2}((t_j - a_\ell)^2 + (t_k - a_\ell')^2)} e^{i \omega (a_\ell - a_\ell')} \frac{1}{\Delta s} \int_{-\Delta s}^{\Delta s} e^{-\frac{b_\ell^2}{2} \phi(s)} ds
$$

(D.3)

$$
\phi(s) \equiv (-2(t_j - a_\ell) b_\ell - 2(t_k - a_\ell') b_\ell' + 2i \frac{2\omega}{B^2} (b_\ell - b_\ell')) s + (b_\ell^2 + b_\ell'^2) s^2
$$

For a quadratic form $\phi(s) = \alpha s^2 + \beta s + \gamma$ stationary phase value is at $s^* = -\frac{\beta}{2\alpha}$, and $\phi(s^*) = \gamma - \frac{\beta^2}{4\alpha}$, which

implies

$$
s^* = \frac{(t_j - a_\ell) b_\ell + (t_k - a_\ell') b_\ell'}{b_\ell^2 + b_\ell'^2} + i \frac{\omega (b_\ell - b_\ell')}{B^2 (b_\ell^2 + b_\ell'^2)},
$$

$$
\phi(s^*) = -\frac{((t_j - a_\ell) b_\ell + (t_k - a_\ell') b_\ell')^2}{b_\ell^2 + b_\ell'^2}.
$$

(D.4)
Plugging into (D.3), we get for the real part of the argument of the exponent

$$- \frac{B^2}{2} \left[ (t_j - a_e)^2 + (t_k - a_{e'})^2 - \frac{(t_j - a_e)^2 b_t^2 - 2(t_j - a_e)(t_k - a_{e'}) b_t b_{e'} + (t_k - a_{e'})^2 b_{e'}^2}{b_t^2 + b_{e'}^2} + \frac{\omega^2 (b_t - b_{e'})^2}{B^4 (b_t^2 + b_{e'}^2)} + i \cdots \right]$$

$$= - \frac{B^2}{2} \frac{(b_{e'}(t_j - a_e) - b_t(t_k - a_{e'}))^2}{b_t^2 + b_{e'}^2} - \frac{\omega^2 (b_t - b_{e'})^2}{2B^2 (b_t^2 + b_{e'}^2)}$$

(D.5)

We see there is a suppression term, independent of the specific column indices, proportional to the difference in the slopes. Since $\omega \gg B$, a small difference is enough to create a large suppression- effectively making traces with different slopes orthogonal. We also see that a smaller overlap (larger $\theta$, and more distance between the panels improves the results).
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