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Abstract

We consider a synthetic aperture imaging configuration, such as synthetic aperture radar (SAR),
where we want to first separate reflections from moving targets from those coming from a stationary
background, and then to image separately the moving and the stationary reflectors. For this purpose,
we introduce a representation of the data as a third order tensor formed from data coming from partially
overlapping subapertures. We then apply a tensor robust principal component analysis (TRPCA) to the
tensor data which separates them into the parts coming from the stationary and moving reflectors. A
key feature of the proposed algorithm is the use of a Fourier based tensor nuclear norm which is well
adapted to the SAR data structure. Images are then formed with the separated data sets. Our analysis
shows a distinctly improved performance of TRPCA, compared to the usual matrix case. In particular,
the tensor decomposition can identify motion features that are undetectable when using the conventional
motion estimation methods, including matrix RPCA. We illustrate the performance of the method with

numerical simulations in the X-band radar regime.

1 Introduction

The problem of separating the echoes of moving targets from those of a stationary background in synthetic
aperture radar (SAR) imaging is important because different imaging methods need to be employed in each
case. We show that the separation is improved considerably when the data is recast in tensor form, and
the convex optimization problem of tensor robust principal component analysis (TRPCA) is used. TRPCA
requires the generalization of matrix norms to tensor form, the challenge being to use a suitable tensor
nuclear norm. We use a Fourier based tensor nuclear norm which can capture the motion over multiple
scales of variation and therefore it is well suited for the SAR data structure. We first review briefly SAR
imaging, then the application of RPCA for motion detection, and follow with a statement of the main results

of this paper.
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1.1 The synthetic aperture radar imaging problem

Synthetic aperture radar is used extensively in satellite and airborne imaging for many different applications
[29]). The main idea behind SAR is to combine coherently the information obtained with a single transmitter-
receiver that is probing the medium from multiple locations. Thus, one can form a synthetic aperture and
achieve high resolution images of reflectivity, even though the single receiver is incapable of resolving the
scattered wavefronts. This is particularly relevant for airborne radar platforms.

Data is collected by a moving platform, with a slow-time s dependent position ¥(s), emitting a sequence
of fast-time broadband pulses f(t), and recording the echoes corresponding to each pulse. The pulses have a
limited time support, with a pulse repetition interval As, so that echoes from different pulses do not overlap.
The data collected are denoted by D(s, t), the ¢- dependent series of echoes received from a pulse transmitted

at ¥(s). A schematic of a SAR imaging configuration is shown in Figure

As

Figure 1: Synthetic aperture imaging configuration. At every time s the airborne platform emits a pulse f(t)
and records the reflections D(t, s) coming from the imaging region. There are 10 stationary point scatterers,
and a single moving target. The angle « in which the target is moving is relative to the vertical platform-
target plane at s = 0, ¥(0). Here g, is a fixed reference point in the imaging region, used to compress the

support of the data (|1.2)

To maximize the power emitted, the probing pulses are long, of support t. > 1/B where B denotes the
bandwidth. They are linear frequency modulated chirps. To re-concentrate the energy of the reflected echoes
to an interval of size 1/B they are convolved with the complex conjugate of the time-reversed emitted pulse.
This is the pulse compression step. Since the reflections relevant for imaging cover a limited area of support
much smaller than As, a range compression is done as well, that is, we remove from the data the large phase

wt(s, P,) where g, is a reference point, constant during the data acquisition. Pulse and range compression



together give the down-ramped data,

Dr(s7t):/dt’D (s7t—t’+T(s7ﬁo))f(—t’):/%%ﬁ(s,w)e‘i”[tJrT(s’ﬁo)]. (1.1)

Here, 7(s,p,) is the round-trip travel time between the platform location at slow time s, ¥(s) and the

reference point location g,,

(s.5,) =217~ Pell (12)
with ¢ the speed of light.
The SAR data matrix D € R(™+D>(m+1) g actually obtained in discrete samples of D,.(s, t).
Dil:Dr(Si—%—latl—l)v i:l,...,n—l—l, l:l,...,m—|—l, (13)
with slow times s; defined by
sj =jAs, j=-n/2,...,n/2 (1.4)
and fast times ¢; defined as
t=IAt, 1=1,...,m. (1.5)

Here we assumed that the pulse repetition rate As is an integer multiple of At and set m = As/At. The SAR
image is formed by summing coherently the down-ramped data D,(s;,t) back-propagated to the imaging

point g using the travel times differences 7(s;, g) — 7(s;, Bo)s

n/2
BBy = > Dy(sj,7(s5,P) — (55, 8,))- (1.6)
j=—n/2

The SAR image processing assumes that only reflections from stationary targets are contained in
the down-ramped data D, (s,t). Consequently, if moving targets, as illustrated in Figure [} are present in
the region to be imaged their reflections are not correctly back-propagated and this results in blurred images
affected by the reflectivity and the velocity of the moving targets. For a complex scene with many stationary
and moving targets the image may be severely distorted and neither the stationary nor the moving targets
may be imaged or tracked. To address this issue several motion estimation and separation strategies have
been developed, which we now review briefly.

The oldest and most widely used approach is the Displaced Phase Center Antenna (DPCA) method
in which two synchronized antennas are used, following the same trajectory with a small time delay. By
subtracting the data traces collected at the two antennas the echoes due to the stationary background are
essentially eliminated. This approach does not aim at image formation as part of motion detection, but
requires the necessary hardware to be in place to record the extra data. We refer to the classical handbook
on SAR [34] and a review report from the Lincoln Laboratory on this technique [30], which has been used
to improve the performance of moving-target-indicators radars since the 1950s.

Other well known approaches are autofocus based algorithms [12] [2, 23] or more generally space-time
adaptive processing algorithms [IT], B6]. For a recent review on sparsity driven techniques for SAR imaging

of scenes containing moving objects we refer to [8]. All these algorithms for moving target detection rely on



forming a preliminary image first, and then detecting motion by sharpening features in the image.

In this paper we take a different approach and rely on robust principal component analysis (RPCA) to
solve the SAR data separation problem. RPCA has been extensively used in SAR in various applications. In
[38] the authors perform the principal component analysis in the range doppler domain. As they point out
the choice of the weighting parameter 1 (see ) is important and affects the performance of the algorithm.
Other works, such as [31], [39], utilize low-rank and sparsity assumptions in the formed image. In this case
images corresponding to different subapertures in the azimuth direction are first computed. These images
are stacked as columns and form a matrix on which low rank plus sparse decomposition is performed. This
is the classical way of using low rank plus sparse decomposition as in the video applications. In [33] 27],
sparsity in the formed image is imposed using priors and a sparse dictionary representation.

Our approach exploits properties of the raw-data matrix so as to detect motion. It does not require the
formation of the SAR image or the use of any special hardware. Only the standard monostatic single trans-
mitter/receiver SAR data are used. Robust principal component analysis is traditionally used to separate
signals from noise. Here we use to it to decompose a matrix into its low rank and sparse parts. The sparse
part is not noise as in traditional RPCA [7), [4I] but it is the signal corresponding to the moving targets
echoes. Let us also refer to [3] where the authors develop a space time adaptive processing method that uses
a projection onto the low rank part of a tensor data structure to reduce clutter in a multiple input multiple
output (MIMO) radar system. Their approach uses a multi linear SVD (MLSVD) denoising method. In
this work only the data from the moving target are considered as signal, the rest is noise. The idea of using
RPCA for SAR data separation was first proposed in [38], [5] and further developed and analyzed in [22]
where optimal parameters were derived for achieving robust separation in SAR. We explain next how RPCA
can be used in SAR.

1.2 Robust principal component analysis for SAR data separation

RPCA, or low rank plus sparse decomposition, was originally applied in video processing [7]. RPCA uses
the fact that the moving targets and stationary background would generate data structures with different
spectral properties. Indeed, the background data form a low rank matrix, while the moving objects echoes
correspond to a sparse matrix. These data structures can be decomposed by solving the convex optimization

problem

min LA+ nll S]]
L,SeCni1xn2 (17)

subject to L+ S =D.

Here ||L||+ denotes the nuclear norm, that is the sum of the singular values of L, and ||S]|1 is the matrix
£1-norm of S. Assuming the matrix D € R™*™2 ig the sum of a low rank matrix, L,, and a sparse matrix,
So, then, under some additional conditions (cf. [7]), this optimization recovers L, and S, exactly.

RPCA has found applications in a variety of problems in imaging and image processing, such as denoising,
feature extraction, and data recovery [I5], 28, [37]. The main idea in the application of RPCA to the SAR
problem is that one can identify the stationary background as the low rank component of the SAR data
matrix, and the moving targets as the sparse component [4].

In [22], we explored the performance of RPCA for the SAR data problem. We showed that one can
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Figure 2: Example of RPCA applied to the data matrix D, (s,t). The moving target has velocity v; = 15m/s,
a = 0 and there are 10 stationary targets. The moving target’s reflectivity is 10% of the reflectivity of the
stationary scatterers. (a) Original data matrix. The echoes corresponding to the moving target is weak but
still visible in the data; (b) RPCA: the low rank part for the stationary background; (¢) RPCA: the sparse
part for the echoes from the moving target. We observe that good separation is achieved with RPCA when
using the optimal value for n in . This is the case for fast moving targets as in this example.

determine optimal parameters for achieving robust separation. An example of SAR data separation achieved
using RPCA is illustrated in Figure[2] Here we use the simulation setup shown in Figure [1] with the moving
target velocity v; = 15m/s and @ = 0. The moving target’s reflectivity is 10% of the reflectivity of the
stationary scatterers. We observe that good separation is achieved with RPCA when using the optimal
value for 7 in . This is the case for fast moving targets as in this example. RPCA has proven to be an
efficient way to detect and separate moving targets in SAR data. The nuclear norm is a good indicator of
motion, since the data traces associated with moving targets are supported over a larger number of columns,
compared to stationary ones. However, the algorithm has its limitations, which we discuss next.

The column support of the target’s echoes is determined by the possible values that the travel time
difference, A7(s;) = 7(s;, p) — 7(sj, P,), takes in the aperture. In some cases, motion does not necessarily
translate to an increased column support. More precisely, it was shown in [22] that the performance of
RPCA depends on N(¥;), which is an estimate of the number of columns spanned by the target’s echoes.

To first order, we can approximate N (¥;) by

45 ¥(0) - B,

YO TR0 Al w8)

where S is the total slow time aperture size. We observe that N (v;) depends not only on the magnitude of
the moving target’s velocity, v, but also on the relative direction in which the target is moving, with respect
to the platform, . The direction o = 0 is for targets moving parallel to the direction to the platform. Their
traces will exhibit the largest variance in the value of A7(s). The direction v = /2 describes targets moving
perpendicular to the direction to the platform, and their A7(s) will show much lass variance as a function
of s.

As can be seen in Figure[3] targets moving at directions with a: # 0 that exhibit smaller variations in the

values A7(s) will be harder to detect using matrix RPCA. On the other hand, the associated data traces



still behave differently than the ones of a stationary background. Specifically we can see that the traces are
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Figure 3: Effect of the direction of motion for a target moving at v; = 15m/s. When « = 0, top, the column
support is large, and the phase (A7(s)) is nearly linear. With o = 7/2, bottom, the column support is much
smaller, but the phase is non linear.

1.3 Main result of the paper: TRPCA for SAR data

The limitations of RPCA for motion estimation in SAR motivates a new look into possible extensions and
modifications of the algorithm. Tensor based methods have been of great interest because high dimensional
data arise naturally as tensors in more and more applications. Specifically in signal processing, tensor based
methods for denoising and feature extraction are being used extensively [9]. For the SAR problem, this
is motivated by the possibility of detecting and estimating more complex moving target behavior, such as
non-linearity in the phase, by representing the data in a higher dimension. This is achieved here by dividing
the large synthetic aperture into smaller, overlapping subapertures.

The problem of imaging moving targets in SAR can also be viewed as an image registration process.
That is, a process that provides a precise correspondence between two or more images of the same object
captured from different locations, at different times, or using different sensors. From this perspective, the
introduction of subapertures for data processing is a natural one.

In this paper we use the SAR data, and the choice of subaperture and overlap size will be motivated
differently. We recast the SAR data matrix as a third order tensor A by dividing the large synthetic aperture

into smaller overlapping subapertures, indexed by ¢

A(e) (57 t) = D'f‘ (5 + gﬂSsubv t); s € [07 Ssub]a

(1.9)
AO) — A(y0) e RM*™2 0 0 =0,...,n3 — 1.

The subapertures are with respect to the slow time s so that each subaperture contains the echoes from a

subgroup of pulses. Here sq,1, denotes the subaperture size, and 1 is the overlap size, a number between



0 and 1. An illustration of tensor representation of the SAR data is given in Figure The value of the

hyper-parameters that define the tensor representation, i.e. sg,, and ¥, affect the performance of TRPCA.

A detailed analysis that allows us to determine the optimal value for ss,, and ¥ is carried out in Section [3]

We then define the TRPCA algorithm, using a specific extension of the nuclear norm for third-order tensors
D, (s,t)

subaperture _
p B

e - AO (s,1)

ﬂf&overlap =

aperture
size <

Figure 4: Schematic of SAR data tensor representation. For motion detection purposes, the large aperture
data matrix D,(s,t) is converted to a 3rd order tensor A(“)(s,t). The tensor is composed of partially
overlapping subapertures of the data D, (s,t).

[26], and solve a tensor based RPCA optimization problem for complex valued third order tensors:

min [[L]]«.7 + nlIS]1,
E,SGC"lX'LZXHQ“ (1.10)

subject to L+S=A

Il - I+, 7, defined in , is a specific extension of the tensor nuclear norm which involves performing a
Fourier Transform with respect to the subaperture index .

To evaluate the performance of the algorithm, we compare the separation achieved by matrix and tensor
based RPCA. While the performance of TRPCA is not universally better than that of regular matrix RPCA,
TRPCA performs significantly better in the cases where motion is hardest to detect as illustrated in the
example considered in Figure[5| Here the setup shown in Figure [1|is considered with a slowly moving target
with v; = 1lm/s and o = 7/2. The target’s reflectivity is 10% of the reflectivity of the stationary scatterers
and its echoes are barely detectable in the original data (see Figure (a)). As we see from the results, i.e.,
figures [5}(b) and [5}(c) almost perfect separation is achieved between the stationary and the moving targets
echoes. There is some noise at the edges of the slow time window in the sparse component but this does not
really affect the imaging results.

These observations are further explained in the paper where (i) we provide analysis of the nuclear norms
for SAR data tensors corresponding to stationary and moving targets; (ii) we present lower and upper bounds
on the values of the tensor nuclear norm, and show how these bounds can be used to explain the observed
phenomena; (iii) we prove that the bounds are achieved for limiting edge cases, and that the stationary
background and the moving target tend towards those cases.

To summarize, the results of this paper demonstrate that SAR data naturally admit a tensor represen-
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Figure 5: Example of TRPCA applied to SAR data corresponding to a slow moving target. The simulation
setup shown in Figure [1] is used with the moving target velocity v; = Im/s and @ = 7/2. The target’s
reflectivity is 10% of the reflectivity of the stationary scatterers. (a) Original data matrix. The echoes of
the weak and slow moving target are barely discernible in the data; (b) RPCA result: the low rank part

corresponding to the stationary background; (¢) TRPCA result: the sparse part corresponding to the moving
target; We observe that TRPCA achieves good data separation in a very challenging setting.

tation, and provide an example to the added benefit of using the tensor decomposition. In an operational
system TRPCA could be combined with other methods such as DPCA or matrix RPCA to detect motion in
cases where other methods underperform. Further research will go into other possible extensions of RPCA
to tensor form, application of tensor representation to other imaging problems such as iSAR and satellite
imaging, and optimization of the algorithm’s parameters for robust performance.

The rest of the paper is structured as follows: In Section [2] we present the TRPCA algorithm for the SAR
data problem. In Section [3|we investigate the effect of the hyper-parameters on the performance of TRPCA,
both numerically, and through analysis of idealized cases. We prove bounds on the tensor nuclear norm,
and study how these bounds are related to the observed performance. In Section [4| we present numerical
examples of data separation and the corresponding imaging results which illustrate the advantages of tensor

over matrix RPCA for SAR problems. We end in Section [5] with our conclusions.

2 TRPCA for SAR data

In this section we describe the TRPCA algorithm for the SAR data problem, starting with discussion of the

tensor nuclear norm.

2.1 TRPCA formulation

Using the representation of the SAR data as the tensor A defined in (1.9, we want to solve the following

tensor RPCA optimization

cmin L]+l S, (2.11)

where £ and S are third order tensors, and || - || is some generalization of the nuclear norm to third order
tensors. In Appendix[B| we review common tensor decomposition methods, and the extension of the nuclear

norm to tensor form as a relaxed rank estimate.



A natural definition of the nuclear norm [I3] that extends to higher dimensions is

IA]

*’T:inf{zp\ﬂ ‘ A=) Ny @ul @ @uld, [|lul :1,7«61\1}. (2.12)
i=1 i=1

Note that the u do not need to be orthogonal. As outlined in [I3], [2.12) is in general an NP hard problem
to compute. Therefore we look for alternative, more tractable definitions of the nuclear norm.
The simplest alternative would be to take the matrix panels with respect to a specific dimension and

compute the matrix SVD on every panel separately so that, for example,

AGRnIXnZXng’ A(f) :A(,,g) — U(E)E(Z)V(Z)H’ ! = 1’ ,n3, (213)
A 1400 A (0
[All«p =3 A9l =30 > 0;7. (2.14)
=1 i=1j=1

This definition retains some of the properties of singular values, for example the Hilbert-Schmidt norm must

equal the sum of singular values,

n3 e

ni na ng r
17 =3 3 S el =302 =33 [ (215)
i1=11ig=14i3=1 i=1 =1 j=1

We later show that serves as an upper bound to (2.12)). The decomposition in is decoupled in
a sense (hence the superscript D), since the singular values of different panels are computed independently.
Using this definition in the RPCA algorithm, would result in the regular matrix RPCA on every subaperture.

Another possible extension was introduced in [6] 20, 19], and used for RPCA in [40, 26]. This is based
on an extension of matrix multiplication to incorporate a circular convolution with respect to the third

dimension,
n3— 1

1
C=AxB, CY=—3" AW plrins, (2.16)
ns =0
This is equivalent to representing the third order tensor as a block-circulant matrix, with the tensor multi-

plication homeomorphic to the regular matrix multiplication

A(0) AQ) . glns—1)
1 Alma=1)  A0) ... A(ms-2)
AeR™ XnaXng _y _— S Crmsxnans, (2~17)
A A L A

Block-circulant matrices can be block-diagonalized by a Discrete Fourier Transform (DFT) matrix,

A0 A L gna-1) 400)
N P ORISR ICETN I A
i 2.18
= 5 7 . : (2.18)
AQ) 4@ L A0) Alns—1)



which is equivalent to

1 ng—l o N
N Y wEAO, w,, =€, A® eRMX™ k=0, 05— 1, (2.19)
v £=0

A=Fa, AW =

F3 denotes here the discrete Fourier transform in the third direction. Thus, another estimate of the nuclear

norm is given by
ng—l

= > [[AP].. (2.20)

k=0
This last definition of the tensor nuclear norm given by (2.20) proves to be very well suited for the SAR

motion detection problem. We show this by a performance analysis, carried out in Section

A

2.2 TRPCA algorithm
We can now recast as

ng—1
' : = Lo, “ 2.21
Lmin Ll +nEllSih ﬁirggAez_% IZON + 5]l SOs, (2.21)

where L(®) and S are the subapertures of £ and S, respectively. As for the matrix case [25], we can solve

the constrained optimization problem by an augmented Lagrangian
L(L,8,9, ) = |Llle.r + 0z lISh + D, A= £ = 8) + A= £ =SB, (222)

where the Hilbert-Schmidt norm and inner product are the natural element-wise product extensions of the
matrix case. For more details see Appendix . We can again solve this iteratively, using the Alternating
Direction Method of Multipliers (ADMM), noting that the Hilbert-Schmidt penalty term is, by Parseval’s
theorem, invariant under DFT,

113—1 113—1
A =L =8[5= > 149~ 1O —sOF = 3 AP — LW - 5E|3, (2.23)
£=0 p=0

Thus, solving by Alternating Direction Method of Multipliers (ADMM), the £; minimization step involves
singular value thresholding in the Fourier domain, and the Sx minimization uses element wise thresholding

in the real domain. Thresholding is done via the operator ©
Ox(a) = '8 . max{|a| — \,0}. (2.24)

The algorithm is outlined in Algorithm [I} and is a modification of the Inexact Augmented Lagrange
Multiplier (ALM) RPCA algorithm introduced in [25].

Convergence is determined by a constraint tolerance, that is ||[A — £L — S||r < 7. The elements of
A can be efficiently computed in parallel, using the FFT algorithm. The computation of L£j,; involves

a truncated SVD. Compared with matrix RPCA, there are now ng singular value decompositions at each

10



Algorithm 1 A= L+ S Inexact ALM method

1: Input: Observation tensor A € Cn1*n2xns
2: plo = max [AO)ly, p=14

3: while not converged do

4 A=TF3(A— S —p, Vi)

5. for{=0,..,n3—1do

6 O S B = sva (A9)
T El(f—i)-l = 01521 @u;{il(ﬁl} Vk(-?f
8  end for

9 Lit1=F5  (Lit)

10: Sk+1 = (-)mt;:l['A — ‘Ck-H + M}Zlyk}
1: Viy1 = Ve + pie (A= L1 — Spy1)
12: Pkt1 = Pk

13: k—=k+1

14: end while

15: return Ly41, Sp11

iteration. However, the complexity of truncated SVD reduces for smaller subapertures because the size of
the matrices is smaller. The matrices E,(ﬁl for different £ = 0,...,n3 — 1 can be computed in parallel, which

also significantly reduces the computational time.

3 TRPCA performance analysis

We follow here the same approach as in [22] in order to analyze the performance of TRPCA. The key idea is
that there is a finite range of values for 7 in the objective that are admissible Nmin, 7 < N7 < Nmax, 7-
Indeed, if n£ is too large then the nuclear norm term might be small even for moving targets, i.e. ||S|. <
n||S||1. If, on the ohter hand, nx is too small the ¢; term might be small even for the stationary background

[I£]l« < nl|£|l1. Thus, we can estimate the quantities, fmax, 7 and Nmin, 7 by

_ [[S]]x,7
nmax,}_ - s Supt " HSHl )
moving targets (325)
o 1£]]+,7
Thmin, F =

L stationary background ||£H1 '

The classes of moving target and low rank data structures can be defined in several ways. Following [22],
we use our data model, defined in [A] and choose representatives of each to use in simulation.

We wish to choose 1 small enough so that the ¢; term is favorable for moving targets and large enough
such that the nuclear term is favorable for the stationary background. We can define an objective which

balances both requirements

F(n) = nmi;’f + o L = (3.26)

with the optimal value

NF = v/Mmax, 7 lmin, 7 - (3.27)

11



Moreover, we expect that the larger the ratio 7max,7/Mmin,7 the better the achieved separation, as the
objective would have a wider range of admissible n’s.

We would like to use TRPCA under settings that increase this ratio, i.e., get the smallest possible
nuclear norm for the stationary background and the largest possible nuclear norm for the moving target.
Our objective in this section is to use this ratio so as to determine optimal values for the hyper-parameters,
i.e. the subaperture and overlap sizes. To compute Nmax,7 and Nmin, 7 as defined in we would need
to consider all possible scenarios of stationary and moving targets. To get first an insight for how the
hyper-parameters affect nmax, 7 and Nmin, 7, we define them for any specific example of a SAR data tensor

A=Ap + Ag as

1 As]r ALl
’I’} X}]::*’, 7’] in,]::77~ 328
mexF = gl T4l (3.28)

For reference, we also investigate these quantities for the decoupled case, that is,

_ | Asll«p N AzLll«p

nmax,D T TR nmin[D T TR (329)
[ AL

and compare their behavior to .

In what follows we first consider in Section [3.1]specific SAR data scenarios and observe how the quantities
in and depend on the hyper-parameters and the moving target’s trajectory. Observing that the
main quantity that determines these ratios is the tensor nuclear norm, we introduce in Section tensor

norm inequalities that help us analyze the performance of TRPCA for general SAR data.

3.1 TRPCA performance analysis for specific SAR data scenarios

We consider a stationary background with 10 point scatterers and a single point moving target, with v, =
1m/s. The moving target’s reflectivity is 10% of the reflectivity of the other, stationary targets. We vary

the target’s trajectory angle o with respect to the horizontal axis in the 2D plane, that is,
U; = v¢[cos a, sin a, 0], (3.30)

between a = 0 and o = 7/2 using a step size Aa = 7/16. A schematic of the simulation setting in given in
Figure [l The parameters of the simulation are as follows: The total aperture size sy is fixed at 11.5s and
the platform is moving at 200m/s in the y direction, so that the effective aperture size is 2, 300m. This yields
two data matrices Dy, and Dg associated with the stationary background and moving target respectively.
We next let the subaperture size sg,p take the values [0.0058t0t, 0.018t0t, 0.02840t, 0.03St0t, - - - , 0.3840t]. For
each subaperture size, we change the overlap 1, as a fraction of the subaperture size, to be 0.1,0.2,...,0.9.
For each of these configurations we create the tensor data structures Ay, Ag, out of Dy, Dg, according to

(1.9). The number of subapertures n3 is determined by the other parameters through the following formula

(3.31)

n3:1+’75t0t_ssub-‘.

(1 — ﬂ)Ssub

In Figure[6] we illustrate how ng varies as a function of the overlap ¢ for different subaperture sizes. For each

configuration, we compute the #; norm and the nuclear norm, for both the decoupled and the tensor forms
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Figure 6: Ilustration of how ng varies as a function of ¥ in (3.31) for a fixed subaperture size and total
aperture. ng increases as the size of the subaperture decreases and as ¢ increases.

and plot the ratio of the quantities in (3.29) and (3.28) as function of o and the tensor hyper-parameters in
figures El and (8| respectively. For the decoupled form (see Figure E[) we observe a weak dependence on the

15 15
' '
lu l«,
3

3
ix-,
'u

3
ix,
5 01 015 02 025 03 5 01 015 02 025 005 01 015 02 025 005 01 015 02 025

a=m7/4 a=57/16 a=3m/8 a="Tr/16

5 0l 015 02 025 03

a=0

Figure 7: Ratio of decoupled nuclear norm and ¢; norm as a function of data hyper-parameters. We plot
Nmax,D/Mmin,» defined in , for varying hyper-parameters. The z-axis is the subaperture size and the
y-axis is the overlap size. We observe that the ratio is small and favors using larger apertures, with almost
no dependence on the subaperture overlap. We can see a slight decrease in value as « increases.

overlap, while the ratio tends to grow with the subaperture size. The maximal value for the ratio is achieved
for smaller angles, in consistency with results of regular matrix RPCA.

The tensor case illustrated in Figure |8 presents strong angular dependence, favoring different hyper-
parameter configurations at different angles: smaller angles tend to achieve optimal ratio for large apertures
with low overlap. However as « increases, the optimal parameter configuration tends towards smaller sub-

apertures with higher overlap. The color scale is the same in figures [7] and [§indicating that smaller values
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are obtained in the decoupled case.

=7/16

015 02 02 5 2 25 015 02 02

a=m/4 a=57/16 a=3r/8 a="7r/16

005 01 015 02 025 03 005 0.

Figure 8: Ratio of tensor nuclear norm and ¢; norm as a function of data hyper-parameters. We plot
Nmax, 7/ Nmin, 7 defined in ([3.28), for varying hyper-parameters. The  axis and y axis are as in Figure[7} We
observe that the dependence on the hyper-parameter changes with the target’s direction. For small angles,
larger values are achieved for large subapertures with low overlap. For larger angles, the optimal parameters
shift towards smaller subapertures with higher overlap. The most robust behavior is achieved around m/4.
An interpretation of these results is given in Section @

In order to gain more insight, we break down the terms in (3.28]), namely the ¢; and nuclear norms of each
term, both for the decoupled and tensor forms, and observe their variation in the configuration space. Let
us first consider the ratio of the background and moving target’s ¢; norm, as illustrated in Figure[0] We can

see that the 1 norm is insensitive to the direction the target is moving as well as to the hyper-parameters.

lw l\x
6 86 06 86
- i” - i”

005 01 015 02 025 03 005 01 015 02 025 03

9

R,

005 01 015 02 025 03

a=0 a=m7/16 a=m/8 a=3n/16

B,

005 0.1 015 02 025 03

9

B,

005 01 015 02 025 03

9

B

005 01 015 02 025 03 01 015 02 025

a=m/4 a=57/16 a=3r/8 a="Tr/16

Figure 9: ¢; norm ratio for moving and stationary target as a function of hyper-parameters. We plot the
ratio of the background’s and moving target’s ¢; norm for different directions, for varying hyper-parameters.
The z axis and y axis are as in Figure [7] As we can see, there is little variation and the ¢; norm values
remain similar for all directions.

We next wish to observe the effect of the different parameters on the nuclear norm. To better understand

the effect on the tensor nuclear norm, we look at the ratio between the tensor nuclear norm and the decoupled
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nuclear norm. Rather than looking at the norms separately, this ratio indicates what is the added benefit
of the tensor nuclear norm, factoring out single aperture effects. We plot the ratio of nuclear and decoupled
norms for the stationary background as function of the hyper-parameters in Figure[I0] Here we observe strong
dependence. The tensor nuclear norm is actually smaller than the decoupled norm for small subapertures

with high overlap.

0.05 0.1 0.15 0.2

Figure 10: Tensor vs. decoupled nuclear norm for a stationary background, as a function of hyper-parameters.
We plot the ratio of tensor and decoupled nuclear norm || Al z/||A|l«p for a stationary background con-
taining 10 targets, for varying hyper-parameters. The z axis and y axis are as in Figure [} We see that
for every subaperture size, the ratio decreases with the overlap. An interpretation of this result is given in

Section @

We next plot the ratio of the nuclear tensor and decoupled norms for the moving target in Figure In
this case we observe strong dependence on both the direction and the hyper-parameters. The highest ratio
is achieved for small subapertures with low overlap, but the value, and rate of variation show strong angular

dependence.

|
005 01 015 02 025 03

a=0

005 01 015 02 025 03 - 5 2 2 3 5 2 2 3 5 01 015 02 025 03

a=mr/4 a=5m/16 a=3m/8 a="Tr/16

Figure 11: Tensor vs. decoupled nuclear norm for a moving target, as a function of hyper-parameters. We
plot the ratio of tensor and decoupled nuclear norm ||Al|. /|| A|«p for a moving target for varying hyper-
parameters. The x axis and y axis are as in Figure m We see that the highest gain is achieved around /4,
with a low overlap. Smaller angles favor larger subapertures while larger angles favor smaller subapertures.
An interpretation of these results is given in Section @

These results present distinct patterns and raise the following questions:

Q1. Why, as illustrated in Figure [L0] high overlap decreases the ratio of tensor to decoupled nuclear norm

for the stationary target?
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Q2. What affects the differences in the nuclear norm between moving vs. stationary targets?

Q3. Why, as illustrated in Figure [8] is high 7max/mmin ratio, least sensitive to hyper-parameters, achieved
for o = w/4?

To answer these questions we need to explain how the values of the hyper-parameters and the angle « affect
the tensor nuclear norm. This requires a better understanding of the tensor data structure for stationary
and moving targets.

To get a better insight on the role of «, we plot in Figure the data traces for a moving target for
a =0, 7/4 and 7/2. The subaperture size and the overlap are fixed to 0.1. In the left column of Figure
we plot the the real part of the raw time-domain data for five subapertures while in the second column we
plot the real part of the data after performing the Fourier transform along the subaperture index. In the
third column we show the row inner product matrix AWH A(K) for o single panel after Fourier.

Our observations are the following: In the raw data, we notice very little variation in the slopes for a = 0,
a =7/4and a = /2, i.e., the data look like a translation of the same signal along the different subapertures.
However, with a closer look we can see that there is a variation in the phase across the different subapertures
which becomes more noticeable as the angle « increases. After performing Fourier, we see that for o = 0 the
phase is not changing significantly across the different columns of A®) Fora=nr /4 the column support of
the data is similar to & = 0 but more variation in the phase is visible across the different columns of Ak),
This phase variation translates to the columns of A®) being more orthogonal to each other which results
to a diagonal matrix AMH A(K) a5 seen in the right column. For o = 7/2 the column support is smaller
and the phase variation is apparent. As mentioned above the third column of Figure [I2]illustrates that the
orthogonality between columns of matrix A®) increases as the angle « increases. Indeed, this is manifested
by the suppression of the off-diagonal diagonal elements in AWH A(*)  We also see that the column range is
suppressed for 7/2 (bottom right plot).

These empirical observations require further analysis, provided in the following section where we also
answer the questions Q1 to Q3.

3.2 TRPCA analysis for general SAR data

In this section we first give an abstract result for the upper and lower bounds of the tensor nuclear norm.
Then we show that the lower bound is obtained for an ideally stationary background with no variation
between A®*) for the subapertures while the upper bound is attained for an ideal moving target with exact
orthogonality in the columns of A®) | We close this section by discussing why the Fourier based tensor

nuclear norm is optimal for the SAR data separation problem.

A general result on the bounds of the tensor nuclear norm || -||.. . We have the following Propo-

sition.

Proposition 1. The tensor nuclear norm, as defined in (2.20)), has the following lower and upper bounds

’IL3—1 1/2 n3—1
(z nAmuz) < Mlr < v S 149, 6.32)
1=0 1=0
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a=7/4

a=m/2

(a) (b) (c)

Figure 12: Behavior of SAR data for a moving target with v; = 2m/s for different directions a (« as in
; see also Fig. ; (a) Raw data on five subapertures. Notice very little variation in the slopes between
different sub-apertures while phase variation is more noticeable and increases as the angle « increases.; (b)
Data after performing Fourier with respect to the subaperture index. Observe that the column support is
similar for & = 0 and o = /4 while it is a lot smaller for « = w/2. Also notice that the phase variation
between the columns of A®) is increasing as the angle increases. (c¢) A®H L) for 5 single panel after Fourier.
For v = 0, the column range is large and there are many significant off-block diagonal terms suggesting slow
phase variation between the columns of A®). For a = 7 /4 the column range is similar to « = 0, but off-block
diagonal terms are suppressed, suggesting the columns of A®) are closer to being orthogonal. For a = 7/2,
off-block diagonal terms are greatly suppressed. Notice also that the total column range is reduced. We give
qualitative explanation to the effect each of this observations has on the tensor nuclear norm in Section
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When all matrices A are the same then

a1 1/2
Ay = (z |A<”|Ii>
1=0

while when the columns of the different matrices A% are orthogonal then
ng—1

MlLr = vz Y 14D

=0

To prove Proposition [If we need the following Theorem and Corollary.

Theorem 1. For matrices Ay, Aa, ..., A, A; € C"™*" the following holds for the matriz

k
14:: P41VA2"'w44k]€(CN1XN’ AZZZEE:T%
=1

k 1/2 k
(Z ||A¢||f> < Al < 1Al
i=1 i=1

Proof. The proof is given in Appendix [C]

Corollary 1. For Ay,...,Ax in (3.35)

(a) If all the matrices are mutually orthogonal
k
Z rank(A;) <m, AFA; =0, Vi#j,
i=1

the upper bound of (3.36) is attained.

(b) If A; = B; A, B; € C, then the lower bound of (3.36)) is attained and

& 1/2
Al = 1IBll2llAll, 1Bl = (Z I»Bz'Z) :

i=1

Proof. The proof is given in Appendix [C]

We use these general results to prove (3.32)).
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Proof of (3.32)). Write

A AL oo Ales—1) AG-1)
1 Ams=1)  A0O) .. A(n3=2) 1 AG—2)
\/f,TS .. = |:017C2a" -7Cn3]a Cz = \/TL73 (339)
A A L A0) A@)

We now apply Theorem |1 I twice. First, for A = CT ||AT|. = || All«, we get

Na— 1/2 nzg—1
1 y % — 7
N (Z 1A¢ )II§> <NCills < —= Z 1A, (3.40)
=0

Then, for A = [01,02, ooy, Chg |, we get

—

ns 1/2 nsa
(Z ICi|3> <A <D IG5 (3.41)
i=1

i=1
Plugging the lower and upper bounds of (3.40)) in to the lower and upper bound of (3.41)), gives the result. [

We next show how are (3.33) and (3.34) obtained by estimating the nuclear norm || - ||, » for stationary
and moving targets. We show that, for high overlap, the || - ||, 7 norm decreases for stationary targets, while

low overlap, increases the norm for moving targets.

A« 7 for stationary targets. Let us consider a stationary background, whose returns do not change

between pulses. This means that the data traces are the same in every subaperture
AW = A i=0,...,n5— 1. (3.42)

The total decoupled nuclear norm is

n371

o= Y 1AD| = ng|All.. (3.43)

On the other hand for || A, 7, A® will have a distinct form since, with respect to the third dimension, we

are performing DFT over a constant vector,

’IL31 n31

0)
Agk Z ékA( = ZJ Z w \/ngAij(Sk(). (344)
i.e., after performing the DFT in the third dimension, the subapertures have the form

qw _ ) VA k=0

. (3.45)
0, k0
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Thus, the total nuclear norm becomes

n3—1 113—1 1/2
Ml = Y 1AW = Vs Al = (Z IA(’)II§> : (3.46)

k=0 =0

This is indeed the lower bound of (3.32). Remark also that since the decoupled nuclear norm is always

nsz_:l |AD]|,, we get an effective decrease of the nuclear norm by a factor of \/n3, with respect to the
(ig(?oupled norm.

We assumed here a completely stationary background. In reality the echoes from stationary targets do
vary along the aperture. However, the variation rate along different subapertures, both in support and in
phase, is much slower for stationary data traces. Hence, larger overlap would be beneficial, as it guarantees
that when performing DFT, the subapertures are slowly varying, thus suppressing possible amplitude varia-
tion and phase decoherence, that will smear out the energy over multiple panels after performing DFT. This
analysis answers Q1 and is in agreement with the results in Figure [I0] where we observed that as the overlap

of the subapertures increases, ||All.z/||A|«p decreases.

[l All«,7 for moving targets. To answer Q2 and Q3, we consider the case of a single moving target, whose
data traces are approximately linear. We further assume no overlap between the subapertures, so that there
is no column support overlap between different subapertures. This is a good approximation for targets
moving linearly in parallel to the projection of r(0) — g, on the 2D plane (a = 0, see Figure . In this
case, every panel would be a translation of the same matrix, without any column overlap. Therefore, we can

write

A® =10,...,0,A4,0...,0 (3.47)
——
¢—1 times
i.e., the subapertures are copies of the same matrix, supported on disjoint subsets of columns at every

subaperture. After performing DFT, the kth panel would be

N 1 .
AR = [A wk A wPRA, L wne DR 4 } Wy = €27/73. (3.48)
\/773 s Wng 4l Wpa 41y » Fng s | 3

Notice that A®) has the same structure as A in Corollary with 8; = \/%Wffz

szl\(k) Il = [|A|l+, and the values of the tensor nuclear norm and decoupled nuclear norm are the same.

Since ||B]l2 = 1 we have

This seems in accordance with the results of Figure [[I} where we see very little improvement of the
nuclear norm for the tensor over the decoupled norm for most hyper-parameter choices when a = 0.

But then, why is the performance improving for a > 0 7 We explain this in the following section.

3.3 Interpretation of the nuclear norm angle dependence in SAR data

As we demonstrated in Figure[3] and show in greater detail in Appendix [D}] in general the data traces are not
linear, and the inner product between different subapertures is small. However, their deviation from linearity
greatly depends on the direction in which the target is moving. Targets that are moving at angles different

than 0 result in higher variation in the slope of the data traces between different subapertures, which leads
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to effective orthogonality between data traces of different subapertures. This leads to an increase in the

nuclear norm, achieving the upper bound as in Corollary |1f(a)|
’rLg—l

—~ 1 .
|A®)||, = Niz Z |AD,. (3.49)
=0

This explains why a # 0 improves the nuclear norm ratio, since when the upper bound is achieved the tensor

nuclear norm would see an improvement by a factor of /ng over the decoupled form, since in the decoupled

form
’ngfl
Al = > AP, (3.50)
i=0
While in the tensor form it will be
n3—1 TL3—1 n3—1 1 n3—1

1Al = > 1A® = > > ﬁ\lfl(“ll* = vz Y A9, (3.51)
k=0 k=0 i=0 i=0
and indeed the upper bound of (3.32).

However, our numerical results suggest that the improvement that is least sensitive to the choice of the
hyper-parameters is around 7/4. To explain this, let us recall that in our analysis, we assumed that after
performing DFT, we can partition the data traces originating from different subapertures, i.e., that there
is no column support overlap between the data of different subapertures. However, in practice there is
always a column support overlap, since the subapertures have non zero overlap. In the case where all data
traces have the same linear slope, the subaperture overlap (i.e., the number of overlapping rows between
successive subapertures) determines the fixed column overlap, proportional to the number of overlapping rows
by the slope. However, as the data traces become more curved, the effective slope varies across different
subapertures and might even change sign, leading to an increase in the column overlap, no longer determined
by the subaperture overlap. This reduces the possible increase in nuclear norm, as the effective column range
does not grow at the same rate with increasing number of subapertures. Thus, there is a trade off between
the non-linearity of the traces, which implies orthogonality, and their column range support, leading to the
most robust performance of the TRPCA around a = 7/4, as is observed in Figure This is also abserved
in Figure where we can see that for a = /2 the column range is limited and, when looking at the panels

of A®) after performing DFT, there is significant variation in the overlap, compared to « = 0 and « = 7/4.

Optimality of | - ||, for SAR data separation. The performance of RPCA in the SAR context
improves when the ratio between the nuclear norm of the background and the moving target increases. The
main motivation in seeking a tensor based representation is to enhance the low-rank and sparse/full-rank
structure of the background and moving targets respectively.

The results of Corollary are a particular case of a more general result, proven in [24]. That result states

that the nuclear norm of a tensor 7, can be bound by the nuclear norm of any regular partition of 7 (defined

n [24]) 71,72, ... Ti by

k 1/2 k
<Z 7§||3> < Tl <D 1Tl (3.52)
i=1

i=1
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Specifically, in our case the general statement applies when we choose the partition of A to be the decom-

position of the data into different subapertures A%, giving

ng—1 1/2 nz—1

(Z IIA(”Hf) <Al < DAY (3.53)
i=0 1=0

Comparing to we note that the Fourier based nuclear norm achieves the lower bound for a

completely stationary background, while it achieves a factor of \/n3 times the upper bound for non linear

targets, moving rapidly. It is in this sense, that the Fourier method is optimal for the SAR data separation

problem.

4 Numerical results

In this section we use the same setup as before (cf. section [3.1]) to generate synthetic SAR data for different
configurations. We then use TRPCA and compare its performance with two other methods: matrix RPCA
over the entire data, and decoupled RPCA over the different subapertures. We first show the data separation

results in Section [4.1] and then the corresponding images in Section 4.2

4.1 Data separation results

We consider a stationary background with 10 strong point scatterers and a target moving at a slow velocity
of 1m/s. We construct the data matrix Dy, and data tensor Ay, for the background and do the same with
Dg and Ag for the moving target. The hyper-parameters are the same as in the previous section. We vary

the target’s direction a between 0, w/4 and 7/2 and perform RPCA in three forms:

(a) TRPCA with 7 set to its optimal value:

. | As |+, 7 AL« 7
Nr = /NMmax, FMmin,F,  Nmax,F = 77 Mmin, F = 77—~ (4.54)
d [ As]lx 1ALl

(b) ‘Decoupled’: We perform matrix RPCA one subaperture at a time. Here 7 is also set to its optimal

value following [22]:

10" = ol i = LA ﬁ-)H ), = 1AL (LZ)H : (4.55)
1A [l 1AL [

(¢) Matrix RPCA over the entire data matrix with 1 set to its optimal value:

Dgl||. Dyl
W = Vi, s = oS i = DL (4.56)
[ Dsll1 Dl

For methods (a) and (b), we need to reconstruct the separated data on the entire aperture Dy and Dg

from the separated data on the overlapping subapertures. From ((1.9)), one can reconstruct the original data
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matrix D,.(s,t) by

Dr(s,t) =Y 0,AO(s — Wsgup), > Or=1, X ={lst. s~ (Isqup € [0, squ]}- (4.57)
leX 0

We can use any linear combination of the appropriate data entries in the subapertures provided that the
weights ¢; sum up to one. The choice used is the ‘innermost’ aperture (i.e. farthest from the edges), which

proves to yield stable results,

Dyp(s,t) = LY (s — 09, 1)
. o ) (4.58)
= argmzlné +(l—n3+1)°, s—09€]0,Ssup)-
The same is done for Dg.
The separation results are illustrated in Figure We observe that the performance of TRPCA improves
as the angle « increases. TRPCA outperforms the other two methods for o« > /4, while for small angles,

all methods are struggling.

4.2 Imaging results

We present here the imaging results for the angles of Figure for which a clear separation was possible,
i.e., for & > w/4. We do not present imaging results when good data separation is not achieved, since the
extraction of motion parameters is challenging and prone to errors. To form an image for the moving target,
we need to compensate for the target’s velocity when evaluating the SAR functional of . We explain

below how this is done.

Motion Estimation We assume that the sparse part, after performing TRPCA, is composed of a single
target. Hence, we can extract y(s) = Ar(s) from stable peak locations, and compare it to a candidate one,

depending on trial target position and velocity
Fp.a(s) = (5,8 + Bs) — 7(5, B,)- (4.50)

We can then extract g, ¥, from solving the following minimum loss problem
p .U =arg min > Ls(y(s) = f.(9))- (4.60)

With L5 a Huber loss:
377, 2] <6,
Ls(x) = with  § = 10A¢. (4.61)
(lz = 39), x| >4,
We only need the velocity parameters ¢ for the SAR functional. We use MATLAB’s fmincon routine to solve
the optimization problem and obtain a robust estimate. An illustration of the deviation of the extracted
trace from the exact one is given in Figure for « = /4.
Since the other two methods do not provide good separation results, it is impossible to extract the velocity

parameters from the S part of the data. Therefore to image the moving target, we form an exhaustive 4D
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Figure 13: RPCA performance. (a) Original trace of moving target; (b) TRPCA; (¢) ‘Decoupled’ RPCA;
(d) Matrix RPCA. We can see that for oo > 7/4 TRPCA outperforms other methods, with its performance
improving with larger angles. For small angles, all methods are struggling. Some of the signal is lost around
the points where the gradient with respect to the slow time is zero, which are stationary phase points.
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imaging functional, where we vary both location and velocity parameters.

n/2
PG = 3 S(sy, (s 5+ 5,8) — 7(5,.8,))- (4.62)
j=—-n/2
We present the result of backpropagation for the other two methods for ISAR (5, #;), for ¥ = ¥; the target’s
actual velocity vector. We present the imaging output of the three RPCA methods in Figure One can
see that TRPCA provides a clear image of the moving target, while the other two methods fail to do so.

12 .

« Model
10 o Measurements |

-8 L L L I I
-3 -2 -1 0 1 2 3

slow time

Figure 14: Parameter extraction. Comparison of measured Ar(s) and analytical one, using the estimated
parameters. The sparse part of the data as provided by the TRPCA algorithm is used to determine the
velocity parameters, that we subsequently use in the imaging process.

Complex setting TRPCA performs well even when considering more complicated settings. In the fol-
lowing example we have three objects moving with the same velocity of 2m/s. This can be a model for
an extended object whose corners are its strongest reflectors. The background includes 20 scatterers, 10 of
which are strong while the other 10 model clutter and have reflectivities comparable to or weaker than the
moving targets. We see from the results shown in figures [I6] and [I7]that TRPCA again performs better than
matrix RPCA or the decoupled method.

5 Conclusions

In this paper, we considered the problem of motion detection in Synthetic Aperture Radar (SAR) systems.
Our main focus was on separating the data originating from moving targets from those of the stationary
background. This separation is necessary since SAR’s fundamental assumption is that the objects to be
imaged do not vary between successive acquisitions.

We built upon the previously introduced Robust Principal Component Analysis (RPCA) algorithm,
separating the data matrix D into low-rank, L, and sparse parts, S, associated with the background and the

moving target, respectively. Separation is achieved by solving a convex optimization problem that minimizes
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Figure 15: Imaging results for the moving target for & = 7/4,37/8,7/2. (a) using TRPCA ; (b) decoupled
RPCA (c¢) Large aperture matrix RPCA. We observe that TRPCA provides superior imaging results even
for large angles (ov = m/2), whereas the other methods fail to suppress the strongly scattering background.
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Figure 16: RPCA performance for multiple moving targets, « = 7/2. (a) Original trace of moving targets;
(b) TRPCA; (¢) ‘Decoupled’ RPCA; (d) Matrix RPCA. We see that TRPCA again outperforms the other

methods, even when there are multiple moving targets and clutter in the background.
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Figure 17: Imaging results for multiple moving targets, « = /2. (a) using TRPCA ; (b) 'Decoupled’

RPCA (c¢) Large aperture matrix RPCA. All targets are captured well by TRPCA, while being lost in the
background for the other methods.
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the objective ||L||« + n||S|l1. RPCA has been shown effective in detecting moving targets. However, there
are limitations in terms of the speed and the direction of the moving target. In particular, matrix RPCA
fails for targets that are slowly moving, or moving in a direction that is parallel to the direction to the SAR
platform.

In order to achieve better separation, we have recasted the data matrix as a third order tensor A, made
of partially overlapping subapertures of the original aperture. We employed a specific form for the nuclear
norm, using the Fourier transform, to define a tensor version of RPCA. We show with analysis and numer-
ical simulations that this specific form for the tensor nuclear norm, is well suited for the purpose of SAR
motion detection, picking on the non linearity of the phase for moving targets at certain directions, while
reducing the norm of the stationary background. Numerical simulations in the X-band SAR surveillance
regime demonstrated the performance of TRPCA, especially in challenging cases, where motion separation
is unattainable using matrix RPCA. Future work will focus on the development of an automated and robust
algorithm which adaptively determines the optimal hyper-parameters. This would involve an estimation of
the tensor norms for different moving target configurations. Having an integrated algorithm that automati-
cally choses the hyper-parameters will elevate this method to a signal processing toolbox that can be used
with real data.

This work provides a compelling example of a 2D problem that benefits from its reformulation in tensor
form. We have shown that there is a natural specific extension of the nuclear norm for the tensor SAR data,
which provides optimal results for the motion detection problem, picking up on features such as curvature,

which are lost in the matrix representation.
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A The SAR data matrix

We describe here our model for the SAR data matrix for a scene comprised of N small point-like targets.
We denote o; the reflectivity of the ith target and g,(s) its location at slow time s. Considering that the
SAR platform emits a pulse f(t), the down-ramped data are obtained by convolving the received echoes with
f(—t). Tt is therefore as if the antenna emitted the pulse f,(t) defined as

muwi/wvwww—w. (A1)

Considering the free-space causal Green’s function for the scalar wave equation

_ (lE = — et = #))

G(r,t, 7, t') = R Tisyr, (A.2)
and assuming
1B: — 3,1l < [[5(s) — B, Vi s (A.3)
we can model the down-ramped SAR data matrix as
N
Dy(s,t) < Y o3 fy(t — Ari(s)), (A.4)
i=1

i.e., the data are proportional to a superposition of pulses f, shifted by Ar;(s) and multiplied by o;, the
reflectivity of each target.

The difference travel time Ar;(s) is the round trip travel time from the antenna location r(s) to the
target p;(s) from which the round trip travel time from the antenna location r(s) to the reference location

P, is subtracted to account for the range compression step of down-ramping,

o) = 20 = B = IF(6) = 1) (4.5)

We used here the start-stop approximation which neglects the targets’ displacement during the round trip
travel time. This is justified in radar because the electromagnetic waves travel at the speed of light, which
is many orders of magnitude larger than the speed of the targets and the platform.

It is common to assume that f,(¢) consists of a base-band waveform fp(t) modulated by a carrier
frequency v, = w,/(27),

Folt) = cos(wot) f(t): (A.6)
Its Fourier transform is

~

Blw) = [t = 3 [Falw+ w0+ Fatw - )] (A7)

Here fp (w) is supported in the interval [—7w B, 7w B], where B is the bandwidth while f(w) is supported in
[~wo — B, —w, + B U [w, — 7B, w, + 7 B].
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The down-ramped SAR data matrix takes the form

N
Dy(s,t) = _ 0 cos(wo(t — ATi(s))) fB(t — ATi(s)), (A.8)
i=1
and its Fourier transform is
N e—iwAn(s) . R
D, (s,w) :ZT [fB(w—&—wo)—i—fB(w—wo)} . (A.9)
i=1

A lossless baseband transformation, introduced in [22], is applied to the data, removing the carrier

frequency w,

Dy (s,w) = hpp(w)Dy(s,w) = e @=w)AT() Fp(w), (A.10)
~ 2 |w|<2B
hrp(w) = , aB < w,. (A.11)
0 |w|>aB

A.1 Matrix robust principal component analysis

To produce good imaging results, one needs to detect and separate the echoes corresponding to moving
targets from the ones of the complex background.

We follow here the approach proposed in [5], where the robust principal component analysis was used for
separating the data matrix D as in in two subsets: the echoes due to stationary targets that form the
low rank part of the data matrix and the moving targets echoes which constitute the sparse part. RPCA

consists of solving the following convex optimization problem

min L]+ +nl[S]l
L,SeCr1%n2 (A.12)
subject to L+ S =D.

The idea is that the rank of a matrix, which is a non convex objective, can be relaxed to the nuclear norm,
that is the sum of singular values, while the element wise ¢; norm, promotes sparsity. The parameter 7
balances the ratio between the nuclear norm of L and the ¢;-norm of S. The recommended value for n
proposed in [7] and used for SAR data in [5] is

1

= /max{ny,ny}

It was shown in [5] that with this choice for n the RPCA algorithm is sensitive to the window size of the
data.

As was shown in [22], an optimal choice of 7 exists for which the separation is robust for the SAR problem.

(A.13)

By evaluating the different norms for stationary and moving objects, one can find a range of admissible values
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for 1, and an optimal one can be derived for a target moving at a velocity vy,

. AsBAt 1 VEN(@)BAL 4 4
o - ’ (A.14)
ASy/m N@)BAL | 1 2
2
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where, N (¥}) is the column support of the moving target, to leading order,

i)~ 2 1 #0) — B ]
N(vt) ~ At HI—_»(O) _ ﬁo(O)H( (0) po(o)) c ) (A15)

and S is the total slow-time aperture size. In [22], it is also shown, that the separation improves as N (U;)

increases.

B Tensor representation and decomposition

Matrix decomposition methods such as SVD, Principal Component Analysis (PCA), Non negative Matrix
Factorization (NMF'), have enjoyed tremendous success in data science, and have proved to be an essential
tool in processing high volume data, from dimensionality reduction to classification.
Tensors are extension of vectors and matrices to higher orders. For example, a p-order tensor A is defined
as
A€ Cmxnzxny iy gy €C, g € {1, g} (B.1)

The use of tensors is appealing, since it generalizes the properties of matrix data structures, and allows
for the representation of more complex patterns.
B.1 Tensor Decomposition methods

Indeed, tensor representations and decomposition of data have been of great interest for several decades.
They arise naturally in applications involving high dimensional data, historically in psychometrics [35],
chemometrics [I], and more recently in statistics [32], bioinformatics [17], finance [I8], signal processing [9]
and many more.

A tensor decomposition is defined as a representation of the tensor as a sum of other tensors. For example,

a rank-1 SVD decomposition would be of the form

Qi yig, e iy = Zajug'f’l) ® ugz) e ® ul(.i’p), ulF) e R™ |[u@R)|, = 1, (B.2)
j=1

where {u("®)} are an orthogonal basis of R"*.

We can see that the regular SVD is a particular case of this decomposition
Qi 19 = ZJJ’LL,EZ)'UE?*, (B3)
j=1
identifying u() = w01 p0) = ¢5:2)%,
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However, some of the properties of matrices do not carry on to higher dimensional objects. Decomposi-
tions of the form of do not exist for general higher order tensors (there are multiple counter examples).
Notice that the orthogonality requirement requires r < rnkin ng, which does not hold in general. Thus, a need
arises for other extensions of matrix decomposition.

Some extensions of matrix decomposition such as Tucker Higher Order Singular Value Decomposition
(HOSVD), Canonical Polyadic (CPD), or Tensor Train (TT) have enjoyed applicability [2I], but they involve
a more complex structure than . For example, in HOSVD [10], the singular values are replaced by a

core tensor so that the representation is

1 Tp
(41.1) (42,2) (Jpsp)
Girino iy = Y, 0 > og g @u @ ur
=l =l (B-4)

u(jk?k) S Rnk7 Hu(jk,k)”Q = 17 J= {jla e 7jp}

Specifically, for our purposes, the notion of a rank of tensor, in the sense of a decomposition such as

is not well understood, and its computation has been shown to be NP hard [16].

B.2 Tensor nuclear norm and its estimates

RPCA relies on the nuclear norm as a relaxed rank estimate. Recall that for a matrix A the nuclear norm

is defined as .

4]l =Y oi(4) = max (4, ), (B.5)
i=1 7=
where
(A, X) = Tr(A” X), (B.6)

is the regular matrix inner product and

X, = max || Xu|2 = max (X, u®uv). (B.7)
flull2<1 lullz,lvll2<1

is the matrix spectral norm (or two-norm) [14].

The definition (B.5) is also equivalent to
| Al = inf {Z Al ) A= " Nui @y, Jlul| = vill =1,r € N} . (B.8)
i=1 i=1
A possible extension of (B.8)) to higher order is [13]
| A« = inf {Z |\l ‘ A=Y Ny @ul @ @ul |lul|| =17 € N} . (B.9)
i=1 i=1

Notice that ufl , ufz need not be orthogonal for j; # js.
Definition retains many of the favorable properties of the matrix nuclear norm. Specifically, it is

the dual norm of the tensor spectral norm.
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Define for two tensors A, 5 € R™ *"2%"X"d their inner product as

niy N ng
<A7 B> = Z Z T Z a;,ig,...,idbil,i27~--,id (BIO)
i1=lin=1  ig=1

The spectral norm is naturally defined via

Al = max (A2 @20 ® -+ @ xq) (B11)
lzkll2<1,k=1,--,d

and the nuclear norm is then defined as its dual

[ Alle7 = max (A2 (B.12)

These definitions reduce to the usual matrix definition in two dimensions. However, the computation of
both spectral and nuclear norm has been shown to be NP-hard problems in general [13].

Commonly used tensor decompositions do not necessarily provide natural extensions for the nuclear
norm, or approximate bounds for it. For example, we cannot take the core tensor of as a nuclear norm

estimate, since Y |oy| does not obey the triangle inequality, and hence is not a norm (or a convex objective).
J

We thus look for other extensions of singular values to higher dimensions, presented in the main paper.

C Proof of Theorem [I] and Corollary

We will first prove Theorem [1| that we recall next.

Theorem. For matrices A1, Ag, ..., A, A; € C"*" for the matriz
k
A=[Ay, Ay, Al eCN N =) g, (C.1)
i=1

the following inequalities hold

k 1/2 k
<Z ||Ai||3> <Al < Z [|A: |« (C.2)
=1 =1

Proof. Write

A=[A1,0,...,0]+ 1[0, A, 0,...,0] + - +1[0,...,0, Az, (C.3)
N—— N—— N——
k—1 times k—2 times k—1 times

and apply the triangle inequality to get the upper bound.

The lower bound is attained following [24]. First, we can bound the spectral norm in the following way:

write
2l =yl L, yl], zeCV yeC™ (C4)
k k
lAle = max,  ldslla= max 13 Awila< max 3 JAwile (os)
ela= wEC, 3 fuil3<t =t wECH, 3 lyil3<1 =1
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Write & = ||yill2, i = &t
Then

k k k k 1/2
Al < | ax Z&IIAzyle = max Zfz Dax, | A2 = max Z§i||AiHa = (Z ||A2|3> .
yi i=1

> €2<1, g <1 i=1 et i=1 3 @<=l
1 i=1

i= i=1 i=

(C.6)

The last result is achieved by noting that, identifying u; = &, v; = || 4i||+, we have for v € Ri

1/2
v
ATl c.7
ueR@TﬁbSl(uv) <||v”2 v> [v]l2 = (Z”) 1)

The nuclear norm is defined as

k
|Al, = max (A, X)= max (A,Y3), X =[Y1,Ys,..., Y] € C™N Y, e X, (C.8)
IX]l-<1 [Xllo <1 4=
From the bound on the spectral norm we have
k
{X c cme\ SVl < 1} c {X e (CmXN‘||X||C, < 1}. (C.9)
i=1
Hence,
k k
= R TANDS v
” ”* |\)I(r|l|§§1 <A“Yl> =, max Z<AZ7YZ> (C.lO)
=1 Z vi|2<1=1

Define y; = |Yillo, Y;=u:Yi.
Then,

1¥illo <1

X k 1/2
|A]l« > | max Zyi<Ai,§~’i> = max y; max (A;,Y;) = max Zyl |Aill« = (Z | A; ||2> .

S UP<L Vil <1 i=1 £t apriml
7 : (C.11)
O
We next prove Corollary [1] that we recall first.
Corollary. For Ay,..., Ay in
(a) If all the matrices are mutually orthogonal
> rank(A;) <m, AfA; =0, Vi#j, (C.12)
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the upper bound of (3.36) is attained.

(b) If A; = B, A, B; € C, then the lower bound of (3.36|) is attained and

& 1/2
Al = 11Bll2llAll,  [1Bll2 = (Z Iﬁi2> :

Proof. (a) In this case A A is block diagonal

A A, 0
H
0
and the result is trivial, since
N k  n;

1AL =3 (L (Aa"4)? =375 (a4l 4)

i=1 i=1 j=1

(b) Let us look at A# A

=1

AH A,

|B1PAM A Bf B AR A BiBrAH A
* H 2 A H
g | BBATA (B
BrBLAT A |Br|?AH A
where B;; = 8 3;, and ® is the tensor product
biiA b2 A
ba1 A bagA
AeR™" BERP*Y (C=BA= ] ]

bpiA by A

k
= llAil.
i=1

=B A7 A,
b1 A
aqu c Rmpan
bpgA

k
B has an eigenvalue ||8]|3 = (Z |Bi|2> with corresponding eigenvector v; =
i=1

is an Hermitian, rank one matrix. i.e.,

B =TATY A = diag(||8||3,0,...,0).
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(C.13)

(C.14)

(C.15)

(C.16)

(C.17)

and it is easy to see it

(C.18)



Thus, A7 A can be block-diagonalized by T ® I, to get

IBIIZATA 0 - 0
0 0 0
(ToDHFATAT Q1) = ) , . (C.19)
0 0 0
Hence 0;(A) = (A;(A7A)))""* = ||Bl|l20,(A), and |[A]|. = |1Bll2]|Al.. m

D Estimate of the the cross terms for two panels

We assume an overall quadratic dependence of A7(s) on s,
AT(s) = a + bs + cs>. (D.1)

Since the total aperture is decoupled into many, small, subapertures, it is reasonable to approximate A7 (s)

as being linear in each panel, with
AT(s) = ATy(s +£0) = ag + s, ag = a+ bl + cl*6%, by = b+ 2cl6. (D.2)

The inner product of two columns is

2 e~ (t;—A7e(s))? 'LwA‘rg(s)efBT2(tk7A‘rez(s))267iwA‘rez(5)
—e~ 2 2 ((tj—az) +(t— ae/) ) zw(ag az/)E e~ 2 ( 2(tj—az)bzs+b532) zwbzs — 2 ( 2(tk— azx)b519+b£/s) —iwbyrs
s

_e—T2((tj—ag)2+(tk—a£/)2)eiw(ag—azl)Ze B2 ((—2(tj—a)be—2(te—ag )by +i 25 (be—byr)) s+ (b2 +b2,)s%)
(D.3)

st

%e—%z«tj—az)%(tk—aw>2>ew(az—amL/e—%2¢(s>ds
As

S

2w
8(8) = (=2(t; — a0)be — 2ti — a)be + i g (be — be))s + (B + )5
For a quadratic form ¢(s) = as? + Bs + « stationary phase value is at s* = —%, and ¢(s*) =y — g7 which
implies
. _ (tj — ag)bg + (tk — ag/)bg/ ; w(bg — b@/)
b + b, B2(b7 4 b7,)’
((tj - ag)bg + (tk - G,g/)b[/ — Z%(b@ — bg/))2
b7 + b, '

o(s7) = -
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Plugging into (D.3]), we get for the real part of the argument of the exponent

B? tj — ag)?b? — 2(t; — ag)(ty — aw)bobe + (t, — ap )b, w?(be — bpr)?
B a0+ (e — a2 - Lm0 b = 20 ae)gk 2az)u+(k ap )by w4(e2 42)
2 b2+ b2, BA(bZ + 02,
B? (ber(tj — ap) = be(ty —arp))*  w® (be —be)?
2 b + b, 2B2 b7 + b3,
(D.5)

We see there is a suppression term, independent of the specific column indices, proportional to the difference

in the slopes. Since w > B, a small difference is enough to create a large suppression- effectively making

traces with different slopes orthogonal. We also see that a smaller overlap (larger 6, and more distance

between the panels improves the results).
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