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1 Introduction

A crucial observation in Quillen’s definition of higher algebraic K-theory was
that the right way to proceed is to define the higer K-groups as the homotopy
groups of a space ([21]). Quillen gave two different space level models, one via
the plus construction and the other via the Q-construction. The Q construction
version allowed Quillen to prove a number of important formal properties of the
K-theory construction, namely localization, devissage, reduction by resolution,
and the homotopy property. It was quickly realized that although the theory
initially revolved around a functor K from the category of rings (or schemes) to
the category Top of topological spaces, K in fact took its values in the category of
infinite loop spaces and infinite loop maps ([1]). In fact, K is best thought of as a
functor not to topological spaces, but to the category of spectra ([2], [11]). Recall
that a spectrum is a family of based topological spaces {Xi}i≥0, together with
bonding maps σi : Xi → ΩXi+1, which can be taken to be homeomorphisms.
There is a great deal of value to this refinement of the functor K. Here are some
reasons.

• Homotopy colimits in the category of spectra play a crucial role in ap-
plications of algebraic K-theory. For example, the assembly map for the
algebraic K-theory of group rings, which is the central object of study
in work on the Novikov conjecture ([22], [13]), is defined on a spectrum
obtained as a homotopy colimit of the trivial group action on the K-
theory spectrum of the coefficient ring. This spectrum homotopy colimit
is definitely not the same thing as the homotopy colimit computed in the
category Top, and indeed it is clear that no construction defined purely
on the space level would give this construction.

• The lower K-groups of Bass [5] can only be defined as homotopy groups
in the category of spectra, since there are no negative homotopy groups
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defined on the category Top. These groups play a key role in geometric
topology [3], [4], and to define them in a way which is consistent with the
definition of the higher groups (i.e. as homotopy groups) is very desirable.

• When computing with topological spaces, there is a great deal of value in
being able to study the homology (or generalized homology) of a space,
rather than just its homotopy groups. A reason for this is that homology
is relatively easy to compute, when compared with homotopy. One has the
notion of spectrum homology , which can only be defined as a construction
on spectra, and which is also often a relatively simple object to study.
To simply study the homology of the zeroth space of a spectrum is not a
useful thing to do, since the homology of these spaces can be extremely
complicated.

• The category of spectra has the convenient property that given a map f
of spectra, the fibre of f is equivalent to the loop spectrum of the cofibre.
This linearity property is quite useful, and simplifies many constructions.

In this paper, we will give an overview of a number of different constructions
of spectra attached to rings. Constructing spectra amounts to constructing
“deloopings” of the K-theory space of a ring. We will begin with a “generic”
construction, which applies to any category with an appropriate notion of direct
sum. Because it is so generic, this construction does not permit one to prove
the special formal properties mentioned above for the K-theory construction.
We will then outline Quillen’s Q-construction, as well as iterations of it defined
by Waldhausen [29], Gillet-Grayson [15], Jardine [17], and Shimakawa [24]. We
then describe Waldhausen’s S.-construction, which is a kind of mix of the generic
construction with the Q-construction, and which has been very useful in extend-
ing the range of applicability of the K-theoretic methods beyond categories of
modules over rings or schemes to categories of spectra, which has been the cen-
tral tool in studying pseudo-isotopy theory ([30]). Finally, we will discuss two
distinct construction of non-connective deloopings due to Gersten-Wagoner and
Pedersen-Weibel. These constructions give interpretations of Bass’s lower K-
groups as homotopy groups. The Pedersen-Weibel construction can be extended
beyond just a delooping construction to a construction, for any metric space, of
a K-theory spectrum which is intimately related to the locally finite homology
of the metric space. This last extension has been very useful in work on the
Novikov conjecture.

We will assume the reader is familiar with the technology of simplicial sets and
multisimplicial sets, the properties of the nerve construction on categories, and
the definition of algebraic K-theory via the plus construction ([16]). We will
also refer him/her to [2] or [11] for material on the category of spectra.
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2 Generic deloopings using infinite loop space
machines

To motivate this discussion, we recall how to construct Eilenberg-MacLane
spaces for abelian groups. Let A be a group. We construct a simplicial set
B.A by setting BkA = Ak, with face maps given by

d0(a0, a1, . . . , ak−1) = (a1, a2, . . . ak−1)
di(a0, a1, . . . , ak−1) = (a0, a1, . . . , ai−2, ai−1 + ai, ai+1, . . . ak−1) for 0 < i < k

dk(a0, a1, . . . , ak−1) = (a0, a1, . . . , ak−2)

We note that due to the fact that A is abelian, the multiplication map A×A→ A
is a homomorphism of abelian groups, so B.A is actually a simplicial abelian
group. Moreover, the construction is functorial for homomorphisms of abelian
groups, and so we may apply the construction to a simplicial abelian group to
obtain a bisimplicial abelian group. Proceeding in this way, we may start with
an abelian group A, and obtain a collection of multisimplicial sets Bn

. A, where
Bn

. A is an n-simplicial set. Each n-simplicial abelian group can be viewed as
a simplicial abelian group by restricting to the diagonal ∆op ⊆ (∆op)n, and we
obtain a family of simplicial sets, which we also denote by Bn

. A. It is easy to
see that we have exact sequences of simplicial abelian groups

Bn−1
. A −→ En

. A −→ Bn
. A

where En
. A is a contractible simplicial group. Exact sequences of simplicial

abelian groups realize to Serre fibrations, which shows that

|Bn−1
. A| ∼= Ω|Bn

. A|

and that therefore the family {Bn
. A}n forms a spectrum. The idea of the infinite

loop space machine construction is now to generalize this construction a bit, so
that we can use combinatorial data to produce spectra.

We first describe Segal’s notion of Γ-spaces, as presented in [23]. We define a
category Γ as having objects the finite sets, and where a morphism from X to
Y is given by a function θ : X → P(Y ), where P(Y ) denotes the power set
of Y , such that if x, x′ ∈ X, x 6= x′, then θ(x) ∩ θ(x′) = ∅. Composition of
θ : X → P(Y ) and η : Y → P(Z) is given by x →

⋃
y∈θ(x) η(y). There is a

functor from the category ∆ of finite totally ordered sets and order preserving
maps to Γ, given on objects by sending a totally ordered set X to its set of non-
minimal elements X−, and sending an order-preserving map from f : X → Y
to the function θf , defined by letting θf (x) be the intersection of the “half-open
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interval” (f(x − 1), f(x)] with X−. (x − 1 denotes the immediate predecessor
of x in the total ordering on X if there is one, and if there is not, the interval
[x − 1, x) will mean the empty set.) There is an obvious identification of the
category Γop with the category of finite based sets, which sends an object X in
Γop to X+, X “with a disjoint base point added”, and which sends a morphism
θ : X → P(Y ) to the morphism fθ : Y+ → X+ given by fθ(y) = x if y ∈ θ(x)
and fθ(y) = ∗ if y /∈

⋃
x θ(x). Let n denote the based set {1, 2, . . . , n}+. We

have the morphism pi : n→ 1 given by pi(i) = 1 and pi(j) = ∗ when i 6= j.

Definition 2.1 A Γ-space is a functor from F op to the category of simplicial
sets, so that

• F (∅+) is weakly contractible.

• Πn
1F (pi) : F (n)→ Πn

1F (1) is a weak equivalence of simplicial sets.

Note that we have a functor ∆op → Γop, and therefore every Γ-space can be
viewed as a simplicial simplicial set, i.e. a bisimplicial set.

We will now show how to use category theoretic data to construct Γ-spaces.
Suppose that C denotes a category which contains a zero objects, i.e. an object
which is both initial and terminal, in which every pair of objects X, Y ∈ C
admits a categorical sum, i.e an object X ⊕ Y ∈ C, together with a diagram

X −→ X ⊕ Y ←− Y

so that given any pair of morphisms f : X → Z and g : Y → Z, there is a
unique morphism f ⊕ g : X ⊕ Y → Z making the diagram

X X ⊕ Y Y

Z

-

@
@

@
@R

f

?

f⊕g

�g

�
�

�
�	

g

commute. We will now define a functor FC from Γop to simplicial sets. For each
finite based set X, we define Π(X) to be the category of finite based subsets
of X and inclusions of sets. Consider any functor ϕ(X) : Π(X) → C. For any
pair of based subsets S, T ⊆ X, we obtain morphisms ϕ(S) → ϕ(S ∪ T ) and
ϕ(T )→ ϕ(S∪T ), and therefore a well defined morphism ϕ(S)⊕ϕ(T )→ ϕ(S∪T )
for any choice of sum ϕ(S) ⊕ ϕ(T ) . We say the functor ϕ : Π(X) → C is
summing if it satisfies two conditions.
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• ϕ(∅) is a zero object in C

• For any based subsets S, T ⊆ X, with S ∩ T = {∗}, we have that the
natural morphism ϕ(S)⊕ ϕ(T )→ ϕ(S ∪ T ) is an isomorphism.

Let SumC(X) denote the category whose objects are all summing functors from
Π(X) to C, and whose morphisms are all natural transformations which are
isomorphisms at all objects of Π(X).

We next observe that if we have a morphism f : X → Y of based sets, we may

define a functor SumC(X)
SumC(f)−→ SumC(Y ) by

SumC(f)(ϕ)(S) = ϕ(f−1(S))

for any based subset S ⊆ Y . One verifies that this makes SumC(−) into a
functor from Γop to the category CAT of small categories. By composing with
the nerve functor N., we obtain a functor Sp1(C) : Γop → s.sets. Segal [23] now
proves

Proposition 2.1 The functor Sp1(C) is a Γ-space.

The category SumC(∅) is just the subcategory of zero objects in C, which
has contractible nerve since it has an initial object. The map

∏n
i=1 Sp1(pi) :

Sp1(n) → Πn
i=1Sp1(C)(1) is obtained by applying the nerve functor to the

functor
∏n

i=1 SumC(pi) : SumC(n) →
∏n

i=1 SumC(1). But this functor is an
equivalence of categories, since we may define a functor θ :

∏n
i=1 SumC(1) →

SumC(n) by

θ(ϕ1, ϕ2, . . . , ϕn)({i1, i2, . . . , is}) = ϕi1(1)⊕ ϕi2(1)⊕ · · · ⊕ ϕis
(1)

Here the sum denotes any choice of categorical sum for the objects in question.
Any choices will produce a functor, any two of which are isomorphic, and it
is easy to verify that

∏n
i=1 SumC(pi) ◦ θ is equal to the identity, and that

θ ◦
∏n

i=1 SumC(pi) is canonically isomorphic to the identity functor.

We observe that this construction is also functorial in C, for functors which
preserve zero objects and categorical sums. Moreover, when C possesses zero
objects and categorical sums, the categories SumC(X) are themselves easily ver-
ified to possess zero objects and categorical sums, and the functors SumC(f)
preserve them. This means that we can iterate the construction to obtain func-
tors Spn(C) from (Γop)n to the category of (n + 1)-fold simplicial sets, and by
restricting to the diagonal to the category of simplicial sets we obtain a family
of simplicial sets we also denote by Spn(C). We also note that the category
SumC(1) is canonically equivalent to the category C itself, and therefore that
we have a canonical map from N.C to N.SumC(1). Since SumC(1) occurs in
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dimension 1 of Sp1(C), and since SumC(∅) has contractible nerve, we obtain
a map from ΣN.C to Sp1(C). Iterating the Sp1-construction, we obtain maps
ΣSpn(C) → Spn+1(C), and hence adjoints σn : Spn(C) → ΩSpn+1(C). Segal
proves

Theorem 2.1 The maps σn are weak equivalences for n > 1, and for n = 0, σ0

can be described as a group completion. Taken together, the functors Spn yield a
functor Sp from the category whose objects are categories containing zero objects
and admitting categorical sums and whose morphisms are functors preserving
zero objects and categorical sums to the category of spectra.

Example 2.1 For C the category of finite sets, Sp(C) is the sphere spectrum.

Example 2.2 For the category of finitely generated projective modules over a
ring A, this spectrum is the K-theory spectrum of A.

Remark: The relationship between this construction and the iterated delooping
for abelian groups discussed above is as follows. When C admits zero objects
and categorical sums, we obtain a functor C ×C by choosing a categorical sum
a⊕ b for every pair of objects a and b in C. Applying the nerve functor yields a
simplicial map µ : N.C×N.C → N.C. µ behaves like the multiplication map in
a simplicial monoid, except that the identities are only identities up to simplicial
homotopy, and the associativity conditions only hold up to homotopy. Moreover,
µ has a form of homotopy commutativity, in that the maps µT and µ are
simplicially homotopic, where T denotes the evident twist map on N.C ×N.C.
So N.C behaves like a commutative monoid up to homotopy. On the other
hand, in verifying the Γ-space properties for Sp1(C), we showed that Sp1(C)(n)
is weakly equivalent to

∏n
i=1 Sp1(C)(1). By definition of the classifying spaces

for abelian groups, the set in the n-th level is the product of n copies of G,
which is the set in the first level. So, the construction Sp1(C) also behaves
up to homotopy equivalence like the classifying space construction for abelian
groups.

The construction we have given is restricted to categories with categorical sums,
and functors which preserve those. This turns out to be unnecessarily restrictive.
For example, an abelian group A can be regarded as a category Cat(A) whose
objects are the elements of the A, and whose morphisms consist only of identity
morphisms. The multiplication in A gives a functor Cat(A)×Cat(A)→ Cat(A),
and hence a map N.Cat(A)×N.Cat(A)→ N.Cat(A), which is in fact associative
and commutative. One can apply the classifying space construction to N.Cat(A)
to obtain the Eilenberg-MacLane spectrum for A. However, this operation is
not induced from a categorical sum. It is desirable to have the flexibility to
include examples such as this one into the families of categories to which one
can apply the construction Sp. This kind of extension has been carried out
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by May [18] and Thomason [25]. We will give a description of the kind of
categories to which the construction can be extended. See Thomason [25] for a
complete treatment.

Definition 2.2 A symmetric monoidal category is a small category S together
with a functor ⊕ : S × S → S and an object 0, together with three natural
isomorphisms of functors

α : (S1 ⊕ S2)⊕ S3
∼−→ S1 ⊕ (S2 ⊕ S3)

λ : 0⊕ S1
∼−→ S1

and
γ : S1 ⊕ S2

∼−→ S2 ⊕ S1

satisfying the condition that γ2 = Id and so that the following three diagrams
commute.

((S1 ⊕ S2)⊕ S3)⊕ S4 (S1 ⊕ S2)⊕ (S3 ⊕ S4) S1 ⊕ (S2 ⊕ (S3 ⊕ S4))

(S1 ⊕ (S2 ⊕ S3))⊕ S4 S1 ⊕ ((S2 ⊕ S3)⊕ S4)
?

α⊕S4

-α -α

-α

6

S1⊕α

(S1 ⊕ S2)⊕ S3 S1 ⊕ (S2 ⊕ S3) (S2 ⊕ S3)⊕ S1

(S2 ⊕ S1)⊕ S3 S2 ⊕ (S1 ⊕ S3) S2 ⊕ (S3 ⊕ S1)

-α

?

γ⊕S3

-γ

?

α

-α -S2⊕γ

(0⊕ S1)⊕ S2 (S1 ⊕ 0)⊕ S2 S1 ⊕ (0⊕ S2)

S1 ⊕ S2

-γ⊕S2

HH
HHHHj

λ⊕S2

-α

��
�����
S1⊕λ

Given two symmetric monoidal categories S and T, a symmetric monoidal func-
tor from S to T is a triple (F, f, f), where F : S→ T is a functor, and where

f : FS1 ⊕ FS2 → F (S1 ⊕ S2) and f0→ F0

are natural transformations of functors so that the diagrams
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(FS1 ⊕ FS2)⊕ FS3 F (S1 ⊕ S2)⊕ FS3 F ((S1 ⊕ S2)⊕ S3)

FS1 ⊕ (FS2 ⊕ FS3) FS1 ⊕ F (S2 ⊕ S3) F (S1 ⊕ (S2 ⊕ S3))
?

α

-f⊕FS2 -f

?

Fα

-FS3⊕f -f

and

FS1 ⊕ FS2 F (S1 ⊕ S2) F0⊕ FS F0⊕ S)

FS2 ⊕ FS1 F (S2 ⊕ S1) 0⊕ FS FS

-f

?

γ

?

Fγ

-f

?

Fλ

-f

6
f⊕FS

-λ

all commute.

It is easy to see that if we are given a category C with zero objects and which
admits categorical sums, then one can produce the isomorphisms and in question
by making arbitrary choices of zero objects and categorical sums for each pair of
objects of C, making C into a symmetric monoidal category. In [25], Thomason
now shows that it is possible by a construction based on the one given by
Segal to produce a Γ-space Sp1(S) for any symmetric monoidal category, and
more generally Γn-spaces, i.e functors (Γop)n → s.sets which fit together into a
spectrum, and that these constructions agree with those given by Segal in the
case where the symmetric monoidal sum is given by a categorical sum. May [18]
has also given a construction for permutative categories, i.e. symmetric monoidal
categories where the associativity isomorphism α is actually the identity. He
uses his theory of operads instead of Segal’s Γ-spaces. It should be pointed
out that the restriction to permutative categories is no real restriction, since
every symmetric monoidal category is symmetric monoidally equivalent to a
permutative category.

3 The Q-construction and its higher dimensional
generalization

It was Quillen’s crucial insight that the higher algebraic K-groups of a ring A
could be defined as the homotopy groups of the nerve of a certain category Q
constructed from the category of finitely generated projective modules over A.
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He had previously defined the K-groups as the homotopy groups of the space
BGL+(A)×K0(A). The homotopy groups and the K-groups are related via a
dimension shift of one, i.e.

Ki(A) ∼= πi+1N.Q

This suggests that the loop space ΩN.Q should be viewed as the “right” space for
K-theory, and indeed Quillen ([21], [16]) showed that ΩN.Q could be identified
as a group completion of the nerve of the category of finitely generated projective
A-modules and their isomorphisms. From this point of view, the space N.Q can
be viewed as a delooping of BGL+(A)×K0(A), and it suggests that one should
look for ways to construct higher deloopings which would agree with N.Q in
the case n = 1. This was carried out by Waldhausen in [29], and developed in
various forms by Gillet [15], Jardine [17], and Shimakawa [24]. We will outline
Shimakawa’s version of the construction.

We must first review Quillen’s Q-construction. We first recall that its input
is considerably more general than the category of finitely generated projective
modules over a ring. In fact, the input is an exact category, a concept which we
now recall.

Definition 3.1 A category is additive if it admits sums and products and if
every Hom-set is given an abelian group structure, such that the composition
pairings are bilinear. An exact category is an additive category C equipped with
a family E of diagrams of the form

C ′
i−→ C

p−→ C ′′

which we call the exact sequences, satisfying certain conditions to be specified
below. Morphisms which occur as “i” in an exact sequence are called admissi-
ble monomorphisms and morphisms which occur as “p” are called admissible
epimorphisms. The family E is now required to satisfy the following five condi-
tions.

• Any diagram in C which is isomorphic to one in E is itself in E.

• The set of admissible monomorphisms is closed under composition, and
the cobase change exists for an arbitrary morphism. The last statement
says that the pushout of any diagram of the form

C D

C ′ C ′ ×C D

-f

?

i

pppppppppppp?îp p p p p p p-
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exists, and the morphism î is also an admissible monomorphism.

• The set of admissible epimorphisms is closed under composition, and the
base change exists for an arbitrary morphism. This corresponds to the
evident dual diagram to the preceding condition.

• Any sequence of the form

C −→ C ⊕ C ′ −→ C ′

is in E.

• In any element of E as above, i is a kernel for p and p is a cokernel for i.

We also define an exact functor as a functor between exact categories which
preserves the class of exact sequences, in an obvious sense, as well as base and
cobase changes.

Exact categories of course include the categories of finitely generated projective
modules over rings, but they also contain many other categories. For example,
any abelian category is an exact category. For any exact category (C,E), Quillen
now constructs a new category Q(C,E) as follows. Objects of Q(C,E) are the
same as the objects of C, and a morphism from C to C ′ in Q(C,E) is a diagram
of the form

D C ′

C
?

p

-i

where i is an admissible monomorphism and p is an admissible epimorphism.
The diagrams are composed using a pullback construction, so the composition
of the two diagrams

D C ′ D′ C ′′

C C ′
?

p

-i

?

p′

-i′

is the diagram
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D ×C′ D′ C ′′

C
?

-

Quillen now defines the higher K-groups for the exact category (C,E) by
Ki−1(C,E) = πiN.Q(C,E). The problem before us is now how to construct
higher deloopings, i.e. spaces Xn so that Ki−n(C,E) = πiXn. Shimakawa [24]
proceeds as follows.

We will first need the definition of a multicategory. To make this definition, we
must first observe that a category C is uniquely determined by

• The set AC of all the morphisms in C, , between any pairs of objects.

• A subset OC of AC, called the objects, identified with the set of identity
morphisms in AC.

• The source and target maps S : AC → OC and S : AC → OC.

• The composition pairing is a map ◦ from the pullback

AC ×OC
AC AC

AC OC

?

-

?
T

-S

to AC.

Definition 3.2 An n-multicategory is a set A equipped with n different cate-
gory structures (Sj , Tj , ◦j) for j = 1, . . . , n satisfying the following compatibility
conditions for all pairs of distinct integers j and k, with 1 ≤ j, k ≤ n .

• SjSkx = SkSjx, SjTkx = TkSjx, and TjTkx = TkTjx

• Sj(x ◦k y) = Sjx ◦k Sjy and Tj(x ◦k y) = Tjx ◦k Tjy

• (x ◦k y) ◦j (z ◦k w) = (x ◦j z) ◦k (y ◦j w)

The notion of an n-multifunctor is the obvious one.
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It is clear that one can define the notion of an n-multicategory object in any
category which admits finite limits (although the only limits which are actually
needed are the pullbacks A ×Oj

A). In particular, one may speak of an n-
multicategory object in the category CAT , and it is readily verified that such
objects can be identified with (n + 1)-multicategories.

There is a particularly useful way to construct n-multicategories from ordinary
categories. Let I denote the category associated with the totally ordered set
{0, 1}, 0 < 1, and let λ equal the unique morphism 0→ 1 in I. For any category
C, define an n-multicategory structure on the set of all functors In → C as
follows. The j-th source and target functions are given on any functor f and
any vector u = (u1, . . . , un) ∈ In by

(Sjf)(u) = f(u1, . . . , uj−1, 0, uj+1, . . . , un)

and
(Tjf)(u) = f(u1, . . . , uj−1, 1, uj+1, . . . , un)

The j-th composition pairing is defined by

(g ◦j f) =

 fu : if uj = 0
gu : if uj = 1
gu ◦ fu : if uj = λ and uk ∈ {0, 1} for all k 6= j

We will write C[n] for this n-multicategory, for any C.

We will now define an analogue of the usual nerve construction on categories.
The construction applied to an n-multicategory will yield an n-multisimplicial
set. To see how to proceed, we note that for an ordinary category C, regarded
as a set A with S, T , and ◦ operators, and O the set of objects, the set NkC
can be identified with the pullback

A ×O A ×O A · · · ×O A︸ ︷︷ ︸
k factors

i.e the set of vectors (a1, a2, . . . ak) so that S(aj) = T (aj−1) for 2 ≤ j ≤ k. Note
that N0C conventionally denotes O. In the case of an n-multicategory C , we
can therefore construct this pullback for any one of the n category structures.
Moreover, because of the commutation relations among the operators Sj , Tj ,
and ◦j for the various values of j, the nerve construction in one of the directions
respects the operators in the other directions. This means that if we let Ns,ks

denote the k-dimensional nerve operator attached to the s-th category structure,
we may define an n-multisimplicial set NC : (∆op)n → Sets by the formula

NC(i1, i2, . . . , in) = N1,i1N2,i2 · · ·Nn,in
C
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The idea for constructing deloopings of exact categories is to define a notion of
an n-multiexact category, and to note that it admits a Q-construction which is
an n-multicategory. whose nerve will become the n-th delooping.

Definition 3.3 A functor F : C → D of small categories is called strongly
good if for any object x ∈ C and any isomorphism f : Fx→ y in D, there is a
unique isomorphism f ′ : x→ y′ in C such that Ff ′ = f .

Definition 3.4 Let P ⊆ {1, . . . , n}. Then by P -exact category, we mean an
n-fold category C so that every Cp, p ∈ P , is equipped with the structure of
an exact category, so that the following conditions hold for every pair p, j, with
p ∈ P and j 6= p.

• ojCp is an exact subcategory of Cp.

• (Sj , Tj) : Cp → ojCp × ojCp is strongly good and exact.

• ◦j : Cp ×ojCp
Cp → Cp is exact.

• If j also belongs to P , the class Ej of exact sequences of Cj becomes an
exact subcategory of Cp ×ojCp

Cp

One direct consequence of the definition is that if we regard a P -exact cate-
gory as an (n − 1)-multicategory object in CAT , with the arguments in the
(n−1)-multicategory taking their values in Cp, with p ∈ P , we find that we ac-
tually obtain an (n− 1)-multicategory object in the category EXCAT of exact
categories and exact functors. The usual Q-construction gives a functor from
EXCAT to CAT , which preserves the limits used to define n-multicategory
objects, so we may apply Q in the p-th coordinate to obtain an (n − 1)-
multicategory object in CAT , which we will denote by Qp(C). We note that
Qp(C) is now an n-multicategory, and Shimakawa shows that there is a natural
structure of a (P − {p})-exact multicategory on Qp(C). One can therefore be-
gin with an {1, . . . , n}-exact multicategory C, and construct an n-multicategory
QnQn−1 · · ·Q1C. It can further be shown that the result is independent of the
order in which one applies the operators Qi. The nerves of these construc-
tions provide us with n-multisimplicial sets, and these can be proved to yield a
compatible system of deloopings and therefore of spectra.

4 Waldhausen’s S.-construction

In this section, we describe a family of deloopings constructed by F. Waldhausen
in [30] which combine the best features of the generic deloopings with the im-
portant special properties of Quillen’s Q-construction delooping. The input to
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the construction is a category with cofibrations and weak equivalences, a notion
defined by Waldhausen, and which is much more general than Quillen’s exact
categories. For example, it will include categories of spaces with various special
conditions, or spaces over a fixed space as input. These cannot be regarded as
exact categories in any way, since they are not additive. On the other hand,
the construction takes into account a notion of exact sequence, which permits
one to prove versions of the localization and additivity theorems for it. It has
permitted Waldhausen to construct spectra A(X) for spaces X, so that for X
a manifold, A(X) contains the stable pseudo-isotopy space as a factor. See [30]
for details.

We begin with a definition.

Definition 4.1 A category C is said to be pointed if it is equipped with a dis-
tinguished object * which is both an initial and terminal object. A category with
cofibrations is a pointed category C together with a subcategory coC. The mor-
phisms of coC are called the cofibrations. coC satisfies the following properties.

1. Any isomorphism in C is in coC. In particular, any object of C is in coC.

2. For every object X ∈ C, the unique arrow ∗ → X is a cofibration.

3. For any cofibration i : X ↪→ Y and any morphism f : X → Z in C, there
is a pushout diagram

X Z

Y W

-f

?
i

?
î

-

in C, and the natural map î is also a cofibration.

Definition 4.2 Let C be a category with cofibrations. A category of weak equiv-
alences in C is a subcategory wC of C, called the weak equivalences, which satisfy
two axioms.

1. All isomorphisms in C are in wC.

2. For any commutative diagram

Y X Z

Y ′ X ′ Z ′
?

� i

?

-

?
�i′ -
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in C, where i and i′ are cofibrations, and all the vertical arrows are weak
equivalences, the induced map on pushouts is also a weak equivalence.

If C and D are both categories with cofibrations and weak equivalences, we say
a functor f : C → D is exact if it preserves pushouts, coC, and wC.

Here are some examples.

Example 4.1 The category of based finite sets, with * a single point space, the
cofibrations the based inclusions, and the weak equivalences being the bijections.

Example 4.2 The category of based simplicial sets with finitely many cells (i.e.
non-degenrate simplices), the one point based set as *, the levelwise inclusions
as the cofibrations, and the usual weak equivalences as wC.

Example 4.3 Any exact category E in the sense of Quillen [21] can be regarded
as a category with cofibrations and weak equivalences as follows. * is chosen to
be any zero object, the cofibrations are the admissible monomorphisms, and the
weak equivalences are the isomorphisms.

Example 4.4 Let A be any ring, and let C denote the category of chain com-
plexes of finitely generated projective A-modules, which are bounded above and
below. The zero complex is *, the cofibrations will be the levelwise split monomor-
phisms, and the weak equivalences are the chain equivalences, i.e maps inducing
isomorphisms on homology. A variant would be to consider the homologically
finite complexes, i.e. complexes which are not necessarily bounded above but
which have the property that there exists an N so that Hn = 0 for n > N .

We will now outline how Waldhausen constructs a spectrum out of a category
with cofibrations and weak equivalences. For each n, we define a new category
SnC as follows. Let n denote the totally ordered set {0, 1, . . . , n} with the usual
ordering. Let Ar[n] ⊆ n× n be the subset of all (i, j) such that i ≤ j. Ar[n] is
a partially ordered set, and as such may be regarded as a category. We define
the objects of SnC as the collection of all functors θ : Ar[n] → C satisfying the
following conditions.

• θ(i, i) = ∗ for all 0 ≤ i ≤ n.

• θ((i, j) ≤ (i, j′)) is a cofibration.

• For all triples i, j, k, with i ≤ j ≤ k, the diagram
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θ(i, j) θ(i, k)

θ(j, j) = ∗ θ(j, k)
?

-

?
-

is a pushout diagram.

Remark: Note that each object in SnC consists of a composable sequence of
cofibrations

∗ = θ(0, 0) ↪→ θ(0, 1) ↪→ θ(0, 2) ↪→ · · · θ(0, n− 1) ↪→ θ(0, n)

together with choices of quotients for each cofibration θ((0, i) ≤ (0, j)), when
i ≤ j.

SnC becomes a category by letting the morphisms be the natural transformations
of functors. We can define a category of cofibrations on SnC as follows. A
morphism Φ : θ → θ′ determines morphisms Φij : θ(ij) → θ′(ij). In order for
Φ to be a cofibration in SnC, we must first require that Φij is a cofibration in
C for every i and j. In addition, we require that for every triple i, j, k, with
i ≤ j ≤ k, the commutative diagram

θ(i, j) θ(i, k)

θ′(i, j) θ′(j, k)
?

-

?
-

is a pushout diagram in C. We further define a category wSnC of weak equiva-
lences on SnC by Φ ∈ wSnC if and only if Φij ∈ wC for all i ≤ j. One can now
check that SnC is a category with cofibrations and weak equivalences.

We now further observe that we actually have a functor from ∆→ CAT given
by n → Ar[n], where ∆ as usual denotes the category of finite totally ordered
sets and order preserving maps of such. Consequently, if we denote by F(C,D)
the category of functors from C to D (the morphisms are natural transforma-
tions), we obtain a simplicial category n→ F(Ar[n], C) for any category C. One
checks that if C is a category with cofibrations and weak equivalences, then the
subcategories SnC ⊆ F(Ar[n], C) are preserved under the face and degeneracy
maps, so that we actually have a functor S. from the category of categories with
cofibrations and weak equivalences, and exact functors, to the category of sim-
plicial categories with cofibrations and weak equivalences and levelwise exact
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functors. This construction can now be iterated to obtain functors Sk
. which

assign to a category with cofibrations and weak equivalences a k-simplicial cat-
egory with cofibrations and weak equivalences. To obtain the desired simplicial
sets, we first apply the w levelwise, to obtain a simplicial category, and then ap-
ply the nerve construction levelwise, to obtain a (k + 1)-simplicial set N.wSk

. C.
We can restrict to the diagonal simplicial set ∆N.wSk

. C to obtain a family of
simplicial sets, which by abuse of notation we also write as SkC

Waldhausen’s next observation is that for any category with cofibrations and
weak equivalences C, there is a natural inclusion

ΣN.wC −→ S.C

The suspension is the reduced suspension using * as the base point in N.wC.
This map exists because by definition, S0C = ∗, and S1C = N.wC, so we obtain
a map σ : ∆[1]×N.wC → S.C, and it is easy to see that the subspace

∂∆[1]×N.wC ∪∆[1]× ∗

maps to * under σ, inducing the desired map which we also denote by σ. σ
is natural for exact functors, and we therefore obtain maps Sk

. (σ) : ΣSk
. C −→

ΣSk+1
. for each k. Waldhausen now proves

Theorem 4.1 The adjoint to Sk
. (σ) is a weak equivalence of simplicial sets

from Sk
. C to ΩSk+1

. C fo k ≥ 1, so the spaces |Sk
. C| form a spectrum except

in dimension k = 0, when it can be described as a homotopy theoretic group
completion. These deloopings agree with Segal’s generic deloopings when C is a
category with sums and zero object, and the cofibrations are chosen to be only
the sums of the form X → X ∨ T → Y .

We will write SC for this spectrum. The point of Waldhausen’s construction is
that it produces a spectrum from the category C in such a way that many of
the useful formal properties of Quillen’s construction hold in this much more
general context. We will discuss the analogues of the localization and additivity
theorems, from the work of Quillen [21].

We will first consider localization. Recall that Quillen proved a localization
theorem in the context of quotients of abelian categories. The context in which
Waldhausen proves his localization result is the following. Given a category
with cofibrations and weak equivalences C, we define ArC to be the category
whose objects are morphisms f : X → Y in C, and where a morphism from
f : X → Y to f ′ : X ′ → Y ′ is a commutative diagram

17



X Y

X ′ Y ′
?

-f

?
-f ′

It is easy to check that ArC becomes a category with cofibrations and weak
equivalences if we declare that the cofibrations (respectively weak equivalences)
are diagrams such as the ones above in which both vertical arrows are cofibra-
tions (respectively weak equivalences). If C is the category of based topological
spaces, then the em mapping cylinder construction can be viewed as a functor
from ArC to spaces, satisfying certain conditions. In order to construct a lo-
calization sequence, Waldhausen requires an analogue of the mapping cylinder
construction in the category C.

Definition 4.3 A cylinder functor on a category with cofibrations and weak
equivalences C is a functor T which takes objects f : X → Y in ArC to diagrams
of shape

X T (f) Y

Y

-j

@
@

@@R

f

?

p

�k

�
�

��	

id

satisfying the following two conditions.

• For any two objects X and Y in C, we denote by X ∨ Y pushout of the
diagram

X ←− ∗ −→ Y

We require that the canonical map X∨Y → T (f) coming from the diagram
above be a cofibration, and further that if we have any morphism

X Y

X ′ Y ′
?

-f

?
-f ′

in ArC, then the associated diagram
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X ∨ Y T (f)

X ′ ∨ Y ′ T (f ′)

-

? ?
-

is a pushout.

• T (∗ → X) = X for every X ∈ C, and k and p are the identity map in this
case.

(The collection of diagrams of this shape form a category with natural transfor-
mations as morphisms, and T should be a functor to this category. ) We say
the cylinder functor satisfies the cylinder condition if p is in wC for every object
in ArC.

We will also need two axioms which apply to categories with cofibrations and
weak equivalences.

Saturation axiom: If f and g are composable morphisms in C, and if two of
f , g, and gf are in wC, then so is the third.

Extension Axiom: If we have a commutative diagram in C

X Y Z

X ′ Y ′ Z ′
?

-i

?

-

?
-i′ -

where i and i′ are cofibrations, and Z and Z ′ are pushouts of the diagrams
∗ ← X → Y and ∗ ← X ′ → Y ′ respectively, and if the arrows X → X ′ and
Z → Z ′ are in wC, then it follows that Y → Y ′ is in wC also.

The setup for the localization theorem is now as follows. We let C be a category
equipped with a category of cofibrations, and two different categories of weak
equivalences v and w, so that vC ⊆ wC. Let Cw denote the subcategory with
cofibrations on C given by the objects X ∈ C having the property that the map
∗ → X is in wC. It will inherit categories of weak equivalences vCw = Cw ∩ vC
and wCw = Cw ∩ wC. Waldhausen’s theorem is now as follows.

Theorem 4.2 If C has a cylinder functor, and the category of weak equivalences
wC satisfies the cylinder axiom, saturation axiom, and extension axiom, then
the square
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vS.Cw wS.Cw

vS.C wS.C
?

-

?
-

is homotopy Cartesian, and wS.Cw is contractible. In other words, we have up
to homotopy a fibration sequence

vS.Cw −→ vS.C −→ wS.C

The theorem extends to the deloopings by applying S. levelwise, and we obtain
a fibration sequence of spectra.

Remark: The reader may wonder what the relationship between this sequence
and Quillen’s localization sequence is. One can see that the category of finitely
generated projective modules over a Noetherian commutative ring A, although it
is a category with cofibrations and weak equivalences, does not admit a cylinder
functor with the cylinder axiom, and it seems that this theorem does not apply.
However, one can consider the category of chain complexes Comp(A) of finitely
generated projective chain complexes over A, which are bounded above and
below. Comp(A) does admit a cylinder functor satisfying the cylinder axiom
(just use the usual algebraic mapping cylinder construction). It is shown in [26]
that Proj(A) ↪→ Comp(A) of categories with cofibrations and weak equivalences
induces an equivalences on spectra S(Proj(A)) → S(Comp(A)) for any ring.
Moreover, if S is a mulitiplicative subset in the regular ring A, then the category
Comp(A)S of objects C∗ ∈ Comp(A) which have the property that S−1C∗ is
acyclic, i.e. has vanishing homology, has the property that S.Comp(A)S is
weakly equivalent to the S. spectrum of the exact category Mod(A)S of finitely
generated A-modules M for which S−1M = 0. In this case, the localization
theorem above applies, with v being the usual category of weak equivalences,
and where w is the class of chain maps whose algebraic mapping cone has
homology annihilated by S−1. Finally, if we let D denote the category with
cofibrations and weak equivalences consisting with C as underlying category,
and with w as the weak equivalences, then S.D ∼= S.Comp(S−1A). Putting
these results together shows that we obtain Quillen’s localization sequence in
this case.

The key result in proving 4.2 is Waldhausen’s version of the Additivity Theorem.
Suppose we have a category with cofibrations and weak equivalences C, and two
subcategories with cofibrations and weak equivalences A and B. This means
that A and B are subcategories of C, each given a structure of a category with
cofibrations and weak equivalences, so that the inclusions are exact. Then we
define a new category E(A, C,B) to have objects cofibration sequences

A ↪→ C → B
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with A ∈ A, B ∈ B, and C ∈ C. This means that we are given a specific
isomorphism from a pushout of the diagram ∗ ← A→ C to B. The morphisms
in E(A, C,B) are maps of diagrams. We define a category of cofibrations on
E(A, C,B) to consist of those maps of diagrams which are cofibrations at each
point in the diagram. We similarly define the weak equivalences to be the
pointwise weak equivalences. We have an exact functor (s, q) : E(A, C,B) →
A×B, given by s(A ↪→ C → B) = A and q(A ↪→ C → B) = B.

Theorem 4.3 The exact functor (s, q) induces an equivalence from S.E(A, C,B)
to S.A× S.B.

Finally, Waldhausen proves a comparison result between his delooping and the
nerve of Quillen’s Q-construction.

Theorem 4.4 There is a natural weak equivalence of spaces from |wS.E| to
|N.Q(E)| for any exact category E. (Recall that E can be viewed as a category
with cofibrations and weak equivalences, and hence wS. can be evaluated on it).

5 The Gersten-Wagoner delooping

All the constructions we have seen so far have constructed simplicial and cate-
gory theoretic models for deloopings of algebraic K-theory spaces. It turns out
that there is a way to construct the deloopings directly on the level of rings, i.e.
for any ring R there is a ring µR whose K-theory space actually deloops the
K-theory space of R. Two different versions of this idea were developed by S.
Gersten [14] and J. Wagoner [27]. The model we will describe was motivated
by problems in high dimensional geometric topology [12], and by the observa-
tion that the space of Fredholm operators on an infinite dimensional complex
Hilbert space provides a delooping of the infinite unitary group U . This de-
looping, and the Pedersen-Weibel delooping which follows in the next section,
are non-connective, i.e. we can have πiXn 6= 0 for i < n, where Xn denotes
the n-th delooping in the spectrum. The homotopy group πiXi+n are equal to
Bass’s lower K-group K−n(R) ([5]), and these lower K-groups have played a
significant role in geomtric topology, notably in the study of stratified spaces
([3], [4]).

Definition 5.1 Let R be a ring, and let lR denote the ring of infinite matrices
over R in which each row and column contains only finitely many non-zero
elements. mR ⊆ lR will be the set of all matrices with only finitely many non-
zero entries. mR is a two-sided ideal in lR, and we define µR = lR/mR.

Remark: µR is a ring of a somewhat unfamiliar character. For example, it
does not admit a rank function on projective modules.
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Wagoner shows that BGL+(µR) is a delooping of BGL+(R). He first observes
that the construction of the n×n matrices Mn(R) for a ring R does not require
that R has a unit. Of course, if R doesn’t have a unit, then neither will Mn(R).
Next, for a ring R (possibly without unit), he defines GLn(R) be the set of
n×n matrices P so that there is an n×n matrix Q with P + Q + PQ = 0, and
equips GLn(R) with the multiplication P ◦Q = P + Q + PQ. (Note that for a
ring with unit, this corresponds to the usual definition via the correspondence
P → I + P .) GL is now defined as the union of the groups GLn under the
usual inclusions. We similarly define En(R) to be the subgroup generated by
the elementary matrices eij(r), for i 6= j, whose ij-th entry is r and for which
the kl-th entry is zero for (k, l) 6= (i, j). E(R) is defined as the union of the
groups En(R). By definition, GL(R)/E(R) ∼= K1R. E(R) is a perfect group, so
we may perform the plus construction to the classifying space BE(R). Wagoner
proves that there is a fibration sequence up to homotopy

BGL+(R)×K0(R)→ E → BGL+(µR) (5–1)

where E is a contractible space. This clearly shows that BGL+(µR) deloops
BGL+(R)×K0(R). The steps in Wagoner’s argument are as follows.

• There is an equivalence BGL+(R) ∼= BGL+(mR), coming from a straight-
forward isomorphism of rings (without unit) M∞(mR) ∼= mR, where
M∞(R) denotes the union of the rings Mn(R) under the evident inclu-
sions .

• There is an exact sequence of groups GL(mR) → E(lR) → E(µR). This
follows directly from the definition of the rings mR, lR, and µR, together
with the fact that E(lR) = GL(lR). There corresponds a fibration se-
quence of classifying spaces

BGL(mR)→ BE(lR)→ BE(µR) (5–2)

• The space BE(lR) has trivial homology, and therefore the space BE+(lR)
is contractible.

• The action of E(µ(R)) = π1BE+(µR) on the homology of the fiber
BGL+(mR) in the fibration 5–2 above is trivial. Wagoner makes a tech-
nical argument which shows that this implies that the sequence

BGL+(mR) −→ BGL+(lR) −→ BGL+(µR)

is a fibration up to homotopy.

• K1(µ(R)) ∼= K0(R).

Wagoner assembles these facts into a proof that we have a fibration of the
form 5–1. Iterating the µ construction and applying BGL+(−) now yields the
required family of deloopings.
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6 The Pedersen-Weibel delooping and bounded
K-theory

In this final section we will discuss a family of deloopings which were constructed
by Pedersen and Weibel in [20] using the ideas of “bounded topology”. This
work is based on much earlier work in high-dimensional geometric topology, no-
tably by E. Connell [10]. The idea is to consider categories of possibly infinitely
generated free modules over a ring A, equipped with a basis, and to suppose
further that elements in the basis lie in a metric space X. One puts restrictions
on both the objects and the morphisms, i.e. the modules have only finitely
many basis elements in any given ball, and morphisms have the property that
they send basis elements to linear combinations of “nearby elements”. When
one applies this construction to the metric spaces Rn, one obtains a family of
deloopings of the K-theory spectrum of A. The construction has seen applica-
tion in other problems as well, when applied to other metric spaces, such as the
universal cover of a K(π, 1)-manifold, or a finitely generated group Γ with word
length metric attached to a generating set for Γ. In that context, the method
has been applied to prove the so-called Novikov conjecture and its algebraic K-
theoretic analogue in a number of interesting cases ([6], [7], and [8]). This family
of deloopings is in general non-connective, like the Gersten-Wagoner delooping,
and produces a homotopy equivalent spectrum.

We begin with the construction of the categories in question.

Definition 6.1 Let A denote a ring, and let X be a metric space. We define a
category CX(A) as follows.

• The objects of CX(A) are triples (F,B, ϕ), where F is a free left A-module
(not necessarily finitely generated), B is a basis for F , and ϕ : B → X is
a function so that for every x ∈ X and R ∈ [0,+∞), the set ϕ−1(BR(x))
is finite, where BR(x) denotes the ball of radius R centered at x.

• Let d ∈ [0,+∞), and let (F,B, ϕ) and (F ′, B′, ϕ′) denote objects of CX(A).
Let f : F → F ′ be a homomorphism of A-modules. We say f is bounded
with bound d if for every β ∈ B, fβ lies in the span of ϕ−1Bd(ϕ(x)) =
{β′|d(ϕ(β), ϕ′(β′)) ≤ d}. The morphisms in CX(A) from (F,B, ϕ) to
(F ′, B′, ϕ′) are the A-linear homomorphisms which are bounded with some
bound d.

It is now easy to observe that iCX(A), the category of isomorphisms in CX(A),
is a symmetric monoidal category, and so the construction of section 2 al-
lows us to construct a spectrum Sp(iCX(A)). Another observation is that
for metric spaces X and Y , we obtain a tensor product pairing iCX(A) ×
iCY (B)→ iCX×Y (A⊗B), and a corresponding pairing of spectra Sp(iCX(A))∧

23



Sp(iCY (B))→ Sp(iCX×Y (A⊗ B)) (see [19]). We recall from section 2 that for
any symmetric monoidal category C, there is a canonical map

N.C→ Sp(C)0

where Sp(C)0 denotes the zeroth space of the spectrum Sp(C). In particular, if
f is an endomorphism of any object in C, f determines an element in π1(Sp(C)).
Now consider the case X = R. For any ring A, let MA denote the object
(FA(Z), Z, i), where i ↪→ R is the inclusion. Let σA denote the automorphism
of MA given on basis elements by σA([n]) = [n + 1]. σA determines an element
in π1Sp(iCR(A)). Therefore we have maps of spectra

ΣSp(iCRn(A)) ∼= S1 ∧ Sp(iCRn(A))→ Sp(iCR(Z)) ∧ Sp(iCRn(A))→

→ Sp(iCR×Rn(Z⊗A))→ Sp(iCRn+1(Z⊗A)) ∼= Sp(iCRn+1(A))

and therefore adjoint maps of spaces

Sp(iCRn(A))0 → Ω(Sp(iCRn+1(A)))0

Assembling these maps together gives the Pedersen-Weibel spectrum attached
to the ring A, which we denote by K(A). Note that we may also include a metric
space X as a factor, we obtain similar maps

Sp(iCX×Rn(A))0 → Ω(Sp(iCX×Rn+1(A)))0

We will denote this spectrum by K(X;A), and refer to it as the bounded K-
theory spectrum of X with coefficients in the ring A. A key result concerning
K(X;A) is the following excision result (see [8]).

Proposition 6.1 Suppose that the metric space X is decomposed as a union
X = Y ∪ Z. For any subset U ⊆ X, and any r ∈ [0,+∞), we let NrU denote
r-neighborhood of U in X. We consider the diagram of spectra

colim
r

Sp(iCNrY (A))←− colim
r

Sp(iCNrY ∩NrZ(A)) −→ colim
r

Sp(iCNrZ(A))

and let P denote its pushout. Then the evident map P → Sp(iCX(A)) induces
an isomorphism on πi for i > 0. It now follows that if we denote by P the
pushout of the diagram of spectra

colim
r
K(NrY ;A)←− colim

r
K(NrY ∩NrZ;A) −→ colim

r
K(NrZ;A)

then the evident map P → K(X;A) is an equivalence of spectra.

Remark: The spectra colimr K(NrY ;A) and colimr K(NrZ;A) are in fact
equivalent to the spectra K(Y ;A) and K(Z;A) as a consequence of the coarse
invariance property for the functor K(−;A) described below.

Using the first part of 6.1, Pedersen and Weibel now prove the following prop-
erties of their construction.
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• The homotopy groups πiK(A) agree with Quillen’s groups for i ≥ 0.

• For i < 0 the groups πiK(A) agree with Bass’s lower K-groups. In partic-
ular, they vanish for regular rings.

• K(A) is equivalent to the Gersten-Wagoner spectrum.

The Pedersen-Weibel spectrum is particularly interesting because of the exis-
tence of the spectra K(X;A) for metric spaces X other than Rn. This con-
struction is quite useful for studying problems in high dimensional geometric
topology. K(X;A) has the following properties.

• (Functoriality) K(−;A) is functorial for proper eventually continuous
map of metric spaces. A map of f : X → Y is said to be proper if for
any bounded set U ∈ Y , f−1U is a bounded set in X. f is said to be
eventually continuous if for every R ∈ [0,+∞), there is a number δ(R) so
that dX(x1, x2) ≤ R =⇒ dY (fx1, fx2) ≤ δ(R).

• (Homotopy Invariance) If f, g : X → Y are proper eventually continu-
ous maps between metric spaces, and so that d(f(x), g(x)) is bounded for
all x, then the maps K(f ;A) and K(g;A) are homotopic.

• (Coarse invariance) K(X;A) depends only on the coarse type of X,
i.e. if Z ⊆ X is such that there is an R ∈ [0,+∞) so that NRZ = X, then
the map K(Z;A) → K(X;A) is an equivalence of spectra. For example,
the inclusion Z ↪→ R induces an equivalence on K(−;A). K(−;A) does
not “see” any local topology, only “topology at infinity”.

• (Triviality on bounded spaces) If X is a bounded metric space, then
K(X;A) ∼= K(A).

To show the reader how this K(X;A) behaves, we first remind him/her about
locally finite homology. Recall that the singular homology of a space X is defined
to be the homology of the singular complex, i.e. the chain complex C∗X, with
CkX denoting the free abelian group on the set of singular k-simplices, i.e.
continuous maps from the standard k-simplex ∆[k] into X. This means that we
are considering finite formal linear combinations of singular k-simplices.

Definition 6.2 Let X denote a locally compact topological space. We define
Clf

k X to be the infinite formal linear combinations of singular k-simplices Σ
σ

nσσ,

which have the property that for any compact set K in X, there are only finitely
many σ with im(σ) ∩ K 6= ∅, and nσ 6= 0. The groups Clf

k X fit together into
a chain complex, whose homology is denoted by H lf

∗ X. H lf
∗ is functorial with

respect to proper continuous maps, and is proper homotopy invariant.
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Remark: H lf
∗ is formally dual to cohomology with compact supports.

Example 6.1 H lf
∗ Rn vanishes for ∗ 6= n, and H lf

n Rn ∼= Z.

Example 6.2 If X is compact, H lf
∗ X ∼= H∗X.

Example 6.3 Suppose that X is the universal cover of a bouquet of two circles,
so it is an infinite tree. It is possible compactify X by adding a Cantor set onto
X. The Cantor set can be viewed as an inverse system of spaces C = . . . Cn →
Cn−1 → . . ., and we have H lf

∗ X ∼= 0 for ∗ 6= 1, and H lf
1 X ∼= lim

←
Z[Cn].

Example 6.4 For any manifold with boundary (X, ∂X), H lf
∗ (X) ∼= H∗(X, ∂X).

A variant of this construction occurs when X is a metric space.

Definition 6.3 Suppose that X is a proper metric space, i.e. that all closed
balls are compact. We now define a subcomplex sClf

∗ X ⊆ Clf
∗ X by letting

sClf
k X denote the infinite linear combinations Σ

σ
nσσ ∈ Clf

k X so that the set

{diam(im(σ))|nσ 6= 0} is bounded above. Informally, it consists of linear combi-
nations of singular simplices which have images of uniformly bounded diameter.
We denote the corresponding homology theory by sH lf

∗ X. There is an evident
map sH lf

∗ X → H lf
∗ X, which is an isomorphism in this situation, i.e. when X

is proper.

In order to describe the relationship between locally finite homology and bounded
K-theory, we recall that spectra give rise to generalize homology theories as fol-
lows. For any spectrum S and any based space X, one can construct a new
spectrum X ∧ S, which we write as h(X,S). Applying homotopy groups, we
define the generalized homology groups of the space X with coefficients in S,
hi(X,S) = πih(X,S). The graded group h∗(X,S) is a generalized homology
theory in X, in that it satisfies all of the Eilenberg-Steenrod axioms for a homol-
ogy theory except the dimension hypothesis, which asserts that hi(S0,S) = 0
for i 6= 0 and h0(X,S) = Z. In this situation, when we take coefficients in
the Eilenberg-MacLane spectrum for an abelian group A, we obtain ordinary
singular homology with coefficients in A. It is possible to adapt this idea for
the theories H lf

∗ and sH lf
∗ .

Proposition 6.2 (See [8]) Let S be any spectrum. Then there are spectrum
valued functors hlf (−,S) and shlf (−,S), so that the graded abelian group valued
functors π∗h

lf (−,S) and πs
∗h

lf (−,S) agree with the functors H lf
∗ (−, A) and

sH lf
∗ (−, A) defined above in the case where S denotes the Eilenberg-MacLane

spectrum for A.

26



The relationship with bounded K-theory is now given as follows.

Proposition 6.3 There is a natural transformation of spectrum valued functors

αR(−) :s hlf (−,K(R)) −→ K(−;R)

which is an equivalence for discrete metric spaces. (The constructions above
extend to metric spaces where the distance function is allowed to take the value
+∞. A metric space X is said to be discrete if x1 6= x2 ⇒ d(x1, x2) = +∞.)

The value of this construction is in its relationship to the K-theoretic form of the
Novikov conjecture. We recall ([8]) that for any group Γ, we have the assembly
map AR

Γ : h(BΓ+,K(R))→ K(R[Γ]), and the following conjecture.

Conjecture 6.1 (Integral K-theoretic Novikov conjecture for Γ) AΓ

induces a split injection on homotopy groups.

Remark: This conjecture has attracted a great deal of interest due to its rela-
tionship with the original Novikov conjecture, which makes the same assertion
after tensoring with the rational numbers, and using the analogous statement
for L-theory. Recall that L-theory is a quadratic analogue of K-theory, made
periodic, which represents the obstruction to completing non simply connected
surgery. The L-theoretic version is also closely related to the Borel conjec-
ture, which asserts that two homotopy equivalent closed K(Γ, 1)-manifolds are
homeomorphic. This geometric consequence would require that we prove an
isomorphism statement for AΓ rather than just an injectivity statement.

We now describe the relationship between the locally finite homology, bounded
K-theory, and Conjecture 6.1. We recall that if X is any metric space, and
d ≥ 0, then the Rips complex for X with parameter d, R[d](X), is the simplicial
complex whose vertex set is the underlying set of X, and where {x0, x1, . . . , xk}
spans a k-simplex if and only if d(xi, xj) ≤ d for all 0 ≤ i, j ≤ k. Note that
we obtain a directed system of simplicial complexes, since R[d] ⊆ R[d′] when
d ≤ d′. We say that a metric space is uniformly finite if for every R ≥ 0, there
is an N so that for every x ∈ X, #BR(x) ≤ N . We note that if X is uniformly
finite, then each of the complexes R[d](X) is locally finite and finite dimensional.
If X is a finitely generated discrete group, with word length metric associated
to a finite generating set, then X is uniformly finite. Also, again if X = Γ,
with Γ finitely generated, Γ acts on the right of R[d](X), and the orbit space is
homeomorphic to a finite simplicial complex. It may be necessary to subdivide
R[d](X) for the orbit space to be a simplicial complex. This Γ-action is free
if Γ is torsion free. Further, R[∞](Γ) =

⋃
d R[d](Γ) is contractible, so when Γ

is torsion free, R[∞](Γ)/Γ is a model for the classifying space BΓ. R[d](X) is
itself equipped with a metric, namely the path length metric. For a uniformly
finite metric space X and spectrum S, we now define a new spectrum valued
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functor E(X,S) by

E(X,S) = colim
d

shlf (R[d](X),S)

Note that without the uniform finiteness hypothesis, the spaces R[d](X) would
not be locally compact. We may now apply the assembly map αR(−) to obtain
a commutative diagram

shlf (R[d](X),K(R)) K(R[d](X), R)

shlf (R[d + 1](X),K(R)) K(R[d + 1](X), R)

pppppppp?
ppppppppp?

?

-αR(R[d](X))

?pppppppppp?
-αR(R[d+1](X)) pppppppppp?

which yields a natural transformation

αR
E (X) : E(X,K(R)) −→ colim

d
K(R[d](X), R)

It follows directly from the coarse invariance property of K(−, R) that the nat-
ural inclusion K(X, R) → colim

d
K(R[d](X), R) is an equivalence of spectra,

and by abuse of notation we regard αR
E (X) as a natural transformation from

E(X,K(R)) to K(X, R). .

Theorem 6.1 ([8]) Let Γ be a finitely generated group, with finite classifying
space, and let Γ be regarded as a metric space via the word length metric associ-
ated to any finite generating set. If αR

E (Γ) is an equivalence, then the K-theoretic
Novikov conjecture holds for the group Γ and the coefficient ring R.

The value of a theorem of this type is that πs
∗h

lf (X,K(R)) has many good prop-
erties, including an excision property. It does not involved the intricacies present
in the (complicated) group ring R[Γ], which makes it difficult to deal with the
algebraic K-theory of this group ring directly. Two important advantages of
this method are as follows.

• Experience shows that it generally works equally well for the case of L-
theory, which is the case with direct geometric cnsequences.

• This method produces integral results. As such, it has the potential to
contribute directly to the solution of the Borel conjecture.
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We give an outline of the proof. A first observation is that there is an equivariant
version of the construction K(−, R), which when applied to the metric space Γ
with left action by the group Γ produces a spectrum KΓ(Γ, R) with Γ-action,
which is equivalent to the usual (non-equivariant) spectrum K(Γ, R), and whose
fixed point set is the K-theory spectrum K(R[Γ]). Next recall that for any space
(or spectrum) X which is acted on by a group Γ, we may define the homotopy
fixed point space (or spectrum) XhΓ to be the space (or spectrum) FΓ(EΓ, X)
of equivariant maps from EΓ to X, where EΓ denotes a contractible space on
which Γ acts trivially. XhΓ has the following properties.

• The construction X → XhΓ is functorial for maps of Γ-spaces (spectra).

• There is a map XΓ → XhΓ, which is natural for Γ-equivariant maps,
where XΓ denotes the fixed point space (spectrum).

• Suppose that f : X → Y is an equivariant map of Γ-spaces (spectra),
which is a weak equivalence as a non-equivariant map. Then the natural
map XhΓ → Y hΓ is also a weak equivalence.

• For groups with finite classifying spaces, the functor (−)hΓ commutes with
arbitrary filtering colimits.

In order to apply these facts, we will also need to construct an equivariant
version of E(X,S). The facts concerning this construction are as follows.

• It is possible to construct an equivariant version of the functor on proper
metric spaces X → shlf (X,S), whose fixed point spectrum is equiva-
lent to shlf (X/Γ,S). Such a construction yields naturally an equivariant
version of the functor E(X,S).

• When X is a locally finite, finite dimensional simplicial complex with free
simplicial Γ action, then the fixed point spectrum of the action of Γ on
the equivariant model is shlf (X/Γ,S). In particular, we find that for a
uniformly finite metric space X, E(X,S)Γ is equivalent to

colim
d

hlf (R[d](X)/Γ,S)

When X = Γ, equipped with a word length metric, and Γ is torsion free,
we find that since R[d](Γ)/Γ is a finite simplicial complex, we have

E(Γ,S)Γ ∼= colim
d

hlf (R[d](Γ)/Γ,S) ∼= colim
d

h(R[d](X)/Γ,S)

∼= h(colim
d

R[d](X)/Γ,S) ∼= h(BΓ,S)

• The assembly map AR
Γ is the map obtained by restricting αR

E (Γ) to fixed
point sets.
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• Suppose Γ is a discrete group, and X is a finite dimensional simplicial
complex equipped with a free simplicial Γ-action, with only a finite number
of orbits in each simplicial dimension. Then hlf (X,S)Γ ' hlf (X,S)hΓ ∼=
h(X/Γ,S), and similarly for shlf . Therefore, when Γ is torsion free, so
that R[d](Γ) is a filtering direct system of such complexes, we have

E(Γ,S)Γ ∼= E(Γ,S)hΓ

In order to prove Theorem 6.1 from these facts, we consider the following dia-
gram.

h(BΓ,KR) ∼= E(Γ,KR)Γ K(R[Γ]) ∼= K(Γ, R)Γ

E(Γ,KR)hΓ K(Γ, R)hΓ

-(αR
E )Γ=AR

Γ

? ?
-

We wish to prove that the upper horizontal arrow is the inclusion of a spec-
trum summand. To prove this, it will suffice that the composite to the lower
right hand corner is an equivalence. From the discussion above, it follows that
the left hand vertical arrow is an equivalence. the hypothesis of Theorem 6.1
shows that the map E(Γ,KR) → K(Γ, R) is a weak equivalence. It now follow
from the properties of homotopy fixed points enumerated above the composite
h(BΓ,KR) → K(Γ, R)hΓ is a weak equivalence. It now follows that the map
h(BΓ,KR)→ K(R[Γ]) is the inclusion on a wedge product of spectra.

Finally, we wish to give an indication about how one can prove that the hy-
pothesis of Theorem 6.1 holds for some particular groups. In order to do this,
we need to formulate a reasonable excision property for bounded K-theory. By
a covering of a metric space X, we will mean a family of subsets U = {Uα}α∈A

of X so that X =
⋃

α Uα. We will say that the covering has covering dimension
≤ d if whenever α0, α1, . . . , αk are distinct elements of A, with k > d, then
Uα0 ∩ Uα1 ∩ . . . ∩ Uαk

= ∅. For R ≥ 0, we say that a covering U is R-lax
d-dimensional if the covering NRU = {NRU}U∈U is d-dimensional. We also say
that a covering V refines U if and only if every element of V is contained in an
element of U .

Definition 6.4 An asymptotic covering of dimension ≤ d of a metric space X
is a family of coverings Un of X satisfying the following properties.

• Ui refines Ui+1 for all i.

• Ui is Ri-lax d-dimensional, where Ri → +∞.

30



Bounded K-theory has an excision property for one-dimensional asymptotic
coverings. We first recall that the bounded K-theory construction can accept
as input metric spaces in which the value +∞ is an allowed value of the metric,
where points x, y so that d(x, y) = +∞ are understood to be “infinitely far
apart”. Suppose that we have a family of metric spaces Xα. Then we define∐

α Xα to be the metric space whose underlying set is the disjoint union of
the Xα’s, and where the metric is given by d(x, y) = dα(x, y) when x, y ∈ Xα,
and where d(x, y) = +∞ when x ∈ Xα, y ∈ Xβ , and α 6= β. Consider a
one-dimensional asymptotic covering of X, and for each i and each set U ∈ Ui,
select a set Θ(U) ∈ Ui+1 so that U ⊆ Θ(U). For each i, we now construct the
two metric spaces

N0(i) =
∐

U∈Ui

U

and
N1(i) =

∐
(U,V )∈Ui×Ui,U∩V 6=∅

U ∩ V

There are now two maps of metric spaces di
0, d

i
1 : N1(i)→ N0(i), one induced by

the inclusions U ∩V ↪→ U and the other induced by the inclusions U ∩V ↪→ V .
Recall that for any pair of maps f, g : X → Y , we may construct the double
mapping cylinder Dcyl(f, g) as the quotient

X × [0, 1]
∐

Y/ '

where ' is generated by the relations (x, 0) ' f(x) and (x, 1) ' g(x). This
construction has an obvious extension to a spectrum level construction, and so
we can construct Dcyl(di

0, d
i
1) for each i. Moreover, the choices Θ(U) give us

maps
Dcyl(di

0, d
i
1) −→ Dcyl(di+1

0 , di+1
1 )

for each i. Furthermore, for each i, we obtain a map

λi : Dcyl(di
0, d

i
1) −→ K(X, R)

which on the metric spaces N0(i) and N1(i) is given by inclusions on the factors
U and U ∩ V respectively. The excision result for bounded K-theory which we
require is now the following.

Theorem 6.2 The maps λi determine a map of spectra

Λ : colim
i

Dcyl(di
0, d

i
1)→ K(X, R)

which is a weak equivalence of spectra.
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Instead of applying K(−, R) to the diagram

N1(i) N1(i + 1)

N0(i) N0(i + 1)

-

?
di
0,di

1

-

?
di+1
0 ,di+1

1

-

- - -

we apply E(,KR) to it. We obtain double mapping cylinders DcylE(di
0, d

i
1), maps

λi,E : DcylE(di
0, d

i
1)→ E(X,KR), and finally a map ΛE : colimi DcylE(di

0, d
i
1)→

E(X,KR).

Proposition 6.4 The map ΛE is a weak equivalence of spectra.

Due to the naturality of the constructions, we now conclude the following.

Corollary 6.1 Suppose that we have an asymptotic covering of a metric space
X of dimension d, and suppose that the maps

αR
E (N0(i)) and αR

E (Ni(i))

are weak equivalences of spectra for all i. Then αR
E (X) is a weak equivalence of

spectra.

This result is a useful induction result. We need an absolute statement for some
family of metric spaces, though. We say that a metric space X is almost discrete
if there is a number R so that for all x, y ∈ X, d(x, y) ≥ R⇒ d(x, y) = +∞.

Theorem 6.3 If X is almost discrete, then αR
E (X) is a weak equivalence of

spectra.

The proof of this theorem relies on an analysis of the K-theory of infinite prod-
ucts of categories with cofibrations and weak equivalences, which is given in [9].
An iterated application of Corollary 6.1 now gives the following result.

Theorem 6.4 Suppose that X is a metric space, and that we have a finite
family of asymptotic coverings Uj = {Uj

k}k∈Aj
i

of dimension 1, with 1 ≤ j ≤ N .
Suppose further that for each i, there is an Ri so that for any family of elements
Vj ∈ Uj

i , the intersection ∩jVj has diameter bounded by Ri. Then αR
E (X) is a

weak equivalence of spectra.

Remark: The existence of asymptotic coverings of this form can be verified
in many cases. For instance, in [8], it is shown that such coverings exist for
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the homogeneous space G/K, where G is a Lie group, and K is a maximal
compact subgroup. This gives the result for torsion free, cocompact subgroups
of Lie groups. In the case of the real line, such a family of coverings can be
given by the family of coverings Ui = {[2ik, 2i(k + 1)]}k∈Z. By taking product
hypercubes, one obtains similar asymptotic coverings for Euclidean space. It can
be shown that similar coverings exist for trees, and therefore it follows that one
can construct a finite family of asymptotic coverings satisfying the hypotheses
of Theorem 6.4 for any finite product of trees, and therefore for subspaces of
products of trees.
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