Lecture notes for Math 272, Fall 2015

Lenya Ryzhik*

November 16, 2015

Nothing here is original, everything is from the two books by B. Perthame, ”Transport
equations in biology” and ”Parabolic equations in biology”.

1 Basic models

Bernoulli (1760): an estimate of how many lives could be saved immunizations from smallpox.
The simplest ODE model comes from Maltus (1798):

dN

— = aN(t). 1.1

= aN() (11)
Here, « is the growth rate. This is approximately valid at an early stage of the population
growth for any model of the type

— = f(N(1)),

with a = f/(0).
The next level is the logistic model introduced by P.-F. Verhulst (mid 19th century):

dN
ys =aN(t)(K — N(t)). (1.2)
Here, K is the carrying capacity of the environment. The steady states are N = 0 — unstable,
and N = K — stable:
lim N(t) = K.
t—o0
A more realistic modification to account for the fact that at small population size there is
no growth: the Allee effect (1931):

AN

N(#)
e aN(t)(1 -

N(?)
L o

i

—1). (1.3)
Now, if N(0) < K_ then N(t) — 0 as t — 400, and if N(0) > K_ then N(t) — K, as
t — 4o00. The steady states N = 0 and N = K, stable — this is the bistable nonlinearity
type.
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The spatial versions: the Fisher-KPP equation

on
i An = an(t,z)(K —n(t, x)), (1.4)

the Allen-Cahn (also called bistable) equation

(2_7; — An = an(t,z)(1 —n(t,z))(n(t,x) — s), (1.5)
with 0 < s < 1. General reaction-diffusion equation:
on
L An = 1.
o~ A= f(n), (1.6

with f(0) = 0. Traveling wave solutions: n(t,z) = ®(x — ct):
—c®' — " = (D), P(—00)=d_, P(+00) =D, (1.7)

where f(®_) = f(P,) = 0. Assume without loss of generality that ®_ =1, &, = 0. Then
multiply (1.7) by & and integrate:

e / (@ - / Z F(@)Pdr = — /0 ' Fwdu. (1.8)

Thus, the speed ¢ has the same sign as

/01 f(u)du.

In particular, if both n = 0 and n = 1 are stable steady states of f then the state n = 1
invades the state n = 0 (that is, ¢ > 0) if the above integral is positive. Otherwise, the state
n = 0 invades the state n =1 (¢ < 0).

The Lotka-Volterra systems

The simplest Lotka-Volterra system (1926) is a 2 x 2 system for the population F(t) of prey
(food) and P(t) of predators:

dF dP

—- = al)F —r()F, — = ai(t)P - u(t)P. (1.9)

Here, a and «; are the growth rates of the prey and predators, respectively, r and p are the
corresponding death rates. The basic assumptions of the Lotka-Volterra models are:

a(t) = const, d(t) = P(t), ai(t) =~F(t), p(t)= const. (1.10)
Here, 5 and ~ are constants. This leads to the system

dF dP
%—QF—BFP, %—WFP—MP. (1.11)



The (non-zero) equilibrium state is

— /J/ — (8%
F==— P=—-.
g B
Let us add external hunting or fishing: this means that o/ = «a — ¢, i/ = 1+ €, and gives
P P —
(T> N (,) _2~er (1.12)
F nofishing 12 5 F fishing % +é ﬁ

We conclude that fishing leads to a smaller fraction of predators among all fish. This was
experimentally verified by D’Ancona during World War I in the Mediterranean when fishing
went significantly down.

The long time behavior of the Lotka-Volterra system (1.11) is rather simple.

Proposition 1.1 If F(0) > 0 and P(0) > 0, then F(t) > 0 and P(t) > 0 for all t > 0, and
the solution (F(t), P(t)) is periodic in time.

Proof. Write F(t) = e*®) and P(t) = e¥® (positivity of F and P(t) is an exercise), then

do v _
@ e oY dt

OH d OH
v 76¢—N: 8—¢, (1.13)
with

H(¢p,¥) = Be? — a + ve? — uo

It follows that the function H(¢,)) satisfies

The function H is bounded from below and satisfies
H(s,u) = +00 as (s,u) — o0.

Therefore, its level sets are closed curves, except for one which is just the equilibrium point
which is the minimum of H. In addition, on each level set (except for the equilibrium point)
the velocity never vanishes. Thus, all trajectories are periodic. O

The periodic behavior of the Lotka-Volterra system is not very generic but nevertheless
interesting.

The chemostat: several nutrients

A chemostat contains nutrients S;, 7 = 1,..., I, and a micro-organism which uses the nutrients
to grow. The balance system is as follows:

das;
dt

it =0 (s -




Here, Sp; is the influx of pure nutrients into the chemostat, and R is the outflow rate for
the mixture of the nutrient and the micro-organism. The two quadratic terms represent the
consumption of the nutrients and the growth of the micro-organism.

The steady state (S;,n) of (1.14) is unique: it is determined by

I

i=1

hence n is the unique solution of

772501
= 1.15
Z R+ nin ( )

A necessary and sufficient condition for the steady state to exist is, therefore:

I
> Somi > R. (1.16)

In particular, if R is large — violates (1.16) — then there is no steady state. This is because a
strong flow will take all micro-organisms away, and they will not have a chance to grow. The
long time behavior of the solutions is given by the following.

Proposition 1.2 Proof. Let us assume that n(0) > 0 and S;(0) >0 for alli=1,...,1.
(i) If 21, Soimi < R (no steady state exists) then n(t) — 0 and Si(t) — So; as t — 400,
(i) If Y0, Soimi > R (a steady state exists) then n(t) — f and S;(t) — S; as t — +oo.

Proof. Let us define the total mass:

I
M(t)=n(t)+ Y _ Si(t)
i=1
It satisfies a simple ODE
I
dM
— :R(;sm—w)), (1.17)
thus
I I
M(t) = Soi+noe™™, ng=M(0) =Y Sp. (1.18)
i=1 i=1
Next, observe that
d
E(Si(t) — S0i) < —R(Si(t) — Sui), (1.19)
hence
Sl(t) S SOi + (SZ(O) — Sgi)e_Rt. (120)
To prove part (i) we now observe that (1.20) implies that for large ¢ we have
Si(t) < miSei + Cre Bt < R— X2 1.21
;77 ()_;n nit Cre ™ < R— 1, (1.21)



where

1
&g = R — Z SOi-
i=1

It follows that there exists T" > 0 so that for all £ > T we have

dn €0

at = 2"
thus n(t) — 0 as t — 400. Going back to (1.18) and (1.20) we see that

I I I I
Z Soi + Z(S’L<O) — Spi)e > Z S;i(t) = Z Soi +noe” —n(t).
i=1 i=1 i=1 i=1
It follows that
I I
tllglo .- Sz(t) = Zl S(]i.

Together with (1.20), we see that S;(t) — Sp; ast — +oo foralli=1,... 1.
To prove (ii) we will only show that

liminfn(t) > n. (1.22)

t—o00

The rest is proved similarly, as will be seen from the proof. First, we show that for any ¢ > 0
there exists a time 7. so that if ¢ > T, and n(t) < n; — ¢, then

dnlt) gn(t)Zm. (1.23)

Here, we have defined

ny = (Zm)_l<zni50i . R). (1.24)

Indeed, if n(t) < n; — ¢, and ¢ is sufficiently large, then, using (1.18) gives

I I I
Z S;i(t) = Z Soi + noe” —n(t) > Z Soi — N1 + €, (1.25)
i=1 i=1 i=1
thus
I
i=1

Once again, recalling (1.20), we see that if ¢ is sufficiently large, then (1.26) implies that for
each ¢ we must have

Therefore,
I I
;m&(t) > ;771501‘—”1 Zﬁi—i‘gzm :R—l—me, (1.28)
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Now, (1.23) follows, and, as a consequence, we conclude that

liminf n(t) > n;. (1.29)

t—o00

If n; > n, then we are done. Otherwise, we go back to the equation for S;:

as;
It follows from (1.29) that for each ¢ > 0 there exists 7. so that for all t > T. we have
das;
o < BlSo = Si(t)] = Silt)ni(n1 — e). (1.31)

Hence, if at some time ¢t > T, we have

RSy;

Si(t) > 100e + ———,
(> c R—i—mnl

then, with some positive ¢ > 0 (which depends on R, n; and 7;) we have

dsS;
I < —ceb;.
Therefore, we know that
RS
HOOP (t) < 5 R+ mimy 0 ( )

Returning to (1.18)
I I
n(t) + Z Si(t) = Z Soi + noe” ™, (1.33)
i=1

we see that

I
lim inf n(t Z [Soi — S1i) = na =mny Z Rn’LSOZ n. (1.34)

t—00 + mny

The last inequality above follows from our assumption

I
Z niSoi > R.
i=1

We may now iterate the above argument, showing that

liminf n(t) > ny, (1.35)

t—o00

with the sequence n, defined iteratively as



It is immediate to see that the increasing sequence n; converges to nn. The upper bound

limsupn(t) <n
t—+oo
is proved similarly, hence
lim n(t) = n.
t——+o00
Convergence of S(t) to S; then follows also by a similar argument (one can see its elements
in the passage from n; to ny above). O

Chemostat: several micro-organisms

We have looked above at a chemostat with several nutrients and one micro-organism. Let
us now consider a chemostat with a single nutrient and several micro-organisms competing
for this resource. We will assume that the ability of each micro-organism to use the nutrient
depends only on the nutrient concentration. Then the system for the nutrient concentration
S(t) and the micro-organism densities V;(t) is

S(t) = R(So— 8) = Y _n;(S)N;, (1.36)
R,

Ni(t) = Ni(n;(S)

As before, R is the dilution rate of the input flow, and Sy is the concentration of the input
nutrient.
We will make the following assumptions:

n;(S) are increasing in S, 1'(S) > o > 0, and 7;(Sy) > R for all 7, (1.37)

and that
all n;'(R) are different. (1.38)

In a steady state we must have either N; = 0 or n;(S) = R, for all j. Assumption (1.38)
means that there are I + 1 steady states: a trivial one where all N; = 0 and S = Sy, and I
steady states which have just one non-zero N,, for some m, and S = n_!(R), that is, they
have the form

N =(0,...,0,N,,,0,...,0), S=n."(R), N,=3S—n,(R). (1.39)

That is, each steady state contains just one micro-organism. One may ask, which of the
steady states is selected as the long time limit of the solution of the ODE system. Let us
define iy is the minimizer of n; *(R), that is,
—1 Q¥ . : —1
Mo () =5 = min n;"(R).
In other words, ig corresponds to the equilibrium which has the smallest amount of nutrient
left, or, somewhat equivalently, this micro-organism is most efficient in consuming the nutrient

(at least in the equilibrium). The next theorem shows the selection principle — this "most
efficient” micro-organism will be selected in the long time limit.
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Theorem 1.3 Assume that (1.58) and (1.39) hold. Then Ni(t) — 0 as t — +oo for all
i # i, and Ny (t) = Nj = Sy — S* and S(t) — S* ast — +oo0.

Proof. First, we need to establish a balance law, an analog of the mass conservation in the
case of multiple nutrients and one organism. Note that

satisfies '
M = R(Sy — M),
hence
M(t) = Sy + (M(0) — Sp)e .
In other words, we have a balance law

I

S(t) + Z Nz(t) = S() —+ Q()e—Rt, Qo = S(O) — S() -+ Z NZ(O) (140)

=1

Next, we show that at least some micro-organism does not die out. Note that

satisfies

N(t) = N () (1min(S) = R),  Nnin(S) = min 7;(5). (1.41)

1<i<]

Now, if all N;(t) — 0 as t — +o00, then the balance law (1.40) implies that S(t) — Sy as t —
+00 (which makes perfect physical sense), and assumption (1.37) implies that 7,,:,(So) > R.
This, together with (1.41) contradicts the assumption that N(¢) — 0. It is easy to modify
this argument to show that a slightly better conclusion holds:

liminf N(t) = M; > 0. (1.42)

t—+o00

Next, we show that S(¢) has a limit as t — 4o0o. We compute the evolution of S.
Differentiating (1.40) gives

1

S(t)+ > Nit) = —RQoe™ ", (1.43)

i=1
Differentiating once again leads to

dS d d 2 —Rt d \ ! / - 2 —Rt
o —E;Ni(m(S) — R) + R°Qoe™ ™ = —;Ni(m(s) —R) - ;Nim(s)SJr R*Qoe

I I
==Y Ni(m(S) = R)> = S Niji(S) + R*Qoe ™ < =8> " Nirji(S) + R*Qoe ™.
=1

i=1



Let us, for 0 < § < 1, multiply the above by a smooth increasing function ys(S) > 0 such
that ys(u) = 0 for u < 0 and xs5(u) = 1 for u > 0. This gives, with the function ®s(u) such
that ®%(u) = xs(u) and $s(u) = 0 for u < 0:
d®s(S5)
dt

1
< —05(8)S Y Nufj(S) + R*Qoe” ™ ®5(S).
=1

As @f(u)u > 0, using assumption (1.37) we get

d®;(S)
dt

O{Ml

< —a®%(S)SN(t) + R*Que FtdL(S) < ———d4(S)S + R2Que T d4(S). (1.44)

Note that S(t) and N(t) are uniformly bounded, as follows from the balance law (1.40).
Therefore, S is also uniformly bounded, and so is ®5(S)(t). Moreover, the last term in the
right side is integrable in time, and

/iZ?szm®%SMt§RQO

0

simply because ®f(u) = xs(u) = 1. Thus, integrating (1.44) in time, we conclude that there
exists a constant C' > 0, independent of ¢ € (0,1) such that

/ BL(S(0)S(t)dt < C < +oo. (1.45)
0
Passing to the limit 6 — 0, using the Fatou lemma, we conclude that

/015@D+dt§<1 (1.46)

Lemma 1.4 If a function g € L*[0,400) N C*[0,400) satisfies

+oo d
ﬁ)ﬁ
/0 (dt . < 400,

then g(t) is of bounded variation and has a limit as t — +oo.

Proof. Note that for any z; and x5 we have

2

glaz) — gler) = [ (@) s | @)@

Tl 1

|G e <2lalos [ (57) e

/ 9(8)]dt < 400
0

so that

We conclude that then



It follows that for any k& > 0 there exists M so that for all x1, x5 > M we have

l9(e1) — gla)] < / Ul (@)lde < 27,

1

and the conclusion that g(z) has a limit as * — 400 is a simple consequence. O
Lemma 1.4 implies immediately that the function S(t) has a limit as ¢ — 4+00. We now
identify the limit as S*. Indeed, if

lim S(t) > 57,
t—4o00
then
Jm 7o (S(t)) > R,
hence N;, has an exponential growth, contradicting the balance law (1.40). On the other
hand, if
lim S(t) < 57,

t——+o0

then
lim mi(S(t)) < R,

t—+00

for all 4, meaning that all N;(t) — 0 as t — oo, contradicting the no extinction bound (1.42).

Therefore, we have
lim S(t) = S™.
t—4o0
In that case, we have
N;(t) = 0 as t — oo for all i # 4.

Then the balance law (1.40) implies that
tli{& N,Lo(t) = SO - S*,

and we are done. O

Phytoplankton

Phytoplankton are several species of photosynthesizing microscopic organisms (2 to 200 mi-
crometers). They live in the upper layers of lakes and oceans (50 to 100 meters deep) where
light is sufficient to sustain them but they are 2 to 5 percent more dense than water. The
question is why they do not sink. There are various explanations for that, for example, as
they sink, food restriction makes them lighter, or that ocean mixing brings them up.

A simple model for the evolution of the phytoplankton looks at a single column of water,
with the vertical variable z so that z = 0 at the surface, and z — +oo at the (bottomless)
bottom — the z axis points downward. The evolution of the population density n(t, z) is
governed by a reaction-diffusion PDE

on(t, z) N on(t,z)  0*n

55 Wy, T Rga = f(z,S(t, 2z, [n]))n(t,z), t>0, z>0, (1.47)

10



with a non-negative initial condition n(0, z) = ng(z). Here, v, is the vertical flow velocity of
the gravitational sinking, and k is the diffusion constant. The birth/death rate f(z, S(t, z, [n]))
depends on the local light and is decreasing in z — we will assume that it is positive for small
z and is negative for large z. In addition, it takes into account the shading effect — it depends
on the total amount of the phytoplankton above z:

S(t, z,[n]) = /OZ n(t, z)dz.

A typical example would be to take a monotonically decreasing function G(s) such that
G(0) > 0 and G(+00) < 0, and set

F(2,8(t, 2, [n])) = G(z[l + U/Ozn(t, x)dx]).

We need to supplement (1.47) by the no-flux boundary condition at z = 0:

on(t,0)
0z

K

—v,n(t,0) =0, (1.48)

and n(t,z) — 0 as z = +0o. The maximum principle implies that n(¢,z) > 0 for all ¢ > 0
and z > 0, as long as ng(z) is non-negative and not identically equal to zero.
Here, we will restrict ourselves to the simple case when G(s) is a step function:

BT >0, for 0<s < Hy,

Gls) = {B_ <0, for Hy < s < +00. (1.49)

This creates a discontinuity at z = H in the function f, with H defined implicitly by the
equation

Hy = H(l + J/OHn(t, x)dx), (1.50)

which has a unique solution since n(t,z) > 0 for all z > 0. There is a unique stationary
solution of the layer model if and only if the layer is sufficiently wide, and the ”"good” layer
is sufficiently good, as stated in the following.

Theorem 1.5 There exists H(k, vy, BX) so that for k > v2/(4B.), there is a unique station-

ary non-negative solution n(x) € C*(0,4+o00) if and only if Hy > H.
Proof. We will use the following lemma.

Lemma 1.6 There exists a unique a > 0 so that the the problem

vpnl, — kNl = ga(2)na(2), (1.51)
ki, (0) — vyn.(0) =0,
nq(o0) =0,

where g,(z) = BT for z < a and g,(z) = B~ for z > a, has a positive solution in C*'(0, +00)
for a =a.
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Proof of Lemma 1.6. For z > a the solution has the form n,(z) = ce™*, where v > 0 is
the positive root of the equation

ky: + v,y + B =0,

1
v = ﬂ(—vp +5), s=/v2+4k|B|.

n,(a) = —ng(a). (1.52)

a

that is,

It follows that n, satisfies

Therefore, an equivalent formulation of (1.51) is a boundary value problem on the inter-
val (0,a):

vpnl, — knl = Bng,(2), (1.53)
kn, (0) — vyn.(0) =0,
ng(a) == —n4(a).

Therefore, n,(z) is the principal eigenfunction of the eigenvalue problem

VNl — KN = figNa(2), (1.54)

kn, (0) — vyng.(0) =0,
/

nq(a) = =yna(a),

with the principal eigenvalue
fa = BT, (1.55)

It is convenient to re-write (1.54) for the function

Azna(z)7

w(z) =e”
with A to be chosen. This leads to

vy + Avpw — kw'” — 260" — KAN*w = pw.

Taking A = v,/(2K) to eliminate the first order term gives

02 2
—Zw — k" — /<c4—:2)\2w = jw,
or
1 UI27
—rw'" = (,u - ﬂ)w, (1.56)
with the boundary conditions
/ Up / Up
rw'(0) = 510(0), w'(a) = _(ﬁ + 7>w(a). (1.57)

12



Thus, we can, once again, reformulate our problem as follows: find a > 0 so that the principal
eigenvalue 7, (the unique eigenvalue that corresponds to a positive eigenfunction) of the
eigenvalue problem

—rw" = v,w, (1.58)
k' (0) = 2w(0), w'(a) = (52 +7)w(a), (1.59)
2 2K
satisfies
% 1.60
. =BT — L. .
v e (1.60)

Exercise 1.7 Show that v, > 0 for all a > 0, v, is a decreasing function in a, and satisfies

limvy, = 400, lim v, =0.
a—0 a——+00

Hint: set x = 1, and rescale the problem to the interval [0, 1] — set w(x) = ¢ (x/a), so that

" = a’vay, (1.61)
W(0) = 220(0), (1) = —a(5E +7)va). (1.62)

Show that
o= int ([l s B0 + a2 4 7)otor)
a‘v, = in o dr + —— al — a)”).
H¢||L2[0’1]=1 0 2 2K/ ’y
Deduce that v, is decreasing in a.

It follows that there exists a unique a so that v, satisfies (1.60), provided that
2
v

Bt > -2

4k

and the proof of the lemma is complete. O
We return to the proof of Theorem 1.5. A stationary solution satisfies
vpn' — kn” = g(2)n(z), (1.63)
kn'(0) — vyn(0) =0,

where g(z) = B* for z < H,, and ¢g(z) = B~ for z > H,,, with H,, as in (1.50):

Hy=H, (1 + U/OHn n(x)da:) (1.64)

Lemma 1.6 implies that H, = a, the unique value for which Lemma claims existence of a
positive solution, and n = C'ng, where n; is the solution of (1.51) normalized so that nz(0) = 1.
The constant C' is then determined from the equation

Hy = EL<1 + a/oa n(—l(m)dx>, (1.65)

which has a solution if and only if Hy > a. O

One may further show that the long time limit of the solutions of the Cauchy problem for
n(t,z) is the positive stationary solution we have constructed above but we will not address
this issue now.
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2 Adaptive dynamics

Adaptive dynamics studies two effects: (i) the selection principle, which favors population
with the best adapted trait, and (ii) mutations which allow the off-spring to have a slightly
different trait from the parent. Here, we look at simple ODE models and study how the
selection principle arises as the long time limit of small mutations.

A simple of example of a structured population and the selection
principle

We begin with a very simple example of the logistic equation modified to take into account
the traits. We structure the population by a trait € R and assume that the reproduction
rate depends on the trait but the death rate depends on the total population:

on(t, x)

5 b(x)n(t,xz) — p(t)n(t, x), (2.1)

where p(t) is the total population:

p(t) :/Rn(t,x)d:c.

The initial condition is n(0,x) = ng(z) such that ng(z) > 0 for x € (x,,, xpr), and ng(x) =0
otherwise. Note that there no mutations in this model, and any state of the form

n(t,z) = b(y)o(z —y)

is a steady solution, for all ¥y € R. The question is which of these states will be selected in
the long time limit. We have the selection principle — the best adapted population will be
selected.

Theorem 2.1 Assume that b(z) is continuous, b(x) > b > 0 for all x € R, and that b(x)
attains its maximum over the interval [x,,, x| at a single point T € (x,,xp). Then the
solution to (2.1) satisfies

lim p(t) =p=>0b(z), n(t,z) = b(z)é(x —T), asto— +oo (2.2)

t—-+o0
the last convergence in the sense of distributions.

Proof. In this simple case, we give a computational proof. The function

N(t,z) =n(t,z)exp { /Otp(s)ds}

satisfies IN
T b(x)N (),

hence
N(t, z) = ng(z)e’@?t.
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We also have

4 exp{/ )ds}) = exp{/ §)ds) = /N (ta d:c—/Rno( )3 gy

so that
exp{/ s)ds} = / o( (x)tda:+K, K=1 —/ TZO((;)) dz,
R
whence . (@)
_ 0\T) ()t
s)ds = lo —e’ e+ K ),

| ot =10 ([ o )

and

no(7) b(z)t -1 / b(z)t
t) = — dr + K dz.
p(t) (/R o) e x + > Rno(x)e x
To see what happens as t — 400, we note that
n0(T) iy - /”o(x) o)t .
t) < — de+K) b @ty b
p()_(/R b(az)e T+ ) (7) () x — b(T),

as t — +o00. For the converse, we take ¢ > 0 and look at the set

L= A{x: b(x) > b(T) —e}.

Then
plx) > (/R?(S;) (ac)tdx—i-K) 1/15 no(x)e?@tdx
> ([ S 1) o) o) [ eeras - LSS,
where
A1) :< R?”Lbo&:?eb(x)tdz n K)( /I 720(;) e > !
([ 7208 g ( / @(g )+ o(1)
Rote that / no () Dt gy > / O(x)eb(x)tdx > Ceb@—e/2)t
1. b(x) ~Jr,, b(z) 7
while

/ nola) @ty < CeP@—ot,
R\I. b(@
It follows that A.(t) — 1 as t — +o0, and therefore

p(t) = b(z) as t — +oo.
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Next, from the expression for N(t,z) we know that

t
n(t, z) = no(x)e’@? exp{ - / p(s)ds}
0
It is easy to see from (2.3) that for  # T we have n(t,z) — 0. It then follows from (2.3) that
n(t,x) — b(Z)d(x — =) as t — +oo.

This finishes the proof. O

A more general situation

A more general model than (2.1) may have the form
on(t, x)
ot

so that the birth and death rates of the population with a trait x € R depend both on x and
the total population

= b(z, p(t))n(t, x) — g(x, p(t))n(t, x), (2:4)

p(t) = /R n(t, z)dz.

We will assume that the functions b(z, p) and g(x, p) factorize:

b(z,p) = b(x)Qu(p), d(z,p) = d(x)Qa(p). (2.5)

We will assume that the functions b and d are continuous, and Qy, Qq € C*(0, +00), and that
the following standard bounds hold:

0<bpn <b(z) <by, 0<dp<d(x)<dy, forall z € R,

In addition, we will need some bounds that would ensure the population does not explode or
disappear completely: first, there exists 0 < pj; so that

anr = max[b(z)Qy(par) — d(2)Qalpar)] <0, (2.6)
and, second, there exists p,, € (0, pas) such that

iy = min[b(2)Qy(pm) — d(2)Qalpm)] > 0. (2.7)

z€R

Proposition 2.2 Assume that ng(x) > 0 and p,, < p(t = 0) < pur, then p, < p(t) < par for
all t > 0.

Proof. We will just show that p(t) > p,,. This is a consequence of the maximum principle.
Indeed, assume that 7 is the first time such that p(79) = py,, then

dp
dt

= /R[b(x>Qb(pm) - d(x)Qd(pm)]n(Tm I)dx 2 Qmpm > 0.

t=T10
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It follows that p(t) > py, for all t > 0. O
Next, we will assume that

Qy(p) <0, Qy(p) >0, (2.8)

that is, the growth rate decreases, and the death rate increases, as the population grows. It
follows then that there exists a unique p = p such that

max[b(z)@p(p) — d(2)Qa(p)] = 0. (2.9)

We will assume that there exists a unique x such that

b(5)Qu(5) — d(2)Qu(p) = 0. (2.10)
Therefore, if p = p, then
on(t, x) _
5 < 0, for all = # Z. (2.11)

The last assumption we need is that there exists do > 0 and R > 0 so that for all |p — po| < do
and all R > 0 we have

Br = fﬁgg[b@)Qb(P) —d(7)Qa(x)] < 0. (2.12)
Then we still have the selection principle.
Theorem 2.3 With the above assumptions, if no(z) > 0 and p,, < p(t =0) < pur, then
p(t) — p, n(t,z) — pd(xr — ), ast— 4oo. (2.13)

Proof. We consider a function P(r) that satisfies

rP'(r) + P(r) = Q(r), Q(r) = gzg; (2.14)
Let us also define
L(t) = /R (% ~ P(p(t)))n(t,2)da. (2.15)

Note that L(t) is uniformly bounded — this follows from our assumptions and Proposition 2.2.
We compute:

dz_ff) - /R (% - P’(p(t))%)n(t,x)d:c (2.16)
+ [ (53 = Plole)) eI utole) - de)Qulo(o)n( o)
Note that
/RP'(p(t))%n(t, x)dx = P'(p(t))p(t) /R[b(x)Qb(x) — d(x)Qq(x)|n(t, z)dx.

17



Using this in (2.16), together with (2.14), and the fact that b(x) and Q(p(t)) are uniformly
bounded from below, gives

G = [ G = POl = PO)s®)aQs(p(e) - de)Qulp0)nle.2)ds
[ b) _ Qulpt)y )
= [ (G5 - SEEE) 0a)@slote) — daQu(p(On(.2)a
= [ dwuo(0) (555 ~ QUote) ntt )de > duu(pan) DLt
where
D(t) = /R (% —Q(p(t))> n(t, z)dz. (2.17)
Therefore, L(t) is bounded and increasing, hence it approaches a limit as ¢t — +o0:
L(t) — L, ast— +oc. (2.18)
We also deduce a bound -
/ D(t)dt < +o0. (2.19)
Let us now find
T = [ (G~ Qo)) 0)@utote) - da)Qu(p(O)nt,a)ds (220)
-2/t | (G~ QUote) it e [ B)Qulolt) — d)QulpO)te, iy = 1+ 11

As p(t) is a priori bounded, we have
|I| < CD(t).

The second term can be bounded using the bound on p and the Cauchy-Schwartz inequality
as

m<o(f ("g; Qo) it )dr) " p(t)

([ Qo) - dn)Qutpl)Pntt. ) " o(t)* < €D

We conclude that
/ ‘ ‘dt (2.21)

Therefore, D(t) has a limit as t — 400. In addltlon, as D(t) is integrable, we conclude that
D(t) — 0 as t — +o00. (2.22)

The Cauchy-Schwartz inequality implies that

/ ‘d n(t,z)dz < (D(8))p(t)"* = 0 as t = +o0. (2.23)
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Note that

thus (2.18) and (2.23) together imply that

[Q(p(t)) — P(p(t))]p(t) — L, as t — +oo.

As () — P is not locally constant:
r(P-Q) +(P-Q)=-rQ" <0,
it follows that p(¢) has a limit:
p(t) = p*. (2.24)
Let us now show that p* = p. Indeed, if p* > p then

max|[b(x)Qu(p") — d(x)Qa(p")] <0,

z€R

which implies that n(¢,x2) — 0, which is a contradiction since p(t) > pp,. On the other hand,
if p* < p, then
max|[b(z)Qu(p") — d(x)Qa(p")] <0,

zeR

which, in turn, implies that p(t) — +oo as t — +oo contradicting p(t) < pyps. Therefore, we
have p* = p. It follows from assumption (2.12) that

d

dt J=n nlt, x)dr < BR/ nlt, z)de 229

lz|=R

thus
/ n(t,x)dxr — 0 as t — 4o0.
lz|=R

It follows that n(t,z) has a weak limit n*(z) in the space of measures along a sequence

t, — +oo, and
/n*(x)dx =p.
R

Finally, we know from (2.23) that n*(x) has to be concentrated on the set where

b(x)  Qa(p) _

d) Qolp)

which consists of one point z. It follows that the limit is unique and

The proof is complete.
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Mutations

A slight variation of the previous system would be the dynamics of the form

on(t, x)
ot

= b(x)Qu(ps(1))n(t, ) — d(2)Qalpa(t))n(t, ). (2.26)

Here, we have set

(1) = / Sy(@)n(t, )z, palt) = / bulz)n(t, z)de.

The function ,(y) measures how much the presence of the species of the trait y helps other
species to reproduce, and the function 14(y) measures how much stronger the competition
becomes if species with the trait y are present. It is natural to assume, as before, that the
functions b(z) and d(z) are continuous, and

0<by <blz)<by, 0<dn,<d(x)<dy, foral zeR. (2.27)
The functions Q, and Qg are C*(R™) and
Qy(p) <a1 <0, Q4Y(p)>ay>0 forall p>0. (2.28)
For the birth and death rates we assume that

U < wd(l’),wb(ﬂi) < 1y for all z € R. (229)

These assumptions help prevent the blow-up of the total population in a finite time. We also
introduce a generalization of (2.6) and (2.7) first, there exists pys such that:

Q= glgﬁ([b(x)Qb(Q/JmpM) — d(7)Qa(Ympnr)] <0, (2.30)

and, second, there exists p,, € (0, pas) such that

Q= min[b(2) Qp(Varpm) — d(x)Qa(Varpm)] > 0. (2.31)

zeR

We may now also add the possibility of mutations — an individual with a trait x may give
birth to offspring with a trait y. This would lead to the following dynamics:

8ngft, r) Qu(ps(t)) /Rb(y)K(x —y)n(t,y)dy — d(z)Qa(pa(t))n(t, x). (2.32)

Here, K(z) is a non-negative probability density:

/R K(z)dz = 1.
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Existence of the solutions

The first step is to prove existence of the solutions.

Theorem 2.4 Assume that the non-negative initial condition no(z) € L*(R), and

Pm < Po < Pu-
Then (2.32) has a non-negative solution such that

on

- .Ll R
€ C(0, +00; L' (R)),

n?
and for all t > 0 we have
pm < p(t) < pur- (2.33)

Proof. The proof is similar to that for the Cauchy-Kovalevskaya theorem.
An a priori bound. We first obtain the a priori bound (2.33) on the solution (assuming
that it exists). Let us integrate (2.32). Note that

/R ) b(y)K(z — y)n(t,y)dydx = / b(y)n(t,y)dy.

R

It follows that

Note that
py(t) > Pmp(t),
thus
Qu(pp(t)) < Qu(Pmp(1)),
and

Using this in (2.34) gives

dp(t
G0 < (o) max(Qule p1)b(0) — Qu(Wrpl1)) 1)
Therefore, if p(t) > pas then
dp(t)
TR 0,
and p(t) decreases. Similarly, if p(t) < p,, then
dp(t)
T 0,
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and p(t) increases. Hence, if initially we have p,, < po < pas, then for all ¢ > 0 we still have
pm < p(t) < pur-
Existence. We will use the fixed point theorem for the existence. Consider the Banach
space
X = C(0,T); L'R)), [[mllx = sup_[m()]se),
0<t<T

for some T" > 0 to be chosen. Let us choose Cy = 2py; and T' sufficiently small so that
po + TbyQu(0)Co < Co,

and set
S = {m € Xa m > 07 HmHX < CO}

Given a function m € S, define

/% m(t,x)dr, Ry(t) = /RQ,Dd(m)m t,x)dx

and let n(t, x) be the solution of the ODE, that we solve z by z:

on(t, x)
ot

= QA1) [ B (@ = y)m(t.)dy - d)Qul Ralt)n(t. )
with the initial condition n(0, z) = ng(x). We may then define the mapping m — ®(m) = n,
and the claim is that ® has a unique fixed point in S if we choose a good Cj and a sufficiently
small T'. We need to verify two conditions: (i) ® maps S into S, and (ii) that ® is a contraction
for T sufficiently small. If we can verify these conditions then the Banach-Picard fixed point
theorem implies that ® has a fixed point in S, which is a solution we seek. We can then
iterate this argument on the intervals [T, 2T, [27,3T],... Note that on each time step the
solution will satisfy p,, < p(t) < pas, hence we can restart the argument each time.
To check (i) we simply write down the solution formula:

n(t,z) = no(x) eXp / Quv(Ra(s ds (2.35)

+/Ot Qb(Rb(s))/Rb(y)K(x—y) (s, y)dyeXP / Qa(Rals ds}

It follows that n > 0, and we also have

P < Qo) [ )K= it )i (2.36)

so that
()l < po +TQW(0)brCo < C, (2.37)

if T is sufficiently small. Thus, ® maps S to S.
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To check that ® is a contraction, take m; 5 € S then we can write

1 = 1) = QuAND) [ WK e = (b, )dy — ) Qul R0 (1.

R

—Qu(R5 (1)) / b(y) K (x — y)m?*(t, y)dy + d(x)Qa(Ry(t)n(t, x)

R

— [Qu(RL(1) — Qu(B2(1))] / b(y) K (z — y)ma(t, y)dy

R

+QURE) [ MK (@ =l (k) = (e )l
—d(2)Qa(Ry(t)) (n1(t, x) — na(t, 2)) + d(2)[Qa(R3(t)) — Qa(Ry(t))]na(t, ).
Integrating in x we obtain
In1 = nalx < YuCoTbyllmi — mallx + Qp(0)buT||ma — ma|x
+dyQalpan)T |1 — nallx + duprrduT|[ma — mal|x.
Therefore, if T is sufficiently small, then
[n1 = nallx < cffmi — mo|x,

with ¢ < 1. Thus, for such T the mapping ® : S — S is a contraction, and has a fixed point,
which is the solution we seek. O

Small mutations: the asymptotic limit

We now consider the situation when mutations are small: this is modeled by taking a smooth
compactly supported kernel K (x) of the form

K () = 1z<(§), k(z) >0, /K(z)dz ~ 1. (2.38)

3

Of course, one would not expect small mutations to have a non-trivial effect on times of the
order t ~ O(1), because

/b(y)Ka(x—y)n(t, y)dy = / b(x—ez)K(2)n(t,x—ez)dz — / b(x)K (2)n(t,x)dz = b(x)n(t, z),
R R R
(2.39)

as € — 0. That is, the model with small mutations should be well-approximated by the model
(2.26) with no mutations. In order for the small mutations to have a non-trivial effect, we
need to wait for times of the order t ~ O(e™!). Accordingly, we consider the system in the
rescaled time variable:

ana (t7 x) £ g £ g

e = @) | by)KE(z —y)n*(t,y)dy — d(x)Qalpa(t))n(t, 2), (2.40)

R

/% “(t,z)dz, py(t /% “(t,x)d

23
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We will show that in the limit € — 0 there is a selection principle, so that at every time ¢ there
is only one dominant trait Z(¢) but z(t) itself has a non-trivial dynamics, so that typically we
will have

n.(t,x) = n(t,z) = p(t)é(x — z(t)). (2.41)

Our goal will be to understand the dynamics of Z(t) and p(t). Such limiting population
is called monomorphic. It is also possible that the limit is a sure of several Dirac masses
at T1(t), Zo(t),...,Zn(t), and then the population is called polymorphic.

We will assume that the initial population is nearly monomorphic:

ng(x) = e/, (2.42)
with a function ¢f(z) such that
o5(z) = ¢o(z) <0, uniformly in R, (2.43)
and
/Rng(x)dx — My >0, ¢ = 0. (2.44)

Note that n§(x) is very small where ¢j(z) <« —e, which is, approximately, the region
where ¢o(z) < 0. Thus, in order to ensure we have initially a nearly monomorphic popu-
lation, we will assume that

max ¢o(z) = 0 = ¢o(Zo) for a unique 7, € R. (2.45)

z€eR
A typical example is the Gaussian family

ng(z) = 1 /e o (x) = =P e 5 log(2re).
O Ve S 2

Let us write the equation for ¢.:

R = e Qupie)) [ bR = )y — dl)Qulei) (240

= Qu(p5(1)) / b(x — ey) K (y)el? o= =nlleqy — d(z)Qa(p5(t)).

R

It is convenient to assume that K is even: K(y) = K(—y), then, expanding in ¢ we get the
formal limit:

9¢(t, )
ot

, 200
Oz

- /R K (y)ePdy.

The limiting constrained Hamilton-Jacobi problem should be understood as follows: the func-
tion ¢(t, x) satisfies the Hamilton-Jacobi equation

—%gé 2= Qun0p (W} — d(@)Qulpalt)). (2.48)

Oyt / K(y)exp | ?) PO DNy — da)Qulpalt)).  (247)

Let us define
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In addition, there is a constraint:

max ¢(t,xz) =0 for all £ > 0. (2.49)
e

The total density p(t) is a Lagrange multiplier that ensures that the constraint (2.49) holds.
If the maximum Z(¢) is unique then, thinking of

n(t, z) = p(t)o(x — z(t)),

we have
po(t) = u(Z(8))p(t), palt) = 1a(Z())p(t). (2.50)
Therefore, the formal limit is as follows: find a function ¢(¢,z), and p( z(t), so

) and
that ¢(t,z) satisfies (2.48) with p,(t) and py(t) given in terms of p(t) and z(t) by (2.50),
the constraint (2.49) holds, and ¢(t, z) attains its maximum at Z(¢), Where

o(t,z(t)) = 0. (2.51)

An example of the constrained Hamilton-Jacobi problem

Let us explain the above scheme on a simple example. Let us assume that Q, = 1, d = 1,
g =1 and Qg4(u) = u, so that the starting problem is

—@nga(i’ 2 /R b(y) K.(z — y)n(t,y)dy — p:(t)n°(t, x), (2.52)

with
po(t) = / n(t, x)dx.
R
For short times this model reduces to the familiar simple problem

% = b(x)n(t,z) — p(t)n(t, z),

with which we have started. The function ¢°(¢, z) satisfies

9¢*(t, )

5 / b(x + 6y)K(y)e[¢E(t’”’%y)_‘z’s(t’z)}/edy — pe(t). (2.53)
R

This gives the following constrained Hamilton-Jacobi problem (2.48):

8¢((9tt, x) — b(a)H <8¢(1;:c)> —p(t), (2.54)
I?Sé( o(t,x) = 0= o(t,z(t)), for all t >0,
¢(0,2) = do(x).

The Hamiltonian is, as before,

- 4 K(y)erdy.



In this simple example, we can use the following trick: set

t
RE) = [ pls)ds, witia) = olt.a) + R()
0
then we arrive at the unconstrained Hamilton-Jacobi equation for the function v (t, z):

0Y(t, x) 0Y(t, x)
at b(x)H( Ox )’
¥(0,2) = ¢o(x).

Then, after solving (2.55) we may simply set

(2.55)

R(t) = maxy(t, x),

z€R
enforcing the constraint on ¢(t, x).

Theorem 2.5 Under the above assumptions, assume, in addition, that
$o(x) < C5 — |z,
then the function
t
Vi(ta) = (o) + R0, Rl = [ o (256)
0

satisfies
VE(t,x) — P(t, z), locally uniformly in x.

Here, ¢(t,x) is the viscosity solution of the Hamilton-Jacobi equation (2.55), and

¢6<t7x) — ¢(t7 CL’) = ¢(t7 I) - max¢(t,y).

yeR
The first step toward the proof are the following propositions.

Proposition 2.6 We have, for all t > 0 the bound

min (min b(y), p’é) < p°(t) < max (max b(y), pg). (2.57)

yER y€R

Proof. Indeed, integrating (2.52) in x gives

v _ [ bt e)de = 70" (2.59)

It follows that

> bunp™(t) — (p°(1))7,

with
by, = min(b(y)), by = maxb(y).

The maximum principle implies then (2.57). O
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Proposition 2.7 If the initial condition satisfies
then .(t,z) defined by (2.56) satisfies

3 < e _ .
V(tx) < G — || +t<rgeaﬂ§<b(y)> (ﬁgff(p)), (2.59)
" Ov(t,)
€ 7‘/'17
— | < oo ). .
5| < 2(maxbn) H(I V] 1) (2.60)
Proof. The function ¢*(t, z) satisfies
W N / b(x + ey) K (y)el" et =t/ gy, (2.61)
R

The function

P(t,x) = C5 — |z| +tB, B = (maxb(x))(max H(p))

zeR [p|<1
is a super-solution to (2.61): indeed, we have
O (t, )
at Y ( )

and

/ b + ey) K ()P Er+=0 =52 gy < (max b(z)) / K (y)ellet-le+=u/z gy,
R R

z€R

< (maxb(m))/RK(y)ey'dy < B.

zeR

Now, (2.59) follows from the maximum principle in a slightly roundabout way: set

ms(t7 33) - ewe(t7x)/5, m(t, ,Z‘) — e&(t,x)/a’

then

87713—(;,95) — /b(y)Ks(ﬂf —y)me(t,y)dy, (2.63)
and _

P > [ ete — et )iy (2.64

It is easy to see that (2.63) and (2.64) together with the inequality m.(0,z) < m(0,z) imply
that

me(t, ) > m(t, x), (2.65)
and (2.59) follows.
Finally, to get (2.60) we define
OYF(t, )
Ue(t,x) = ——————
( )x) at )
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and differentiate (2.61) to get

8\1’8 t, 1 e __o)E
—8(75 ?) = / b(x + 5y)K(y)e[¢ (tztey)—y (t’x)}/e[\lle(t,m +ey) — UE(t, x)]dy. (2.66)
R

Therefore, at the point zo where W¢(¢, z) attains its maximum we have

ams t’ ]_ £ _ £
ASULIE [ 8o+ ) Rl e 1,y o) — W1l < 0, (267
R

whence

max Ve(¢, z) < max U°(t = 0,x).
TzeR z€R

The same argument shows that

min Ve(¢, 2) > min U°(¢t = 0, x).
zeR z€R

Finally, we use (2.61) at ¢t = 0 to observe that, with some intermediate point £(y) we have

[W.(t=0,2)| = / b(x + ey) K (y)el?0@ =0 =060l/z gy
R

< (maxt(v)) [ Kyexply 51y < 2tmaxb) (V65 (208)

yeR

In the last step we used the following inequality: if |f(y)| < M, then
/ K(y)e"!Wdy < / K(y)e™dy + / K(y)eMvdy
y<0 y>0

< / K(y)e My + / K(y)e Mvdy + / K(y)eMvdy + / K(y)eMvdy = 2 / My,
y<0 y>0 y>0 y<0

R

Proof of Theorem 2.5

First, we would like to bound the spatial derivative of ¢°. Fix a time T" > 0 and let

. oY, (t, x
Let us write 9 10e(t ) b + ey)
O vrtw)y _ [ blztey e (tatey) 8 (L)) /o 2
(‘%( o ) /R i KW dy, (2.69)

and differentiate in x:

0 <®€(t, ZL‘)) _ b(l 8b(33) 8¢5(t7 ZL’) +/ 0 <b(3§' + Ey))K(y)e[q’bg(t’$+6y)_w5(t’$)]/€dy
R

ot\ b(x) 2 0r ot 2\ b
1 b . .
#2 [ PR el e @ 1 ) - 071 ) . (2.70)
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Note that 9 b
(x +e2) <Ce

or  b(x) |
Again, we consider the maximal point of ®°:

Q:(t) = max ®°(¢, x)

z€R

The last term in the right side of (2.70) is non-positive where ®¢ attains its maximum and
non-negative where ®¢ attains its minimum, and the first term is bounded by Proposition 2.7.
We obtain therefore

dQe
dt

<C 4 0e / K (y)elt o=l /e gy < ¢ 4 O / K (y)eln@-0gy.
R

As K (y) is compactly supported, we deduce that there exists Cr so that when £ < £¢(T") we
have Q.(t) < Cp. Therefore, the family of functions 1. (¢, z) is locally compact due to the
Arzela-Ascoli theorem.

Thus, we may extract a subsequence g, — 0, so that both R.(t), which is Lipschitz
continuous in time, and .(t,z) have local uniform limits. The limit (¢, x) satisfies the
Hamilton-Jacobi equation in the viscosity sense (this is a non-trivial step but part of the
general theory of viscosity solutions). The fact that the maximum of ¢(t,z) has to be equal
to zero follows from the upper and lower bounds on p°(t) — if the maximum were different
from zero, then p(t) would either tend to zero or grow at a rate which is unbounded in ¢.

Dynamics of the dominant trait: the monomorphic population

Let us now explain how the dominant trait (¢) can be recovered from the solution of the
Hamilton-Jacobi equation in the general case, as long as the population is monomorphic, that
is, the function ¢(t, x) attains a single maximum Zz(¢) where

o(t,z(t)) = 0. (2.71)
Let us recall that ¢(¢, z) satisfies
0 5 9, )
M2 vttt (P2 ) Qutput). (2.72)
Note that (2.71) implies that, in addition to
0p(t, z(t)
e ] (2.73)

which holds simply because Z(t) is the maximum of ¢(t, z), we have

A delta(t) | dalt) 0o(La(t) | ol a(t)
0= Eqb(t, z(t)) = oy + . o (2.74)
We deduce then from (2.72) that
Qv(pe(1))b(2) H(0) = d(2)Qa(pa(t)) = 0. (2.75)
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We know that

1) = [ Ky =1, (2.76)
thus
@u(ps(1))b(T) = d(7)Qa(pa(t))- (2.77)
In order to get the evolution of Z(t) let us differentiate (2.73) in ¢:
_ dogt,a(t) _ Po(t,z(t) | 0°6(t z(t)) dz(t)
Sw o awr T o dt (2.78)
On the other hand, differentiating (2.72) in z gives
Pt i) oM7), (DL, (06(,3)\ POt 7)
i = Q)T T H (T ) - b(@) H (T ) S (279)
ad(z
- af)Qd(Pd(t))-
However, as K (y) is even, we have H(0) = 0 and
H,(0) = K(y)dy =
»(0) /Ry (y)dy =0,
thus we get
D*¢(t, T ob(z) od(z
T — oty 22— 200 ).
Using this in (2.78) leads to an evolution equation for z(t):
dz D*¢(t, T - ob(z ad(z
) (TLTON gy LI 2D 6 ). 250
If the population is monomorphic, that is, ¢(¢, x) attains a unique maximum, then
n(t,z) = p(t)d(z — z(t)) (2.81)
and
po(t) = Po(Z(8)p(1), pa(t) = ba(T(t))p(t). (2.82)
We may then re-write (2.77) as an equation for p(t) in terms of Z(t):
Qu(n(2()p())b(2(t)) = d(Z(t))Qa(Ya(T(t)A(t))- (2.83)

Then we may use (2.82) and (2.83) in (2.80) to get a closed equation for Z(t) as soon as the
function ¢(t, z) is known.
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The dimorphic case

Let us see what happens if the population is dimorphic: the density n(¢,z) has the form
n(t,x) = pu(8)5(@ — 71(0)) + pa(1)3(x — 7a(t)), (2.84)

and
0 = max ¢(t, z) = ¢(t, 71(t)) = ¢(t, To(t)). (2.85)

TE
As before, we may derive (2.77) both at z,(t) and Zs(t), so that

_ Q) _ (3 (1) _ d@a(t) (2.86)

© Qalpa(t)  b(Ei(1)  b(T2(t))

Thus, a necessary condition for dimorphism is that the function s(z) = d(x)/b(z) is not one-
to-one. If s(z) has a "parabolic profile”, so that for every y we can find two pre-images x4
and x5 so that

R(t)

y = s(x1) = s(wa),
then Z(t) and Z5(t) determine each other. The functions p,(t) and py(t) are now given by

po(t) = Up(Z1(2)) 1(E) + U (Z2(t)) 2 (1), (2.87)
pa(t) = 1a(Z1(2))p1(t) + va(T2(t))pa(t).
Then, pi(t) and ps(t) are two Lagrange multipliers that are needed in the Hamilton-Jacobi

equation to ensure that the solution ¢(¢,z) has exactly two maxima and it vanishes at both
of them.

3 The renewal equation

The renewal equation is the simplest model to account for aging: n(t,z) is the density of the
population of age . The population ages ”at speed one”, and offspring of age zero are born.
The balance, which does not account for the death rate, is
on(t,x) N on(t, x)
ot Ox

together with the initial condition n(0,x) = ny(z), and the boundary condition

~0, (3.1)

nwx=0w=AmB@Wwa% (3.2)

which accounts for the birth of zero-age offspring. The analysis here is rather simple and
explicit, as we will see. A more complicated related model describes the cell division

(9n(att, x) n (9n((32;95) + B(x)n(t,x) = /:0 b(x,y)n(t,y)dy, (3.3)

with the boundary condition n(t,x = 0) = 0. Here, z is not the cell age but its size that
grows in time. This model includes the death rate B(x), and allows the cells to produce new
cells of an arbitrary "age” (or size) z, smaller than its current size y. We will look at it later,
and for now focus on (3.1)-(3.2).

31



The eigenfunction

Let us first look for a special solution of the form
n(t,z) = e*'N(x),

with N(z) > 0, normalized so that

/OO N(z)dz = 1. (3.4)

This gives

ON (z)
Ox

N(O) = / " B(y)N(y)dy.

+ XAN(z)=0, >0, (3.5)

The explicit solution, taking into account the normalization (3.4) is
N(x) = Mge " (3.6)

The eigenvalue )\ is determined then by the boundary condition:

/000 B(y)e MYdy = 1. (3.7)

It is easy to check that such Ay is unique. Eventually we will see that any solution of the
time-dependent problem in the long time limit behaves as

n(t,x) ~ coN(x)e et
Equivalently, the long time behavior of the solutions of

om(t, x) om(t, ) B
Y pe + Aom(t,z) =0, (3.8)

/ m(t,y)dy,

m(0,z) =
is a multiple of the eigenfunction:
m(t,z) ~ coN(x).

Let us now look for an adjoint eigenfunction ¢(x). It should be determined from the following
condition: take any solution m(¢, x) of (3.8), then we should have

/0 " m(t 2)o(w)ds = /0 " (@) (), (3.9)
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that is,
d (o9}
i ), m(t, x)p(z)dx = 0.

This is equivalent to

0= [T (e a)ofa)ds = —m(t.0060) + [ (255 4 xaotem

_ /O m(_a‘gf) () — 6(0)B(z))m(t, x)dz.

Therefore, the function ¢(x) > 0 should be the solution of

0] i) = 60)B(a), w20

normalized so that

| st -
It is convenient to introduce é()N ()
)= 50N 0)

The function Q(x) satisfies

_PO)N(0) 9Q(z) | ¢(O)N(0)Q(x) IN(z)  Aop(0)N(0)Q(z) .
N@  or T M@ o T Nw - c0B@

that is,
9Q(x) _ N(@)B()
Ox N(0) 7’
with the boundary condition Q(0) = 1. It follows that

x oo 1
Q) =1~ [ B vdy= [ B vy < Bl e
0 T 0
We took into account (3.7) in the second step. Thus, ¢(x) can be written as

o) = LD e [ (g peumay,

(3.10)

(t,x)dx

(3.11)

(3.12)

(3.13)

(3.14)

(3.15)

(3.16)

(3.17)

Note that while B(x) has a very simple expression, the function ¢(z) is much less explicit.

Note that
0<Qx) <1,
which means that

0 < ¢(x)N(z) < ¢(0)N(0).
The upper bound in (3.16) implies that

¢(0) N (0)

SO Bl
N(z) '

ola) = »

Q(x) <
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If we use normalization (3.12), we get

_ /0 " Q) = /0 h / " Bly)e dyd /0 T By, (3.20)

This determines ¢(0):

1 > —Aoy
50~ Ao/o yB(y)e dy. (3.21)

We thus have an upper bound for ¢(z), from (3.19):

o(z) < ”BA”ng ( /0 B (y)e”oydy) - (3.22)

The existence theory

Let us consider the function m(t, ), solution of (3.8)

om(t, x) om(t, x)

T o + Aom(t,x) =0, (3.23)
/ m(t,y)dy,
(0 ) =
We assume that
B(x) > 0forallx >0, B¢&L'NL*0,+00), /000 B(z)dx > 1. (3.24)

Theorem 3.1 Assume that there exists Cy such that
Imo(z)| < CoN(x), (3.25)
then there exists a unique weak solution to (3.23) in C*((0,+o0); L'(R; ¢(z)dz)) such that
Im(t,z)] < CoN(x). (3.26)

In addition, if nj(z) < ni(x) for all x > 0, then my(t,z) < mo(t,x) for all z >0 and t > 0.
Finally, we have

/000 m(t, x)p(x)dr = /000 no(z)o(x)dz, (3.27)
and

/OOO im(t, x)|o(x)de < /000 |no(x)|o(z)de. (3.28)

Step 1. Existence for ny € L'(R, ). We first prove existence of the solution with the initial
condition ng € L'((0, 4+00); dz). We will fix T' > 0 and use the Picard fixed point theorem in
the Banach space

0<t<T
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We will need to assume that T is sufficiently small but the size of the time T will not
depend on the L'-norm of the initial condition, so we will be abel to repeat this argument on
(T,2T),(2T,3T), ... getting the global in time existence. We will set the solution operator
S: X — X as follows. Fix ¢ € X and let n = Sq be the solution of

on(t, a:) on(t, x) B
T pe + Aon(t, x) =0, (3.29)

/ q(t,y)dy,

Our task is to show that S is a contraction: let ¢; 2 € X and let n; 2 be the corresponding
solutions of (3.29). Setting ¢ = ¢; — g2 and n = ny; — ny we deduce that

on(t, x) on(t, z)
™ o + Aon(t,z) =0, (3.30)

/ q(t,y)dy,

We claim that |n(t,z)| is a weak solution of

n(O,x)

Tl » L

(9|n|(t x) N 8|n|(t ) + M|t 2) = 0, (3.31)

In|(t x—O—‘/ q(t,y)dy|.

|n|(0,z) = 0.

To see that, consider a family of smooth functions y.(n) such that x.(n) — |n| and xL(n) —
sgn(n), then for each ¢ > 0 we have, multiplying (3.31) by xj(n)

Ix:(n)(t,z) | Ix:(n)(t, )
ot + ox

+ x:(n)don(t, x) = 0. (3.32)

Passing to the limit ¢ — 0 gives (3.31). Integrating (3.31) in time and space we get

[ mteoi < [ nis.opas= [

We see that if

/ B(y)a(s, y)dy|ds <t Blls~allx.
0

1
T|Bl < 3,

then the map & is a contraction, hence it has a fixed point in X.

Step 2. The comparison principle. The comparison principle is a direct consequence
of the construction since if ni(x) > n2(z) for all x > 0, then for each ¢ € X we have
S1q(t, ) > Saq(t,x) for all t and z. Recall that the fixed points can be constructed as the
limit of the iteration process m,.1 = Sm,. As the operator S respects the order, if we take
my =m2 = 0, then we will have m) (¢, x) > m?2(t, ), hence this order will be preserved in the
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limit for the fixed points as well. The maximum principle is a consequence of the comparison
principle since C'Ny(x) is a steady solution, and can also be taken as the initial condition.

Step 3. Uniqueness and existence in C'([0,T]; L*(R, ). Let us take an initial condition
no € L'Y(R,;¢(x)dxr). The function ¢(z) is bounded, hence there exists a sequence ny €
L'(R; dz) such that n, — ng in LY(Ry; ¢(z)dx). Let my be the corresponding solution. The
function m = (my, — m,,) satisfies

omlt,2)é(x)  Imlt,2)é(x)

e o0 Bm(a) (3.33)
m(t,z = 0) :/0 B(y)m(t,y)dy,
m(0, ) = ny — Np
This implies
oAt ) S D) (0) ) e ). (33

ot ox
mitz=0) = [ Bly)m{t.p)dy
0
m(0,x) = ng — n,.

Integrating in x gives

/|m (t,z)|p(z)dx = |m(t,0)|4(0) — (b(O)/B(m)]m(t,az)\daz (3.35)
< [m(t,0)[#(0 ) Im(t,0)[¢(0) <

We conclude that
/ mi(t, ) — my(t, 2) g < / (2 — npl)|(x)d (3.36)

As the sequence ny, is Cauchy in L'(R,; ¢(x)dz), we conclude from (3.36) that the sequence
my(t, ) is Cauchy in C([0,T]; L} (R, ; ¢(x)dx). Hence, it converges to a limit m(¢,z), which
is a weak solution in C([0,T]; L'(R,; ¢(z)dz)). In order to see uniqueness, note that (3.36)
implies that if there are two solutions then they must coincide on the support of ¢(z). How-
ever, the equation for ¢(x) shows that the support of ¢ contains the support of B. Hence,
the two solutions coincide on the support of B. This means that they satisfy the transport
equation with the same boundary and initial conditions, hence they coincide.

Finally, we have already shown (3.28), and (3.27) also follows from integrating the equa-
tion.

A little bit of regularity
Let us now assume that the initial condition satisfies

8710

Ino(z)| < CNy(), ( \ < Oy No(2), (3.37)
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and, in addition, it is well prepared in the sense that

n(0) = / Bly)no(y)dy. (3.38)

Then, differentiating the equation in ¢t we see that the time derivative

on
ng = —

ot

satisfies exactly the same problem as n(t,z). Moreover, initially we have

B
(0, 27) = —£ — Nono(z),

hence
\nt((), $)| S ()\000 + Cl)No(.CIZ‘)

Therefore, the maximum principle implies that

Pn(t, x)

o ] < (MCo + C1)No(x), (3.39)

for all ¢ > 0. We have a similar estimate for the spatial derivative. This simply follows from
the equation:

‘ on(t, x) ‘
Ox

by what we have already shown.

Pntm

< |+ Aoln(t, )] < C'No(x) (3.40)

Generalized relative entropy

We give here an example of how one can apply the generalized relative entropy method to
the renewal equation. We will discuss more about this method later for other equations. Let
n(t,z) be the solution of

t
Onlt,z) | Onll2) 3 ot 2y o, (3.41)
ot ox
=0)= / n(t, y)dy,
( ().
Note that the ratio (t.)
n(t,x
satisfies the homogeneous transport equation
o¢  o¢ 1 /0n On n ON
— 4+ ==—(—+ = ———:——/\ LGN =
ot " ox N(8t+8x> N or T el =0
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Therefore, any function H(n(t,x)/N(t,z)) satisfies the same transport equation:

%H (Z%,?)) + a%H (Z%,?)) =0 (3.42)
Recall that the function ¢ satisfies
20 1 dob = 6(0)B(@). (3.43)
Let us compute the equation for the function ¢(z)N(x)H (n(t,z)/N(x)):
ai (o (3 7)) + 5 (s ("t))
= o) ()agH<(x)>+¢( ( >+a_¢ 1(; ())>

N(x)
) - [Aoas(a:w(a:) — 9(0)B(x)N(x) = ()N <$>]H(%>

N(z) o,z
+¢(;1:) oz H( N(x)
B n(t, x)
- —gb(O)B(:c)N(x)H( NG ) (3.44)
Let us define a probability measure
du(z) = 2 (2(](\)[)<x>dx, /0 ) = 1. (3.45)
We integrate (3. 44) in z:
& [ (e )ds =~y o) [ 1(55) duta) + s0NO)H ()
(3.46
Let us now assume that the function H(s) is convex and H(0) = 0. Then, as du(x) is a
probability measure, we have
/ H(u(x))dp > H / u(z)dp) (3.47)

N(0)
we deduce that

Using this in (3.46) gives

& [ o

Integrating (3.46) in time gives a bound for the entropy dissipation

D) :/H< ]\(ft(;)>du(m) —H(/ “( $>>d () >0 (3.49)

)
/Ddt</¢ (
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as

dx < +o00. (3.50)



Long time asymptotics via the generalized entropy method

The entropy dissipation bound (3.49) says, roughly, that D(¢) — 0 as t — +00, so we expect
that in the long time limit m(¢, ), solution of

om(t, ) N om(t, x)
ot Oz

m(t,0) = / " B(y)m(t, y)dy.

m(0,z) = no(z),

+ Agm(t, z) = 0, (3.51)

would converge to a function r(x) such that

/ H(L(fx)))dﬂ(x) —H( / ];(g>du(:c)> ~0. (3.52)

This would imply that r(z) = C'N(z) is a multiple of N(z). We will prove that asymptotic
behavior in this section. As before, we assume that B(x) > 0, B € L>*(R, ), and

1< /B(y)dy < +o0. (3.53)
Theorem 3.2 Assume that |ng(z)| < CN(x), and set
ap = /no(x)¢(x)dac, (3.54)

then -
/o Im(t,z) — apN(z)|¢(x)dx — 0. (3.55)

Proof. As we only assume that ng(z) satisfies |ng(z)| < CN(x), it is helpful to regularize the
initial condition so that we would have, in addition, the bound on the derivative. Hence, we
approximate ng in L'(R; ¢(z)dr) by a sequence of smooth functions n? such that n? — ng
in L'(Ry; ¢(x)dr) and each n? satisfies

‘%‘ < O\N(z), (3.56)

and the compatibility condition holds
w0 = [ By (357
0

Note that then a? — aq as € — 0, and, as we have shown, we have

/000 Im(t, z) — me(t, z)|p(x)dr < /000 Ing(x) — n2(x)|p(z)dr — 0 as e — 0. (3.58)
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Therefore, we have
/000 |m(t,x) — agN(x)|o(z)dxr < /OOO |m(t, z) —me(t,z)|p(x)dx (3.59)
4 /O et ) — 0o N(@)[6(x)dz + |ae — ao /0 " N (@) ds.

The first and the last term in the right side go to zero as ¢ — 0, uniformly in ¢, thus to
establish our claim it suffices to show that the middle term tends to zero as t — +oo. In
other words, it suffices to prove that the conclusion of the theorem holds for smooth initial
data, with the assumption that the compatibility condition (3.57) holds. This is what we will
now assume about ng(z).

Next, note that we may look at the difference

h(t,x) = m(t,z) — agN(x),
which satisfies the same problem as m(t¢,z) but with the initial condition

ho(x) = no(z) — ayN (),

so that -
/ ho(z)¢(x)dx = 0. (3.60)
0
Our goal will be to show that
/ |h(t, z)|p(z)dx — 0 as t — +o0. (3.61)
0
Note that we know that -
— [ 1At z)|¢(z)dr <0, (3.62)
dt J,
hence the limit in (3.61) exists:
/ Ih(t, 2)|¢(x)dz — L as t — +oo. (3.63)
0

Our goal is to show that L = 0.
Let us define the time shifts hy (¢, x) = h(t + k, x), and the corresponding entropy dissipa-

tion
Di(t) = / H(%)du(@ —H( hfv(zg)dm)) > 0. (3.64)

Note that Dy(t) is simply

Dﬂw:/iﬂm%%gﬁbwmo—ﬂp/T%%%@)W@D20, (3.65)

thus

I, = / Dy(t)dt = / Do(t)dt,
0 k
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and we know from (3.50) that

/ Do(t)dt < (O).lN(O)/¢(x)N(x)H(?VO<(z§>dx<+oo. (3.66)

We conclude that
I = /OOO [/H(hf\fzj))du(z) - H< hfv(’ég)du(x))}dt S 0ask - oo, (3.67)

Each h;, satisfies

8hk(t, .%‘) 4 ahk<t, l‘)
ot Oz

mwmzémmwm@w@,

+ Nohy(t,z) =0, (3.68)

and -
/ hi(t,y)o(y)dy = 0 for all t > 0. (3.69)
0

Using the regularity bounds on the derivatives of hy(¢,z) in = and ¢, we may extract a
subsequence, still denoted hy, so that hy — g in C([0,7] x R, ), and

|9(;f)| < CoN(a), N (3.70)
/0 B(y)hi(t, y)dy — /0 B(y)g(y)dy,
/Ooo ¢<t7 $)g(t, l’)de = O, (371)
and .
| st@late. ol = 1. (372)

with L as in (3.63). We now pass to the limit & — oo in (3.67). Convexity of the weak limits
(if ug converges weakly to f, H is convex and H(ug) — [ then [ > H(f)) then implies that

// <kgr+noo// hk () (3.73)

= Jim_ [ H( hj\gz ‘)U)du( ))dt/o H( g]g(x))d (:U))dt.

We used (3.67) in the last step. Jensen’s inequality then implies that on the support of

which is the same as the support of B(x), we have

g(t, )
N(x)

= C(t) on the support of B(z). (3.74)
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However, we may write an equation for this fraction:

() + 5 () =o

It follows that (3.74) holds not just on the support of B(z) but everywhere, and that C(t) is
a constant function. We conclude that

g(x) = MoN ().

we see that My = 0, and we are done.

The renewal equation with diffusion

Let us now show that the generalized relative entropy method also applies to the renewal
equation with diffusion and a death rate

on(t,xz)  On(t,x) 0 on(t, x)
S+ T (@t x) = o (@) T,

O e L
n(0,x) = no(z).

Note that if both the death rate and the reproduction rate vanish: d(z) = B(x) = 0, then
the total population is preserved:

(3.75)

o

i . n(t,z)dx =0 if d(z) = B(z) = 0.

This explains the boundary condition in (3.75). We let N(z) be the principal eigenfunction
of the steady problem:
n(t,x) = e*'N(x)

is a solution of (3.75) if

a]gf) +[d(z) + Mo]N(z) = % [y(x)a];ff)], (3.76)
v = v 5 4 [T BNy
The adjoint problem is now
000 1 i) + Mlo(e) = o [0 222 + Bol0), 5.7
9¢(0)

. 0, /o ¢(z)N(z)dx = 1.
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Leaving for the moment aside the question of the existence of N(x) and ¢(x), look for a
relative entropy inequality. Let m(t, z) be the solution of

om(t,x) Om(t,x) 9 am(t, z)
S T 4 (d@) + At ) = - [v(@) T (3T)

m(t.0) =0 4 [T Bg)mit )y

m(0,x) = no(z).
Note that the

1) = /0 "t ) 6(2)da

is conserved:
= [T 2 ) + (e 0) + 5 (v10) P ) ooy
00 om(t,0)

= a(t,0)00) + [ m(t, )| (d(e) + Mo)oe) + 52 o - o(0)(0)

0

_/O Bma(ix)y(x)aggcx)dw:/Ooom(t,x) [¢(O)B($)—(d(x)+)\0)¢( )+%]dx

Fmlt, O)V(O)agf) + /0 T, x)%(y(x)ag(;)>dx —0.

This explains the choice of the function ¢(z), and the boudnary condition in (3.77).
In order to deduce entropy dissipation, we form the same object as before:

_ /OOO N(x)gb(x)H(”]L\(fi’aj;))dx, (3.79)

and compute Q(t) First, we need an equation for the ratio

C(t ) = ”}\E’Ex 5;').

Note that 1/N(z) satisfies
o 1 1 1 0 ON (z) 0 o 1
BN~ @ Ty = e (0 5) = g )
—2v(x)N(z) (% Nzx)>2

Therefore, the function ((t, z) satisfies

o o¢ 1 [ 0 (V@)am@(; :v)) — (d(z) + /\o)m] + m[% (V(x)e%Nsz

ot o N()low

+(d() +)\0)N213) — 2v(x)N (v )(81’N )) ] [ (x)%]
- >2’Z§Z g e g; ; )2
:a_x[”( )3x} ~w(@)N( )(axN(:c)>0_
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Then, for any function H we obtain

= @75 v (5,) 110 - 2N (5 57) T

It follows that the function p(t,z) = N(x)H({(t,x)) satisfies

op  Op 0
a1 T 5y +(d@)+dop=H(()5 [V(@

Nw() (22) 50~ 2@V () () 2B
= Do) 2] Ny () B,
Therefore, we have for the relative entropy Q(¢):
o o™
- [T o[- g—p (o) + Do+ 5[ ]~ Nt (5 ) B
/ SN @) (CLI ¢y

/

ON(x)

)+ i; (dx) + 20)6(2) + 2 (v(2) 22 |
~6(0)(0) é Dt ptt,0(0) 222
_ / C (t2 >
+¢(0)[ (t,0) — (O)(?pg;()) /0 h B(x)p(t,x)dx]. (3.80)
Note that
p(t,0) (0 28T _ Ny 0) - o), 0) 2 (3.81)
—HONOH(0) Y = HG(w0) [ BN - O N O H'€(00) 5
Let us get the boundary condition for (:
V(O)acé’;o) _ Nto) m(t.0) - /0 " By, )de] - ”j@gﬁg; (N(0) — /O h B(x)N(x)dz ]
m(t,0)




Using this in (3.81) gives

(0.0~ 0200 — [* Byt ajis = (cw.0) [ BN @

G OWONOEY [T B@N@H(C (o)

ox
— HC(,0)) /0 " Bla)N(@)ds — H'(C(L, 0))%72’0())) /0 " Bla)N(x)ds (3.82)

FH(C(t,0)) /0 " Blaym(t, )dz — /0 " Bla)N (@) H(C(E 2))da

= / " BN @) [HC(0)) — H(C(L.0)C(1,0) + H((t0)C(r ) — H(C(t))]da.
Note that
Dyen = — / " B(o)N(2) [H(C(8,0)+ H'(C(L0)(C (1) —((£,0) — H(C(t ) | de > 0 (3.83)

if the function H(s) is convex. To summarize, we have obtained the following relative entropy
dissipation inequality for any convex function H(s):

Q(t) = / N(x)p(x)H (”}éis))dm (3.84)
satisfies
%~ Dugs(t) ~ Drnlt) (3.85)
with D, (i) defined in (3.83), and
Dat) = [~ oo @) (C5) e, e =" es0

With the relative entropy dissipation inequality in hand, one may proceed as before to
obtain the asymptotic limit of m(¢, x).

4 Cell motion and chemotaxis

Attraction potential

Before going into the Keller-Segel system, consider a population of bacteria in an attractive
potential V(z): they move in the direction of the gradient of V(z) but also diffuse. The
governing equation is

pi+ V- (pVV) = Ap. (4.1)

This equation preserves the total mass:

/p(t,as)dx: /pg($)d1:. (4.2)
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V(z)

On the other hand, multiplying by e~"%p(z) and integrating we get

1d
2 dt
= /eV[—|vp|2 +2pVp - VV = p?|VV *]dx = — / e V@ Vp — pVV|2da.

e Vpi(t, x)dx = /e_vp[Ap — V- (pVV)]|dx (4.3)

Therefore, the total mass is preserved but the L?-norm with the weight e=V® decreases.
Imagine that V' (z) is a positive function, concentrated near a point zy. Then, having p(t, x)
large near o does not lead to large weighted L?-norm since w(x) is very small around z,. On
the other hand, if p(¢,x) is large in a region where V() is small, that would produce large
contribution to the weighted L?-norm. Thus, the dynamics tends to concentrate p(t, z) in the
regions where V (z) is large.

Moreover, the right side of (4.3) vanishes if

plx) = CeV @), (4.4)

which is a steady solution. Thus, we expect that in the long time limit p(z) will approach
p(x). If we allow V(z) to vary in time and concentrate more as p(t,z) concentrates, we may
produce the blow-up in the solution. The Keller-Segel model is an example of how that can
happen even with a very modest coupling. Discuss that V(z) has to grow at infinity
which is not the case in the nonlinear problem.

The Keller-Segel system

The Keller-Segel model for chemotaxis describes the evolution of the bacteria of density p(¢, x)
attracted by chemoreactant of density c(t,z). The idea is the bacteria would like to move
in the direction of the maximal local increase of the chemoattractant density, that is, in the
direction of Ve(t,z). There is also diffusion present to reflect the random motion by the
bacteria. This leads to the equation

pe+V - (pv) = Ap, (4.5)

with the velocity
v(t,x) = xVel(t, ). (4.6)

The parameter xy > 0 measures the strength of the chemotactic attraction. In order to
close the system we need an equation for ¢(t,z). The Keller-Segel model postulates that the
chemoattractant is emitted by the cells and diffuses:

0
aa—j —Ac+T1c=p. (4.7)
Here, 772 is "the activation length” of the chemoattractant. One interesting regime is
a, 7 — 0, leading to
- p(y)
c=(-A)"1p= k;d/ ————=dy, (4.8)
e |2 —y[" 2
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in dimension n > 3. In dimension n = 2, which, in some sense, is the most interesting case,
the Green’s function G(x) = ko log|z| is not positive, meaning that the positivity of ¢(¢, x)

can be violated, something we will need to avoid.

An interesting feature of the Keller-Segel system is that it is critical in L™/?: solutions
with smooth initial conditions with a small L"/? will exist for all times, but solutions with a
large L™? initial norm, even if the initial condition is smooth, will blow-up in a finite time
— the bacteria concentration will become infinite. In particular, in dimension n = 1 global
solutions always exist, but in R? solutions with a larger initial mass (L! norm) will blow up.

The free energy

Let us first look at the heat equation

¢t = Aqba
and look at what happens for the free energy
Epeat = | ¢log ddz.
Rn
We have
dFheq
df; t:/(1+log¢ (Ag)d / IVo|*de = — /¢yv log ¢)|*da.

Let us see what happens for equations of the form
pr+ V- (pv) = Ap,
with an advecting velocity v(¢, ). Then we have

dE ea, 1
d}:f L= /(1 +log p)(Ap =V - (pv))dz = — / ;|Vp|2dx + /(U -Vp)dx

—/p‘V(logp)|2d5E+/(U-Vp)dx.

In the Keller-Segel model we have
v=xVe, c=(-A)"p.

Therefore, we have

/pctdx = /p(—A)lptdw = /[(—A)lp]pt = /cptdx,

%% p(t, x)c(t, z)dx = X/cmdx - X/C(Ap =XV - (pVe))dr

—X/(Vc-Vp)dx+x2/p|Vc|2d:v = /(v : Vp)da:—l—/p|v|2da7.

so that
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Combining this with (4.13) gives

d
—<Eh€at X /p(t,x)c(t,x)dm) = — /p’V(log p) —v|*dx < 0. (4.14)
dt 2
We define the free energy then as
E.= /(plogp — gpc)dm. (4.15)

Existence for small data in dimentions n > 2

We now show that if the initial condition is small in L™? norm and n > 2 then solution exists
for all times. We will consider the "time-independent” chemotactic law:
pr + XV - (pVe) = Ap, (4.16)
_AC+ =P
p(0,z) = po(x).

Theorem 4.1 Letn > 2. There exists a constant K,, so that if po € LY(R™), and ||po||pn2 <
K,/x, then (4.16) admits a unique weak solution p € L>®(Ry; L* N L™?) such that

()l ore < llpoll ose, (4.17)
/ / 1| HUD (1, 2)dadt < +oo,
o Jr
V(p"/*) e L*(R* x R™). (4.18)
We also have the decay estimates:
Cmo d—2
ol < S50 =" (4.19)
Cmo

n 1
, t>T(n,p), zz—(l——).
> T(n,p) 5 p
The decay estimates simply say that after a long time the solution with a small initial condition
becomes so small that the nonlinear term may be neglected, and p(¢, x) behaves as a solution

of the heat equation.
Proof. Multiply (4.16) by pP~1:

lo(e)ls < =

%% / Pt x)dr = / (Ap— XV - (pVe)) P Lda (4.20)
— =1 [ Vel (o= D [ 97 (Ve Vs

_ 4(p—1) 2412 p—1

— -2 [ e 2 [(ve v (4.21)

Integrating by parts in the last term in the right side and using the equation for ¢(¢, x) we get
d Alp — 1 1
pr /p”(t, x)dr + Ap—1) / IV (p*?)2dx = Xp_ /pp“d:p. (4.22)
p p
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Let us set u = pP/?, then (4.22) is

4(p—1 —1
% u?(t, r)dr + 0 )/|Vu|2dxzxp—/u2(p+l)/pdx. (4.23)
p p

In order to bound the right side of (4.23) in terms of its left side we may now use the
Gagliardo-Nirenberg inequality

ey < CIVlG oyt Sl (4.24)
with 1 <s<n,1<qg< o0, and
1 6 6 1-0
=l o4 (4.25)
r s n q

Taking s = 2, ¢ = n/p, and r = 2(p + 1)/p we see that, first, indeed, we need n > 2 and,
second, 0 is determined by

11— -2 1
p_0_ 0 p0=0) _p_ ,n-20+1)
2p+1) 2 n n n 2n
so that
0— 2n < D _ E) _ 2np _ D
n—2p+1)\2(p+1) n 2n(p+1) p+1
We see that
or/2 (1—0)pr/n 2/n
/uQ(p“)/pdx < C</|Vu|2d:v> (/|u|"/pd:v> _ C</|Vu|2da:></|u|”/pdx> :
(4.26)

Going back to the function p this is

/ PP < c( / yV(pW)de)( / ]p]"/2d33>2/ " (4.27)

Returning to (4.22), we deduce

d 4(p—1) /2412 p—1 /24 |2 2, \2/"
S < E— \V/ K .
dt/pp(t,x)der 5 /|V(p” )|“dx < Cy 5 </| (p"'?)] dm></|p| dx)
(4.28)
To close this inequality, we choose p = n/2 so that

d

& o+ 22 [ pas < o2 ( [ pa) [ rea)™
(4.29)

Therefore, if at the time t = 0 we have

p—1 w2, N 14(p—1)
o ( [l a) " < G (4.30)

then p
E/p"/z(t,:v)d:v <0,
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for all t > 0, and inequality (4.30) persists:

p—1 w2, \Hm_ 14(p—1)
Cx P </|p(t,x)| d:L‘) <3 PR (4.31)

This proves the L™2 bound in the theorem. Integrating in time we see that if (4.30) holds,
then

/ /lV(p”/4)|2dxdt < C < +oo. (4.32)
0

Now, going back to (4.27), with p = n/2, we see that

[ fomsmse [ (fowmmm)(fuafaze o

because of (4.31) and (4.32).
To get the decay bounds on p in time, we get back to (4.29) with the assumption (4.30)

%/pn/z(t,x)dx < —C/|V(p"/4)|2d:p. (4.34)

We now use the Gagliardo-Nirenberg inequality

/\u|z+4/ndx < C(/]Vu]2d$>(/\u|2dx>2/n. (4.35)

It is an example of (4.24) with

4 2 4
r=2+—, s=2, ¢g=2, 0=—-, 1—-0=—.
n r nr

Taking u = p™* in (4.35) gives

/]V(p"/4)|2dx > C(/pn/Q)_z/n</pl+n/2d:U). (4.36)

We obtain from (4.34):

C
pr P2 (t, x)dx < ——/p1+"/2dx. (4.37)

()| /2

However, the L'-norm of p(t) is preserved:

- / pol)da — / ot 2)dz.

We may now interpolate:
1/ 1/ 1/ 1/
/pn/le’:/papde' < (/papdx) p</,0qu$> q _ (/pdg;) p(/p1+n/2) q
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if we choose a, b, p and ¢ so that

1 1
-+ - =1, a—i—bzﬁ, ap =1, quﬁ—l—l,
P q 2 2
that is,
_ . n _n
q_n_27 p 27
so that y (),
/p"/ZdLL‘S </pd&3> </p1+n/2dx> ’
and

i n/(n-2)
/p1+n/2dx2m02/( 2)</pn/2dx>

Going back to (4.37) gives

d / 2 Cma2/(nf2) / n/(n—2) 2/(n—2) / k
— et x)de < ———— n/2 =—-Cm "2, 4.38
g | P balde s = (/o) (o) (@)

with

2
k= ——>1.
n

n—2
Let us set

u(t) = / o2t 2)d,

then we have

d Py
d_?; < —CmyY Ik,
. 1 d
— —2/(n—2
k—la(u ngrI)ZC’WI’O 4 )7
so that . X
—2/(n—2) —2/(n—2)
uR1(t) T okl +C(k = 1)my t > C'my t.
0
We obtain
Oy 2/ [(n=2)(k=1)]
u(t) < 0
$1/(k=1)
It follows that o
m
o0 e < S8, (4.39)
with
2(k—-1)2 4 [ n 2 1]—1 .
a = —_ = o —
m—2)n nnh-2)ln—2 n ’
and
- 1 2 n-2
k—1n 2
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Thus, (4.39) says that
C
()] a2 < W|’p0|‘Ll7 (4.40)

as claimed by the theorem. Finally, for the decay of the LP-norms we return to (4.28):

& [ oenae+ L [ < o2 [1vrnpa) ([l

(4.41)
Now we know that ||p||;n2 — 0 as t — 400, hence we know that for all ¢ > T', with some
T > 0, we have ||p|[n2 < 1/2C, so that

z%/dﬁ@ﬂxﬁ—C(/W@WW%@, (4.42)

and we can proceed as before.
The existence part is done by the usual regularization plus the above a priori bounds for
the regularized system plus removing the regularization argument.

Blow-up for large data in n > 2
We now show that solutions with large initial data can blow up, and first consider n > 2.

Theorem 4.2 Assume n > 2, and set

m:/m@m.

There exists a constant C' > 0 so that if

x/ﬁfmquscume"” (4.43)

then there is no global smooth solution with decay at infinity to the Keller-Segel system.

Let us first explain why (4.43) can not hold if py has a small L™2-norm (which would guarantee
the existence of a global smooth solution). To see that, let us fix R > 0, set

ma = [ lafp(o)

and write

mz/mmwzéwm@w+/ pol)d (4.44)

jo|<R

T 2/n n(l—2/n m n—
) | >R|5’7’2l)0<x>dx+ </|<R/)0/2(35)d$> CR" 72 < R_j + CR"[|poll 2.

We choose R so that the two terms in the right side coincide:

B Cmy/™
- 1/n
ol
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leading to

1-2/n 2/n
moy < Crmy” " pl[710. (4.45)

or, equivalently, ) o
ma 2 My, ”PHan : (4.46)

Therefore, condition (4.43) implies that

—2/n ~.n/(n—
ol 2 < Oy =2,

or

o/ (n—2))(n C
lpll g > Cx A/ (n=2(0/2) — =

X
Thus, the scaling 1/x for the ||p||;»/2» norm is the same both to ensure the global existence
and to guarantee the blow-up.
Proof. We now prove the theorem. We will now denote

o (t) = / 2 2p(t, 2)da.

Recall that
r—=y
Ve(t,x) = —C’n/—p t,y)dy,
(t.1) S Lolt)

so that, multiplying the equation of p(t,z) by |z|* and integrating, we get

% B / |lz|p(t, x)dx — X/ 2V - (p(t, 2)Ve(t, z))dx

= 2nmgy + 2x/p(t, x)(z - Ve(t, z))dr = 2nmgy — 2an/p(t, x)p(t, y)@dzdy.

Symmetrizing the last expression, we can write

/p(t,x)p(t,y)wdxdyz 1/p(lﬁ,ﬂﬁ)p(t,y)|

dxdy.
lz —yl 2 e

x —y["?

It follows that for any R > 0 we may write

dTTlQ 1
—— < 2nm —Cnx/ p(t,x)p(t,y) ————=dxdy
dt ) je—y|<R (ot )\x—y\"”
< 2nmg — CLEZ / p(t, x)p(t,y)dzdy
" lz—y|<R
CnX
= 2nmo = =25 | [ p@)ply)dy p(t, )p(t, y)drdy]
R lt—y|>R
Coxmg | Cnx |z —yl
= omg — TNy X / pltsaplt ) ey

Note that

/ p(t,2)p(t,y)lx — y*dady < 2/ p(t, x)p(t, y)(z* + y*)dwdy = 4moms.

n
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Therefore, we have

dms C’nxmg 4C, xmome
— < 2nmgy — .
dt Rn—2 Rn
Let us take R small, so that the first two terms would combine to be negative:
Cpxm?
2nmg = ¢ Rf_;),

or
R = (Cxmo) /=2,

This would give

dms mo 1 1 Cxms
e o Ty o S (- - —>
at =2 OO e = TS T g

Therefore, as my is conserved, if we have at ¢t =0
xmz(0) < C(xmo)™ "2,

which is assumption (4.43), then my(t) is a decreasing in time function such that

dt — 3
Hence, there is a finite time 7" > 0 so that mq(7T) must be negative, which is a contradiction.
Thus, there can not be a global smooth solution for which the moment my(t) remains finite
for all times.

dm m
2 0

The critical mass in dimension n = 2

In two dimensions, the result is much more precise: we will show that solutions of the Keler-
Segel system

pr +xV - (pVe) = Ap, (4.47)

—Ac=p,

p(0, ) = po(2),
with the initial mass mq larger than the critical mass
8
=

blow up in a finite time, while those with my < m. (and a slightly stronger initial decay) will
have global in time solutions. We will always assume that

(4.48)

me

me(0) = / 2|2 po(7)dz < +o00, Mo = /po(x)dx < 400, (4.49)

and
/ po(2)|T0g po(x)|dz < +o0. (4.50)

Here is the blow-up result.
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Theorem 4.3 Inn =2 assume that (4.49), (4.50) hold and mo > m.. Then any solution to
the Keeler-Segel system (4.47) becomes a singular measure in a finite time.

And here is the global existence.

Theorem 4.4 Inn =2 assume that (4.49), (4.50) hold and mo < m.. Then there are global
weak solutions to the Keller-Segel system (4.47) such that

/po(x>(y log po(x)| + |z]2)dz < +oo. (4.51)

Proof of the blow-up

Th proof of the blow-up itself is not difficult, the main difficulty is to show that the solution
becomes a singular measure at the blow-up time. Note that in n = 2 we still have the formula

1 T —

y
ge(tu)dy. (4.52)

o Je |z —y

Ve(t,z) = —

hence the second moment
ma(t) = [ JaPplt,a)da
RQ

satisfies
dm2 /|x| [Ap — XV - (ch)]d:E—llmo—i—Qx/p( x)(z - Ve(t, z))dz (4.53)

—m%—lfﬁiiiﬂmmwmwm@

™ lz —y|?
X [(w-(z—y)+ @y (y—=1)) X s

As my is conserved in time, we conclude that
. X
ma(t) = ma(0) — 4m0<1 - 8—m0>t. (4.54)
T
Therefore, if my > 87/x we will have my(7T') < 0 in a finite time, which is a contradiction, and

global in time solution can not exist. This, however, does not answer the question of what
happens at the blow-up time, and we need to address this claim in the theorem separately.

The L' weak solutions

Multiplying (4.47) by a test function ¢ € C2°(R?) and integrating by parts we get

/w o(t,z) da:—/Aw(x)p(t,x)dx—%/<(m—y)-Vw(x))%d dy. (4.55)
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In order to deal with the singularity in the right side we symmetrize:

[ (=) Vo) e
:%/<(az—y).v¢($)>Lﬁ(l2)d dy +;/((y—x).v¢(y))%fﬁ;y>dmy

|z |z
1

=5 [ (=) Twte) - 7o) 2225 D oy, (1.56)

The term in the right side of (4.56) is not singular because of the difference Vi)(z) — Vi) (y).
Therefore, we say that p(t,z) € L>=((0,T); L*(R?)) is a weak solution provided that

& [v@iptnin = [ sv@ptniae-X [ (@70 -700)) 228D dray,

|z =yl
(4.57)
The weak solutions conserve mass. To see that, we use a test function of the form ¥g(z) =
¥(x/|R|), with ¢(z) a smooth function such that ¢ (r) =1 for 0 < |r| < 1/2 and ¥(r) = 0 for
r > 1. Then we have

| / plt, 7)) da] < / (4 )z = ellp(t) o (4.58)

[ (=0 (90t) - 9on) 2 dvy] < 1 [ ttsoiptendedy = o0
(4.59)

These estimates imply conservation of mass: by the monotone convergence theorem we have

/1@2 p(t,x)de = Rli_{rolo/wzz(x)p(t, z)dr = Rli_r};o/wR(:z:)po(:c)d:c = /R2 po(z)dz. (4.60)

Let us assume that, in addition to py € L'(R?), we also know that

me(0) = / |z]? po(x)dz < +o00.

In order to see what happens to

malt) = / 2[20(t, 2)d,

let us take a sequence of functions ¢r(x) = |x|*vr(x), multiply the equation by ¢r(z) and
integrate:

x plt, )o(t. )
G [ on@ita)s = [ Aon@pta)ae—E [ (@) (Ton)-Ton(w) =L  drdy
(4.61)
Note that

oo = w(2) + 48 () + o).
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hence

and, similarly, we can bound any second derivative of ¢pg:

82¢R(x)‘
8l‘ja$k

<C. (4.62)

We also have

(0= 90 (Vonta) ~ Vorty) | < T =St < ¢ (4.63)
because of (4.62). We conclude that
\% / On(@)p(t, z)de| < Cmo +m3, (4.64)
so that
) / Pr(z)p(t, x)dx‘ <C. (4.65)

Moreover, we may now write

/¢R($) (t, ) d$—/¢R x)po(x d:)s+/ /AQSR p(s, z)dxds (4.66)

X [ [ (1w =) (Vonta) = Font) 2225

As long as p(t, ) remains an L'-function, we may use the Lebesgue dominated convergence
theorem, together with the expression for A¢g and

Fone)=200(2) + B0 (2),

to conclude that, as long p(t, z) remains in L*>((0,t); L'(R?)), we have

/ 2p(t, x)dx = / |22 po () d+4 /0 t / p(s,x)dxds—% /0 t / p(s,2)p(s,y)dwdyds. (4.67)

Therefore, p(t,z) can not remain in L>((0,t); L'(R?)) for ¢ > T, such that

/ 2| po(x)dz + d4mo T, — %mgT* = 0. (4.68)

This shows that p(f, ) must become a singular measure — recall that its total mass remains
bounded.
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Existence for subcritical mass in n = 2

We now prove Theorem 4.4. We will need to use the following logarithmic Hardy-Littlewood-
Sobolev inequality. Let f > 0 be such that flog f € L*(R"), and set

M = /f(x)dx.
Then we have
[ f1os iz 5 [ F@)s@)los o~ yidedy = MllogM = C, (469
with
Cy =1+ logm.

In dimension n = 2 we can understand it as follows. Consider the Poisson equation
—Ac= fa
so that |
(o) = = 5 [ logla ~ ) (0)dy

Then if f € L'(R?) we would not automatically have ¢ € L>(R?), nor Ve € L*(R?), because
of the logarithmic divergences. However, the lemma asserts that if flog f € L'(R?), then we
have

/ Ve(z) Pdz = / - / log |z — yl (z)d(y)dedy < +oo,

as follows from (4.69).
We will use the free energy (4.15):

X X
Eu(®) = [ (plogp ~ Spcldo = [ ptt.o)logp(t.)ds + 2 [ plt.)o(t,0)log o — yldady.
(4.70)

Recall that
E..(t) < E.(0).

Hence, the logarithmic Hardy-Littlewood-Sobolev inequality implies that

/p(t,w) log p(t, z)dr < Ee.(0) — ﬁ/p(w)p(t,w) log |z — yldzdy ~ (4.71)
X Mo X My
< e — L — ().
< Ba(0) + 2275 [ plt.)log plt, 2)de — 27 0mo(logmy — o)
Thus, if mg < m. = 87/x, we get a bound
mo -1
/ plt.2)log p(t. 2)d < (1= ") " [E(0) — Olomo)] (4.72)
R2 me

58



In addition, (4.67) gives us

2

x|?p(t, z)dx = a:goxd:c+4m0t—4m0t. 4.73
[2["p(t, ) [z["p -

c

We may define
A= {az 0 < p(t,x) < e—m?}? B = {.:1: el < p(t, @) < 1}
and write

| sttalogptt.alids = [ plta)llogptt,alide + [ plt.a)log plt, o)do =1+ 11
lpl<1 A B

(4.74)
For the first term we have, as u|logu| as an increasing function for small u > 0:

I< / z|2e P dz < C,
A

and for the second
1< / e 2p(t, 2)dz < C(#),
B

by (4.73). We conclude that, as |u| = u + 2u_:

/RZ p(t,x)|log p(t, z)|dx = /]R2 p(t,x)log p(t, z)dx + 2/ p(t,x)|log p(t, z)|dx < C(t).

lpI<1
(4.75)
This strengthens the assumption p € L°°((0,T); L*(R?)) to the a priori bound

plogp € L=((0,T); L'(R?)) for all T > 0.

This gives then a uniform L?bound for Ve, and provides enough compactness to prove
existence of weak solutions.

5 Traveling waves

What is a traveling wave

Let us start with a simple ODE

du _ u(l —u), u(0) = up. (5.1)
dt

This ODE has a stable steady state v = 1 and an unstable steady state v = 0. For any

ug € (0,1) we have u(t) — 1 as t — +o00. One may think of u(¢) as a population density, with

u = 1 being the saturation level. Let us now assume that wu(t,z) also depends on a spatial

variable, and the species can move in space in a diffusive way. Then the equation becomes

ou
5 kAu+ f(u), u(0,2) = up(x). (5:2)
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Here, k is the diffusion coefficient, and we have replaced u(1 — u) by a general nonlinearity
f(u). We will assume that u = 0 and u = 1 are steady states, meaning that f(0) = f(1) = 0.
Let us first assume that x is one-dimensional. We are interested in initial conditions which
look like fronts separating the two states. This means that ug(x) looks as follows:

up(z) = 1 as x — —o0, ug(x) = 0 as  — +00. (5.3)

The question is whether the solution of (5.2) will converge in the limit to a steady state
separating u &~ 1 and u = 0, or one of these states would invade the other, so that as t — 400
we would have

u(t,z) — 1 as t — +o0, for any x € R fixed, (5.4)

or
u(t,z) — 0 as t — +o0, for any = € R fixed. (5.5)

In the former case we say that 1 invades 0, and that 0 invades 1 in the latter. There is a
special class of solutions which invade at a constant speed ¢, they have the form

u(t,z) = Uz — ct), (5.6)
and satisfy the boundary condition
U(x) - 1asx — —oo, and U(z) — 0 as x — +oc. (5.7)
Thus, 1 invades 0 if ¢ > 0, and 0 invades 1 if ¢ < 0. The traveling wave satisfies the ODE
—cU' =U"+ f(U), U(—o0) =1, U(+oc)=0. (5.8)

First, integrating the equation we get

c= /OO f(U(x))dx. (5.9)

Next, multiplying the equation by U’ and integrating, gives

C/Z(U’(z))de - —/Z FU @)U (z)dz = /01 F(s)ds. (5.10)

That is, the sign of the speed c is determined by the sign of the integral in the right side
above. In other words, if we set

F(s) = /OS f(2)dz, (5.11)

then the state 1 invades 0 if F'(1) > 0, and 0 invades 1 if F'(1) < 0.

There are three main classes of nonlinearities we will consider. All of them will satisfy
f(0) = f(1) = 0. We say that f(u) is of the Fisher-KPP class if it looks like u(1 — u). This
means that

-
~—~
o
~—
I
~
—~
-y
~—
I

0, f(u) >0 and f(u) < f(0)u for all u € (0,1). (5.12)
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The nonlinearity f(u) is of the ignition class if there exists 6 € (0,1) so that

f(u) =0 for all u € [0,6y], f(u) > 0 for u € (6, 1). (5.13)
Finally, f(u) is a bistable nonlinearity if there exists 6y € (0,1)0 so that

f(u) <0 for all u € (0,6p), f(u) >0 for u € (6, 1). (5.14)

Our goal will be to show the following: (1) in the ignition and bistable cases there exists
a unique speed ¢, > 0 for which a traveling wave exists, and the wave is unique up to a
translation; (2) in the KPP case there exists ¢, > 0 so that for any ¢ > ¢, a traveling wave
U.(x) exists, and for each ¢ > ¢, fixed, the wave is unique up to a translation.

Explicit examples
The ignition case

Before we consider the general nonlinearities, we consider explicit examples, where traveling
waves can be computed more or less explicitly. We begin with the ignition case, taking a
very simple discontinuous f(u): f(u) =0 for 0 <wu < 6 and f(u) = p(1 —u) for § < u < 1.
Consider the traveling wave equation, setting x = 1 for simplicity:

—cU' = U" + f(U). (5.15)

We know from (5.10) that ¢ > 0. Let us fix the translation requiring that U(0) = 6. Then for
x > 0 the function U(z) has the form

U(x) =0e, = >0, (5.16)
while for x < 0 we have
—cU' =U"+pu(1-0). (5.17)
We may write U = 1 — w, with w(z) solving
cw' =w" + pw, x<0. (5.18)
That is,
w(z) = Ae* + Be'”,
with

1 1
/\(C):a[_c‘F 2 +4p] >0, )\'25[—0—\/02+4M]<0,

As the function w(z) is bounded, and z < 0 we must have B = 0, and, as w(0) = 1 — 0, we

have
Ur)=1—(1-0), z<0.

Matching U’'(0%) and U'(07) gives
cd = (1 —0)\(c). (5.19)

Note that
dA\(c) 1 c

S R
de 2[ VA +4p

hence (5.19) has a unique solution ¢, > 0, and the traveling speed is unique.

| <0,
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The bistable case

Next, we consider an explicit bistable example. Let us define a discontinuos f(u) by f(u) =
—vu for 0 <wu <6, and f(u) = p(l —u) for # < u < 1. Once again, we fix the translation by
the normalization U(0) = 6. For x > 0 we have

—cU' =U"-vU, U0)=6, U(+o0)=0. (5.20)

It follows that ]
Ux) =0e ", N\ = §[c+ v +4v], x> 0.

For z < 0 we have
—cU' =U"+ (1 - U, U(0) =0, U(+o0)=0. (5.21)

Setting again U = 1 — w gives

1
w(z) = AN, N = 5[—6—# 2 +4u], x<0.

Matching at x = 0 implies that A =1 — 0, and
ON-(c) = (1 = 0)N(c). (5.22)

Next, note that A(¢) > 0 and Xj(c) < 0. Moreover, we have, as ¢ — —o0:

1 4 1 2
)‘T(C):§[C_C\/1+C_Z] ~§(c—c(1+c—s))~%, ¢ — —00,

and .
/\lzﬁ[—ch 02+4u}~|c|asc—>—oo,
and, as ¢ — +oo:
/\()—1[+ \/1+4y] -
rle) = glete > casc 00,
and
1 P
)\lzi[—c—ir c2+4u]~—asc—>—oo.
c

It follows that for any 6 € (0, 1) there is exactly one solution to (5.22), and the traveling wave
speed c¢, is unique.

The Fisher-KPP case

We now consider an explicit Fisher-KPP example. We take § € (0,1) and set f(u) = u(1—60)u
for 0 <u < 60m, and f(u) = pd(1 —u) for 6 < u < 1. Once again, we fix u(0) = 6. Now, we
have

—cU' =U"+ pb(1 —u), x<0,

hence

UE)=1-(1- 9)€A1(6)$7 Ai(e) = [— c+ 2+ 4;@6]

1
2
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For z > 0 we have
—cU' =U"+p(1-0)U, z>0. (5.23)

The difference here, relative to the ignition and bistable examples is that we now have two
decaying exponentials as solutions of (5.23):

Uz) = Ge 2z 4 a(e—%(C)w — e—W(C)JC)’ (5.24)

with

"l C—\/c2 4p(1 = 0)], (e ch\/c2 4p(1 - 0)].

As we require posmve solutions, we must have ¢ > ¢,, Wlth
ce = \/4p(l —6). (5.25)

Note that the case ¢ = ¢, has to be treated separately since then ~;(c.)v2(cs). Let us match
the derivatives at x = 0:

—A(e)(1 = 0) = =2(c)f + a(72(c) — n(c)), (5.26)
—(1;0>[—c+ 02+4u} c—{—\/c2 4p(1 — 0)] 4 a/c2 — 4u(1 — 6),
" 2a+/c? — 4u(l — 0) = ¢ — 0)\/c2 4 4pf + 0+/c2 — 4u(1 — 0). (5.27)

For the positivity of U(z) we need a > 0, hence we need the right side of (5.27) to be
non-negative. This is true if

c +92<C —4p(1 = 0)) + 20/ — 4p(1 — 0) > (1 — 20 + 6%)(* + 4ub)
=+ 4pf — 20c¢* — 8071 + 6*c* + 40°

or

2c0+/c2 — 4p(1 — 0) > & + 4pb — 20¢% — 867+ 02 + 4031 — & — 20 + 4pb? + 4pub?
= 4uf — 20¢% — 40% 1 + Sub®.

But if ¢ > ¢, then the right side satisfies
400 — 20c* — 40% 1 + 8l < 4ph — 80u(1 — 0) — 40% 1 + Sl = —4pb + 4p0* + 816>

Solution should exist if ¢ > ¢,. The case ¢ = ¢, is an exercise.
Thus, in the KPP case, the speed of a traveling wave is not unique, and actually waves
exist for all ¢ > c,.
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Existence of one dimensional travelling waves

Following the historical order of development we begin with showing that travelling wave
solutions of

or 9T 1
5% = 92 T 4f(T). (5.28)
exist when the nonlinearity f(7") is of the KPP type. The factor 1/4 is introduced for
convenience. We will assume that f is normalized so that f/(0) = 1, then the KPP condition
F(T) < f/(0)T implies that f(T) <T.
The function U(z) satisfies an ODE

A = U+ (), U(-o0) =1, Ul+oc) =0, (5.29)

Introduce V' = —U’ so that (5.29) becomes
au

— =V 5.30
- (5.30)
dV 1

This system has two equilibria: (U,V) = (0,0) and (U,V) = (1,0). A travelling wave
corresponds to a heteroclinic orbit of (5.30) that connects the second equilibrium (1,0) at
x — —00, to the first, (0,0), at  — 400. Linearization around (0, 0) gives

i (v) =2 (V) 2= (o =)

The eigenvalues of Ay satisfy
1
)\2+c)\+l—lf’(0) =0

and are both real and negative if ¢* > f/(0) = 1. Therefore for a positive travelling wave
U(x — ct) to exist we need ¢ > 1 so that (0,0) is a stable point. The linearization around

(1,0) gives i 0 0 0 -1
i ()= (P) o=t )

The eigenvalues of A; satisfy
1
A2+cA+Z—lf’(1) =0

so that they have a different sign: A\ > 0, Ay < 0, and (1,0) is a saddle. Note that the
unstable direction (1, —A;) corresponding to A; > 0 lies in the second and fourth quadrants.

Let us look at the the triangle D formed by the lines I, = {V =~U}, lh = {V =a(1-U)}
and the interval I3 = {[0,1]} on the U-axis. We check that with an appropriate choice of 7
and « all trajectories of (5.30) point into D on the boundary 0D if ¢ > 1. That means that
the unstable manifold of (1, 0) has to end at (0, 0) since it may not cross the boundary of the
triangle. That is, U and V stay positive along a heteroclinic orbit that starts at (1,0) and
ends at (0,0) — this is a monotonic positive travelling wave we want to exist. In particular
that will show that travelling waves exist for all ¢ > ¢, = 1.
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Along [3 we have V = 0 and

dU dVv 1
a0 %_Zf(U)>O

aUu
so that trajectories point upward, that is, into D. Along [; we have e —V <0 and
x

av_ [0 fU)

aw - w T U

av
That means that the trajectory points into D if the slope ¥l > ~ along [;. This is true if

c———= 27

f)
4vU

for all U € [0,1]. This is equivalent to
fU)

—2 > 31
V=2 T (5.31)
fU) .
We have i < 1 and hence (5.31) holds provided that
5 1
cy — vyt > T (5.32)

Such v > 0 exists if ¢ > 1. Let us check that with this choice of ¢ and ~ all trajectories point

into D also along the segment [5. Indeed we have along [s: e —V <0 and
x

av_ U _. fU)
dU 4V 4a(l1-U)

av
That means that the trajectory points into D if the slope — > —« along [;. This is true if

aUu
f(U)
C_4a(1—U) =«
for all U € [0,1], or
ca + o > 4({(ij)(])
fU)

This is true for instance if o > . SHUlfS ) 4(1——U)

Therefore a travelling front exists provided that ¢ > 1. However, we have also shown that
no travelling front exists for ¢ < 1. Thus we have proved the following theorem.

Theorem 5.1 A travelling front solution of (5.29) with a KPP-type nonlinearity exists for
all c > 1.
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Remark 5.2 We note that the travelling waves that propagate with the speeds ¢ > ¢, =1
are in a sense superfluous. More precisely, their existence is unrelated to diffusion: let Up(x)

be solution of
Uiy

dx
Such solution exists and satisfies the boundary conditions

- _}lf(UO), Up(0) = 1/2. (5.33)

Up(z) — 1 as x — —oo and Up(z) — 0 as © — +o0. (5.34)
Then given any ¢ > 0 the function T'(t,z) = Uy (f — t) is a traveling wave solution of
c

or T 1
I _ . L Ly
o1 92 T2/ (M)

Thus these travelling waves exist even at zero diffusion coefficient and are therefore not quite
"reaction-diffusion” waves.

The shortcoming of having non-physical waves is absent in the case of ignition nonlinearity.

Theorem 5.3 Let f(T') be of ignition type. Then there ezists a unique ¢ = ¢, so that a
travelling wave solution of (5.28) of the form U(x — ct) exists.

The proof is based on the ODE methods similar to those in the KPP case, and is left as an
exercise for the reader. We note, however, that in the ignition case spurious waves at zero
diffusivity do not exist: solutions of (5.33) do not satisfy the boundary conditions (5.34). This
explains qualitatively uniqueness of the travelling front speed. We also remark that if we fix
the travelling wave so that U(0) = 6, then the travelling wave is given by U(x) = 0y exp(—cx)
for x > 0. Hence we have to find ¢ so that in the variables (U,V = —U’) the stable manifold
of the point (1,0) in (5.30) would pass through the point (6, cfy). Not surprisingly such c is
unique.

The front-like initial data

We look now at the behavior of solutions of (5.28) with a general initial data Ty (x) = 7(0, x)
such that Ty(z) = 1 for = < xg, To(x) = 0 for x > 27 and 0 < Ty(z) < 1. The main result
is that such initial data propagates with the speed ¢, = 1 of the slowest travelling front in
the KPP case and with the speed of the unique travelling wave in the ignition case. More
precisely, we have the following.

Theorem 5.4 Let T(t,x) be solution of (5.28) with the initial data Ty(x) as above. Then
giwen any x € R we have

0, ifc> cy,

1, ifc<ec.. (5.35)

lim T'(t,x + ct) = {
t—o00

Here ¢, = 1 is the minimal speed in the KPP case and the unique travelling front speed in the
ignition case.
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This means qualitatively that T" moves with the speed c,. More precise statements on the
convergence to a travelling front in the ignition case may be obtained but we will not go into
details.

We will prove (5.35) only in the ignition case. The idea is to use the travelling wave solution
U(x — ct) to construct a super-solution and a sub-solution. Let U(x) be the travelling wave,
solution of

—c, U =U"+ f(U), U(0) = by.
We dropped the factor 1/4 in front of f(U) as it is useful only in the KPP case. We look for
a sub-solution for 7" of the form

Pi(t,x) =U(x — et + 1 + &1(F) — i (t, ).

The functions & (t) and (¢, x, z) are to be chosen so as to make 1, be a sub-solution. The
shift 27 will be then used to make sure that initially we have (0, z) < Ty(z). In order for
1y to be a sub-solution we need

0 0?
Gli] = % - af; — f(¥n) <0.
We have p o
Gl = U = Sk + 225+ f(U) = (U = qv).

With an appropriate choice of x1, that is, by shifting U sufficiently to the left we may ensure
that To(z) > U(x) — qro(z) with 0 < gio(z) < (1 —60p)/2 and qio(x) € L}(R). Then we choose
¢1(t, z) to be the solution of

oq 0%
0_751 = %21, ¢1(0,2) = qo() (5.36)
so that we have o
a1 () lloe < WH%OHD(D) (5.37)

for t > 1.
We may find 6 > 0 so that if U € (1—0,1) and ¢; € (0, (1 —00)/2) then f(U) < f(U—q).
Hence we have in this range of U:

Gl <&U <0 (5.38)

provided that & > 0. Furthermore, if § is sufficiently small and U € (0,6) then f(U) =
f(U —0) = 0 and hence in this range of U we have (5.38) with the equality sign on the left.
Finally, if U € (0,1 —9) then |f(U) — f(U —q1)| < Klg| and U’ < —f with positive constants
K and 3 that depend on § > 0. Hence G[¢;] < 0 everywhere provided that

. KOl

&i(t) 3

(5.39)

Thus we may choose

&i(t) = OVt (5.40)
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Therefore we obtain a lower bound for T
T(t,z) > Uz — cut + CVt) — qu(t, ). (5.41)

In order to obtain an upper bound we set 1, = U(x — ¢t — 22 — &(t)) + ¢2(¢, ) and look for
& (t) and go(t, z) so that G[i,] > 0. The constant x5 is chosen so that

To(z) < Uz — 22) + ¢2(0, )

with ¢2(0,2) € LY(R) and 0 < ¢2(0,2) < /2, as with ¢(0,z). The function gu(¢,z) is then
chosen to satisfy the same heat equation (5.36) as ¢;. Hence it obeys the same time decay
bounds as ¢;. With the above choice of ¢» we have

G() = —&U" + f(U) = f(U + g5).

Once again, we consider three regions of values for U. First, if 1 —9 < U < 1 with a sufficiently
small § > 0 then f(U) — f(U + q2) > 0, as ¢ > 0. Hence G[¢»,] > 0 in this region provided
that & > 0. Second, as ¢ < 0p/2 we have f(U) = f(U+ q) =0if 0 < U < ¢ with a
sufficiently small 6 > 0. Hence G[¢,] > 0 in that region under the same condition & > 0.
Finally, if U € (§,1 — ¢) then U' < —f with 5 > 0 and |f(U) — f(U + ¢2)| < K||¢2||so. That
means that G[i,] > 0 if we choose &, so that

. K -
o> Kol

Therefore we may choose

gQ(t) = C\/Ev

as with & (t). Thus we obtain upper and lower bounds
Ul —ct+ &) +a1) —qu(t, o) <T(t,z) S U(x — et — E(t) — 22) + ¢2(t, x) (5.42)

that imply in particular that

Uz — et + Coll + V1)) — =) <T(t,z) <U(x — et — Co[l + V1)) + G (5.43)
Vi Vi
with a constant Cy determined by the initial conditions. Now, if we take x = xg + ct with
¢ < ¢, and use the lower bound in (5.43) we get T'(t,z9 + ct) — 1 as t — oo. On the other
hand, if we take x = xy+ ¢t with ¢ > ¢, and use the upper bound we obtain T'(t, xg + ct) — 0
as t — oo.

One may obtain the upper bound in the KPP result simply by replacing F(T') by T". The
lower bound is obtained from the ignition case by cutting of a KPP-type f(T') at a point
6o > 0 and then letting 8y — 0. We omit the details. O

We confess that a better effort using the spectral methods and functional analysis shows
that in the ignition case solution actually converges to a travelling wave exponentially fast in
time. However, this requires a different technique that we do not go into here.
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Compactly supported initial data

When the initial data Ty has compact support, two scenarios are possible in the ignition case.
First, if the support is too small, solution may become extinct:

T(t,x) — 0 as t — oo, uniformly on R. (5.44)

On the other hand, if the support is sufficiently large, two fronts will form: one on the right,
another on the left that will propagate to the left and to the right so that eventually

T(t,z) — 1 as t — oo, uniformly on compact sets. (5.45)

Extinction is impossible in the KPP case: solution with an arbitrarily small initial support
satisfies (5.45). The difference between the KPP and ignition case is best seen from the
linearization at small 7" in the ignition case we get the heat equation

or o°T
ot 02
that has solutions decaying in time. In the KPP case the linearization is
or  o°T ,
— == 0)T
o = o 0
that has solutions growing in time.
We consider solutions of oT T
— = T 5.46
5 = a2 /T (5.46)

with an initial data of the form

_ 17 ’.fCl § X,
To(x) = {07 2| > 1, (5.47)

and with 0 < Ty < 1. The first result concerns extinction.

Theorem 5.5 Let f be of the ignition type. There exists | > 0 so that if x1 < then solution
becomes extinct, that is, (5.44) holds.

Proof. The proof is simple: the comparison principle implies that T'(¢t,z) < W(t, x), solution

of
ov 9?0V
E = W + M\I/, \I/(O,IL’) = TO(JI)
with the constant M chosen so that f(7) < MT. However, ¥ is given explicitly by
Wit,0) = —= [ Ty < Tl < — e
,T) = e < 1 < — 1]
V27t ey V27t one V27t '

Hence T'(t = 1,2) < V(t = 1,z) < 0y provided that |x;| < C6y. However, if T(t = 1,z) < 6
then uniquness of the solution of the Cauchy problem for (5.46) implies that T'(¢, ) satisfies
the heat equation for ¢t > 1:

or  9*T

ot 022
Then the limit behavior (5.44) follows from the fact that | 7(t = 1)||;1 < oco. O

On the other hand, if 7y = 1 on a sufficiently large set, then the flame propagates: (5.45)
holds.
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Theorem 5.6 If f is of the ignition type then there exists L > 0 so that if xo > L then (5.45)
holds. If f is of the KPP type then (5.45) holds provided that x; > 0.

Proof. We will consider the ignition case but the KPP case is similar. The proof is in two
steps. First we will find d > 0 and a sub-solution ¢(z) on the interval [—d, d] so that

¢'(@) + F(8) = 0, ¢(~d) = 6(d) = 0 (5.48)

and 0 < ¢ < 1. We will then consider a special solution ®(t,z) of (5.46) with the initial data
O(t,z) = ¢(x). It will turn out to be monotonically increasing in time and thus converge to
a limit as ¢t — +o00. It will only remain to identify the limit as ®,, = 1.

Choose 6,05 so that 05 > 6, > 0y and define fi(T") by

0, T <6,
f1(T) = w’ 0, <T <0,
0y, — 6,

The function f(7T') is Lipschitz continuous, and hence we may choose #; and 6y so that
f1(T) < f(T). Therefore if ¢ satisfies

¢" + fi(¢) =0 (5.49)

then ¢ satisfies (5.48). We are going to exhibit an explicit solution ¢(x) of (5.49) with the
“initial” conditions

d¢

50 =0 L0)=0
Indeed, ¢(x) is given explicitly by
f(62) ™
¢(r) =61 + (2 — 61) cos (zv/a), o= 5y — 0, forz < Ry = o (5.50)
Furthermore, we have
¢(x) = B(d —|z|), for Ry < |z| (5.51)

with B and d determined by matching (5.50) and (5.51) at x = Ry: B = (A2 — 61)y/a and

0
d =Ry + El The function ¢(z) satisfies (5.48). We choose z sufficiently large so that

To(z) > ¢(x). We now let ®(t,z) be solution of (5.46) with the initial data ®(0,z) = ¢(z),
as we discussed above. Then

T(t,z) > ®(t,x) > ¢(z), (5.52)
as the first inequality follows from the comparison principle, while the second from the fact
that ¢(z) is a sub-solution. This implies that v(t,z) = 22 > 0 for ¢ > 0. Indeed, given any
h > 0, let v,(t,x) = ®(t + h,x) — ®(t,z). Then v,(0,2) > 0 is positive as implied by the
second inequality in (5.52). The function vy, satisfies an equation of the form

up Pup, | f(O(t+ h,x)) = fF(D(t, x))v
ot Ox? O(t+ h,x) — O(t,x)
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Hence the maximum principle implies that v, (¢, x) > 0 for all £ > 0, and all h > 0. Thus the
function ®(¢,z) is monotonically increasing in time and has a limit ®(x) as t — +oo. The
limit function has to be a non-negative solution of

D, + f(®) =0, z€R, (5.53)
such that ®(z) > ¢(x), for z € [—d, d]. We may now define the shifts
on(x) =¢(x+h), x€(—d—h,d—h),
which all satisfy

0=¢y+ filon) < dn + f(on), —d—h<du(x)<d—h.

We know that for h small we have ®(x) > ¢(x) for all x € (—d — h,d — h). If we let hg
be the supremum of all i such that this inequality holds, we deduce that ®(x) > ¢ () for
all z € (—d — h,d — h) and there exists xq such that ®(z) = ¢;(z¢). This contradicts the
maximum principle, hence ®(x) > ¢, (z) for all h. We conclude that ®(x) > 6, everywhere.
This and (5.53) implies that ® may not attain a local minimum in R, hence either it is equal
to a constant Tj, or it is monotonic on two sides of the point xy where it attains its maximum,
and thus has limits as £ — £oco. In the former case the constant T > 6y has to be such
that f(Tp) = 0 and hence ® = 1. In the latter case there exist two sequences x,, — —oo and
Yn — 400 so that ®,(x,) — 0 and ®,(y,) — 0 as n — +oo. Integrating (5.53) between x,

and y, we get

Dy (yn) — Paln) + /yn f(®)dz = 0.

Passing to the limit n — +o0o0 we obtain f(®) =0, hence ® =1. O

It is not difficult to construct a sub-solution that propagates to the left and right with the
speed ¢,. That means that not only (5.45) holds for z; > [ but also the front expands at the
speed of the travelling front.

6 Explosion, extinction and diffusion

Here, we investigate the interaction of a local nonlinearity and diffusion, a simpler setting
than for the non-local Keller-Segel system. Solution of a simple ODE

At) = 2™, 2(0) = 2 > 0, (6.1)

is explicit:
20
z(t) = .
) (1= (m — 1)tz H)Y/m=1)
It blows up in a finite time for all m > 1. On the other hand, solution of the same nonlinear
ODE with a negative sign:

2(t) = =2, 2(0) =z >0, (6.2)
is also explicit:
20

t - )
=(t) (1+ (m — 1)tz 1)1/ m=1)
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and it becomes extinct in a finite time:
z(t) = 0 as t — +oc.

Here, we ask how the presence of diffusion can affect these phenomena. Intuitively, diffusion
spreads the solution and tries to ”bring it down”. This is an obvious competition with local
growth in (6.1), so one may expect that the addition of diffusion can prevent the blow-up.
On the other hand, for (6.2) one may expect that diffusion will combine with the decay to
speed up the convergence of the solution to zero — this is true but depends on the way how
we measure the convergence to zero.

Blow-up in the semilinear heat equation: using the maximum principle

We will consider the following problem in a bounded domain:

w=Au+u? t>0, xe€, (6.3)
u =0 on 0f),
u(0,x) = up(x) > 0.

In order to understand what to expect, let ¢ be the principal eigenfucntion of the Dirichlet
Laplacian in €:

—Ap =M, ¢(x) >0, xe€Q, (6.4)
¢ =0 on 0f).

Let us multiply (6.3) and integrate by parts:

u(t, z)p(x)dx = /[Au(t, z) +u(t, z)?)¢(x)dr = /Q[—)\lu(t, 2)p(z) +u?(t, 2)(x)]dx.

The Cauchy-Schwartz inequality implies

( /Q u(t,x)¢<w)dw)2da: < /Q u’(t, 2)p(z)dx / $(x)da. (6.6)

Using this in (6.5) gives

G [ et 2)o)de = = /Q ult, z)p(z)dz + é( /Q ult, x)¢(x)dx>2da:, (6.7)
with
a= | ¢(x)dz
Q
Thus,
2(t) = /Q u(t, )6(x)da
satisfies
di—l(f) > -\ Z(t) + 222@). (6.8)



Let us define Q(t) = eM'Z(t), so that

dQ@) o il
— > r— : .
20 > enelgr) (69)
Integrating in time gives
1 1 1
- + > 1 —e My, 6.10
antam T an T (610

or

1 —e M), (6.11)

Thus, if @(0) is sufficiently large, so that

! < ! (6.12)
Q(O) a)\1 ’ ’
then there exists a time 7™* so that Q(7™) < 0 which is a contradiction. Hence, no global in
time solution may exist if the initial mass is sufficiently large, more precisely, if

/Q uo(2)b(2)dz > Ay /Q o (x)dz. (6.13)

Note that this condition would not change if we multiply ¢ by a constant!
In order to see what happens when the initial condition is small, note that ¢, = p¢(x) is
a super-solution: it satisfies

—AG, = Mgy > &, (6.14)

provided that
pp(x) < Ay for all z € Q.

This is true, if we set

M
/4 = min

The minimum is achieved since ¢(z) = 0 on 9. let us consider the difference
w(t, x) = u(t, ) — gu(x),
with some fixed b > 0. It satisfies
wy — Aw = uy — Au+ Ag, <0 — ¢, = (u— ¢u)(u+ ¢u) = wu+ ). (6.15)

We conclude that if w(0,2) < 0 for all x € , then w(t,z) < 0 for all x € Q and all ¢ > 0.
Thus, if the initial condition is small, in the sense that

up(z) < po(x), (6.16)

then u(t, x) remains finite for all ¢ > 0 — diffusion wins over growth.
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Blow-up in the semilinear heat equation: using the energy method

Let us now obtain a different size condition for the blow-up, without using the maximum
principle, or positivity of the solution. We start with

= Au+|ulftu, t>0, z€Q, (6.17)
u =0 on 0f),
U(O,SIZ) = UO(LIJ),

with some p > 1. This system has an energy:

1 1
- §/Q|Vu|2dx—m/9|u|p+1dx. (6.18)
Note that
dE o1 o1
e (Vu - Vu)de — ]u\ uupdr = w[Au + |u|P uldx
0 Q
= —/(Au + [uP~tu)?dz <0, (6.19)
Q
thus . .
E(t) < E(0):= = [ |Vuld ——/ P, 6.20
0 < BO) 1= [ [Vunfds = —— [ juopas (6:20)

Let us now see what happens with the L?-norm of the solution. Multiplying the equation by
u and integrating gives

2dt/|u (t,2)*dx = /u[Au+ ulP~ u)dr = —/|Vu(t,x)|2dx+/|u|p+1dx
= —2E(t) — m/ﬂ\u]pﬂdx—i- / lu|Ptrde > —2F, —i—a/ lu|Ptda, (6.21)

with

2
a=1——>0.
p+1

Thus, if Fy < 0, then we have

u(t,z)Pde > o | |ulPtd. 6.22
2 dt

Holder’s inequality implies, for p > 1 that

2/(p+1) 1-2/(p+1)
/|u|2d:c§ (/ |u]p+1dx) ' </dm) ' :
Q Q Q

(p+1)/2
/\u!”“darz |Q|<1—p>/2(/ |u]2da:> .
Q Q

hence
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Thus, setting
2t = [ Jutt.a)Pd,
we get from (6.22) when E, < 0:

% > 2a|Q|(17P/2Zz0HD2 (), (6.23)

Thus, any solution with Ey < 0 blows up in a finite time. Note that this is also a size
condition: if we fix any g(z) # 0, and consider the initial condition ug(z) = rg(x), then

E 1 2 1 pHl g, r’ 2 et p+1
0(7“)—5 | V| diﬂ—m | o] dﬂ?—g V| dﬂf—p+1 lg|Pdx < 0,

for all +1 1/(p—1) 1/(p—1)
p p— —L1/{p=
> T i= (T/|Vg|2da:> </|g|p+1d:1:> :

Diffusion can prevent extinction

Let us now consider a "negative nonlinear heat equation”:
w = Au—uP, zeR% (6.24)

with p > 1 and u(0,z) = ug(x) > 0. This a very simple model for reproduction, and the total
mass

M(t) = /Rd u(t, z)dz, (6.25)

is the total mass that has not reproduced. Thus, small M(t) corresponds to effective repro-
duction. Obviously, in the absence of diffusion we have

M(t) = 0 as t = +o0. (6.26)

With diffusion we still have
dM
— = D(t): —/ uP(t, z)dx < 0, (6.27)
dt R

so the total mass decreases. We would like to understand if diffusion may prevent extinction:
will (6.26) still be true in the presence of diffusion?
First, we need an estimate for the dissipation D(t) in (6.27). Note that solutions of the
heat equation
v, —Av =0, x€R% (6.28)

satisfy two well-known estimates:
[o(t2)l|lzr < flo(t) ],
and

C
[o(E2)| e < WHU(IH)HLM
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for all t, > t; > 0. It follows that

_ C
l@@@ﬁWWSW@WMMMWJS%_mmmMMmmv (6.29)

If v(t, x) is the solution of (6.28) for ¢t > 7, with v(7, z) = u(7, x), then we have u(t, z) < v(t, x),
whence intgrating (6.27) in time gives, for all t5 > 7 + a, and a > 0:

M(ty) = M(1 + a) / / (t,x)Pdxdt > M(T + a) — / / (t, x)Pdxdt
+a JRY T+a J R4

to d
> M(T+a) CM( ) /;_i_a m, (630)
with y .
5= (pz_ ) 1. (6.31)
In order to have 0 > 0 we need to assume that
2
Then we have
o dt _ OM(7)P
for all to > 7+ a. On the other hand, we also have, as M(s) is decreasing in time:
T+a
M(T+a):M(T)—/ uP(t,x)dx > M(7) — ||luol/f = / / (t,x)
T+a
> M(7) — [|uol/7~ M(s)ds = M(7) — al|uo|;=! M (7). (6.34)
Let us choose a so that
p—1 1
alluollf = 5.
Then we have from (6.34):
M
M(t+a)> 2(7-)
Using this in (6.33) gives us, for all t5 > 7 + a:
M CM(T)P
M(ty) > 2(7) - GET) . (6.35)

Then, if we have
M(t) — 0 as t — 400,

we have a time 7 so that
CM(r)P~1 _

ad

Ll —
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and (6.35) would imply

M
M(t)z%, forall t > 7+ a,

which is obviously incompatible with (6.36). We conclude that

lim M(¢) >0, (6.36)

t—+00

and diffusion does, in fact, prevent the extinction.
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