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The plan for this class is to cover the following topics:

I. Basic theory of Hamilton-Jacobi equations.
II. An introduction to mean-field games.
III. Some applications to macroeconomics.
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Chapter 1

Inviscid Hamilton-Jacobi equations

1.1 Introduction

We will consider in this chapter the Hamilton-Jacobi equations

ut +H(x,∇u) = 0 (1.1.1)

on the unit torus Tn ⊂ Rn, or, sometimes, in all of Rn. As we will see, a physically reasonable
class of solutions to (1.1.1) behave very much like the solutions to a regularized problem

uεt +H(x,∇uε) = ε∆uε, (1.1.2)

with a small diffusivity ε > 0. Most of the techniques for the analysis of the solutions to such
nonlinear diffusive equations rely on the positivity of the diffusion coefficient and deteriorate
badly when the diffusion coefficient is small. However, we will see that some of the bounds
may survive even as the diffusion term vanishes, because they are helped by the nonlinear
Hamiltonian H(x,∇u). Obviously, not every nonlinearity is beneficial: for example, solutions
to the linear advection equation

ut + b(x) · ∇u(x) = 0, (1.1.3)

are typically no more regular than the initial condition u0(x) = u(0, x), no matter how smooth
the drift b(x) is. Therefore, we will have to restrict ourselves to a class of Hamiltonians H(x, p)
that do help to regularize the problem. This nonlinear regularization effect is one of the main
points of this chapter.

1.2 An informal derivation of the Hamilton-Jacobi equa-

tions

We begin by providing an informal derivation of the Hamilton-Jacobi equations. The material
of this section will reappear later in the form of the Lax-Oleinik formula for the solutions to
the Hamilton-Jacobi equations.
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We start with a random walk on a lattice of size h in Rn, and a time step τ . The walker
evolves as follows. If the walker is located at a position X(t) ∈ hZn at a time t = mτ , m ∈ N,
then at a time t+ τ it finds itself at a position

X(t+ τ) = X(t) + v(t)τ + hξ(t). (1.2.1)

Here, ξ(t) ∈ Rn is an Rn-valued random variable such that each of the coordinates ξk(t),
with k = 1, . . . , n, are independent and take the values ±1 with probabilities equal to 1/2, so
that

E(ξk(t)) = 0, E(ξk(t)ξm(t′)) = δkmδt,t′ , (1.2.2)

for all 1 ≤ k,m ≤ n and all t, t′. The velocity v(t) is known as a control, that the walker
can choose from a set A of admissible velocities. The choice of the velocity v on the time
interval [t, t + τ ] comes with a cost L(v)τ , where L(v) is a prescribed cost function. At
the terminal time T = Nτ the walker finds itself at a position X(T ) and pays the terminal
cost f(X(T )), where f(x) is also a given function. The total cost of the trajectory that starts
at a time t = mτ at a position x and continues until the time T = Nτ is

w(t, x;V ) =
N∑

k=m

L(v(kτ))τ + f(X(Nτ)). (1.2.3)

Note that the total cost involves both the running cost and the terminal cost. We have
denoted here by V = (v(t), v(t + τ), . . . , v((N − 1)τ)) the whole sequence of the controls
(velocities) chosen by the walker between the times t = mτ and T = Nτ .

The quantity of interest is the least possible average cost, optimized over all choices of the
velocities:

u(t, x) = inf
V ∈At,T

E
[
w(t, x;V )

]
= inf

V ∈At,T
E
( N∑
k=m

L(v(kτ))τ + f(X(Nτ))
)
. (1.2.4)

Here, the expectation E is taken with respect to the random variables ξ(s), for all s = kτ
with m ≤ k < N that describe the random contribution at each of the time steps between t
and T . The set At,T is the set of all possible controls chosen between the times t = mτ
and T = Nτ . The velocities v are viewed as not random, as they can be chosen by the
walker. The function u(t, x) is known as the value function and is the basic object of study
in the control theory.

As the velocities v(s) are chosen separately by the walker at each time s between t and T ,
and the random variables ξ(s) and ξ(s′) are independent for s 6= s′, the function u(t, x)
satisfies the following relation:

u(t, x) = inf
v∈A

E
[
L(v)τ + u(t+ τ, x+ vτ + hξ(t))

]
. (1.2.5)

This is the simplest version of a dynamic programming principle, a fundamental notion of
the control theory. Here, v is the velocity chosen at the initial time t and the expectation is
taken solely with respect to the random variable ξ(t).

A version of the dynamic programming principle, such as (1.2.5), is a very common starting
point for the derivation of the Hamilton-Jacobi and other related types of equations that
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come from the optimal control theory. To illustrate this idea, let us assume that u(t, x) is a
sufficiently smooth function and that the time step τ and the spatial step h are sufficiently
small. Expanding the right side of (1.2.5) in h� 1 and τ � 1 gives

u(t, x) = inf
v∈A

E
[
L(v)τ + u(t+ τ, x+ vτ + hξ(t))

]
= u(t, x) + τut +

τ 2

2
utt(t, x)

+ inf
v∈A

E
[
L(v)τ + (vτ + hξ(t)) · ∇u(t, x) + τ(vτ + hξ(t)) · ∇ut(t, x)

+
1

2

n∑
i,j=1

(viτ + hξi(t))(vjτ + hξj(t))
∂2u(t, x)

∂xi∂xj

]
+ l.o.t.

(1.2.6)

Note that the terms of the order O(1) in the left and the right sides of (1.2.6) cancel auto-
matically. In addition, the terms that are linear in ξ(t) vanish after taking the expectation
because of (1.2.2). An interesting choice of the relation between the temporal and spatial
steps τ and h is

h2 = 2Dτ, (1.2.7)

with a diffusion coefficient D > 0 (the true diffusion coefficient is, of course, 2D but we make
this normalization for convenience, as is common in the PDE literature). Then, after taking
into account the aforementioned cancellations, the leading order terms in (1.2.6) are of the
order O(τ) = O(h2). Still, keeping in mind (1.2.2), we see that they combine to give the
following equation for u(t, x):

ut(t, x) + inf
v∈A

[
L(v) + v · ∇u(t, x)

]
+D∆u(t, x) = 0. (1.2.8)

Let us introduce the function

H(p) = inf
v∈A

[
L(v) + v · p

]
, (1.2.9)

defined for p ∈ Rn. It is usually called the Hamiltonian and is the Legendre transform of the
Lagrangian L(v). Then, (1.2.8) can be written as

ut +H(∇u) +D∆u = 0. (1.2.10)

This equation should be supplemented by the terminal condition u(T, x) = f(x) that comes
simply from the definition of the value function. Recall that f(x) is the terminal cost function.

Equation (1.2.10) is backward in time. It is convenient to define the function

ū(t, x) = u(T − t, x),

which satisfies the forward in time Cauchy problem:

ūt = H(∇ū) +D∆ū, t > 0.

ū(0, x) = f(x),
(1.2.11)

For the sake of convenience we will focus on this forward in time Cauchy problem.
This is how the viscous Hamilton-Jacobi equations can be derived informally. Their rig-

orous derivation starting with a continuous in space and time stochastic control problem is
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not very different but requires the use of the stochastic calculus and the Ito formula. The
inviscid equations of the form

ut = H(∇u), (1.2.12)

are derived in a very similar way but the walk is taken to be purely deterministic, driven
solely by the control v, with ξ(t) ≡ 0.

Exercise 1.2.1 Generalize the above derivation to obtain a spatially inhomogeneous Hamilton-
Jacobi equation of the form

ut = H(x,∇u) +D∆u. (1.2.13)

Exercise 1.2.2 Show that the function H(p) defined in (1.2.9) is concave.

This exercise explains why we will often consider below the Hamilton-Jacobi equations of the
form

ut +H(x,∇u) = D∆u, (1.2.14)

with a convex Hamiltonian H(p), either with D > 0 or D = 0.

1.3 The simple world of viscous Hamilton-Jacobi equa-

tions

As a warm-up, we are going to study the long time behavior of the solutions to the Cauchy
problem for viscous Hamilton-Jacobi equations

ut −∆u = H(x,∇u), t > 0, x ∈ Tn, (1.3.1)

with a given initial condition u(0, x) = u0(x). We now make some assumptions on the
nonlinearity H(x, p). First, we assume that H is smooth and 1-periodic in x. We also make
the uniformly Lipschitz assumption on the function H(x, p): there exists CL > 0 so that

|H(x, p1)−H(x, p2)| ≤ CL|p1 − p2|, for all x, p1, p2 ∈ Rn. (1.3.2)

In addition, we assume that H is growing linearly in p at infinity: there exist α > 0 and β > 0
so that

0 < α ≤ lim inf
|p|→+∞

H(x, p)

|p|
≤ lim sup
|p|→+∞

H(x, p)

|p|
≤ β < +∞, uniformly in x ∈ Tn. (1.3.3)

One consequence of (1.3.3) is that H(x, p) is uniformly bounded from below. Note also that
if u(t, x) solves (1.3.1) then u(t, x) +Kt solves (1.3.1) with the Hamiltonian H(x, p) replaced
by H(x, p)+K. Therefore, we may assume without loss of generality that there exist C1,2 > 0
so that

C1(1 + |p|) ≤ H(x, p) ≤ C2(1 + |p|), for all x ∈ Tn and p ∈ Rn, (1.3.4)

so that, in particular,
H(x, p) > C1 for all x ∈ Tn and p ∈ Rn. (1.3.5)

Relatively standard theory for nonlinear diffusion equations implies that these assumptions
ensure the existence of a unique smooth 1-periodic solution u(t, x) to (1.3.1) supplemented
by a continuous, 1-periodic initial condition u0(x). In order to discuss its long time behavior,
we need to introduce a special class of solutions of (1.3.1).
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Theorem 1.3.1 Under the above assumptions, there exists a unique c ∈ R so that (1.3.1)
has solutions (that we will call the wave solutions) of the form

w(t, x) = ct+ φ(x), (1.3.6)

with a 1-periodic function φ(x). The profile φ(x) is unique up to an additive constant:
if w1(t, x) and w2(t, x) are two such solutions then there exists k ∈ R so that φ1(x)−φ2(x) ≡ k
for all x ∈ Tn.

The constant c is often referred to as the speed of the plane wave. The reason is that the
solutions to the Hamilton-Jacobi equations, apart from the optimal control theory context
that we have discussed above, also often describe the height of an interface, so that c may be
thought of as the speed at which the height of the interface is moving up, and φ(x) as the
fixed profile of that interface as it moves up at a constant speed.

Exercise 1.3.2 Give an interpretation to the profile φ(x) and the speed c in the context of
the optimal control formulation for the solutions to the Hamilton-Jacobi equations.

Exercise 1.3.3 Consider the following discrete growing interface model, defined on the lat-
tice hZ, with a time step τ . The interface height u(t, x) at the time t and the position x
evolves as follows:

u(t+ τ, x) =
1

2

[
u(t, x− h) + u(t, x+ h)]

+
1

2

[
F (u(t, x+ h)− u(t, x)) + F (u(t, x)− u(t, x− h))

]
+ δV (t, x),

(1.3.7)

with a given function F (p), and a prescribed source V (t, x). The terms in the right side
of (1.3.7) can be interpreted as follows: (1) the first term has an equilibrating effect, leveling
the interface out, (2) the second term says that the rate of the interface growth depends on
its slope – things falling from above can stick to the interface, and (3) the last term is an
outside source of the interface growth (things falling from above). Find a scaling limit that
relates τ , h and δ so that in the limit you get a Hamilton-Jacobi equation of the form

ut = ∆u+H(x,∇u) + V (t, x). (1.3.8)

The large time behavior of the solution to (1.3.1) is summarized in the next theorem.

Theorem 1.3.4 Let u(t, x) be the solution to the Cauchy problem for (1.3.1) with a contin-
uous 1-periodic initial condition u(0, x) = u0(x). There is a wave solution w(t, x) to (1.3.1)
of the form (1.3.6), a constant ω > 0 that does not depend on u0 and C0 > 0 that depends
on u0 such that

|u(t, x)− w(t, x)| ≤ C0e
−ωt, (1.3.9)

for all t ≥ 0 and x ∈ Tn.

We will first prove the existence part of Theorem 1.3.1, and that will occupy most of the
rest of this section, while its uniqueness part and the convergence claim of Theorem 1.3.4 will
be proved together rather quickly in the end.
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1.3.1 The wave solutions

Outline of the existence proof

We first present an outline of the existence proof, before going into the details of the argument.
Plugging the ansatz (1.3.6) into (1.3.1) and integrating over Tn gives a relation

c =

∫
Tn
H(x,∇φ(x))dx. (1.3.10)

The equation for φ can, therefore, be written as

−∆φ = H(x,∇φ(x))−
∫
Tn
H(z,∇φ(z))dz, (1.3.11)

and this will be the starting point of our analysis.
We are going to use a continuation method. As this strategy is typical for the existence

proofs for many nonlinear PDEs, it is worth sketching out the general plan. Instead of just
looking at (1.3.11) with a given Hamiltonian H(x, p), we consider a family of equations

−∆φσ = Hσ(x,∇φσ)−
∫
Tn
Hσ(z,∇φσ)dz, (1.3.12)

with the Hamiltonians

Hσ(x, p) = (1− σ)H0(x, p) + σH(x, p), (1.3.13)

parametrized by σ ∈ [0, 1]. At σ = 0, we start with a particular choice of H0(x, p) for which
we know that (1.3.12) has a solution. Here, we take

H0(x, p) =
√

1 + |p|2.

Note that φ0(x) ≡ 0 is an explicit solution to (1.3.12) with σ = 0. At σ = 1, we end with

H1(x, p) = H(x, p). (1.3.14)

We are interested in the existence of a solution to (1.3.13) when σ = 1. However, we will
actually show that (1.3.12) has a solution for all σ ∈ [0, 1] and not just for σ = 0 by showing
that the set Σ of σ for which (1.3.12) has a solution is both open and closed in [0, 1]. This
is the continuation method – you start with a problem at σ = 0 for which you know that a
solution exists and then extend the existence to the case σ = 1, which is the only one you are
really interested in, using a continuity argument.

Showing that Σ is closed requires a priori bounds on the solution φσ of (1.3.12) that would
both be uniform in σ ∈ [0, 1] and ensure the compactness of the sequence φσn of solutions
to (1.3.12) as σn → σ in a suitable function space. The estimates should be strong enough to
ensure that the limit φσ is a solution to (1.3.12).

In order to show that Σ is open, one relies on the implicit function theorem. Let us assume
that (1.3.12) has a solution φσ(x) for some σ ∈ [0, 1]. In order to show that (1.3.12) has a
solution for σ + ε, with a sufficiently small ε, we are led to consider the linearized problem

−∆h− ∂Hσ(x,∇φσ)

∂pj

∂h

∂xj
+

∫
Tn

∂Hσ(z,∇φσ)

∂pj

∂h(z)

∂zj
dz = f, (1.3.15)
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with

f(x) = H(x,∇φσ)−H0(x,∇φσ)−
∫
Tn
H(z,∇φσ(z))dz +

∫
Tn
H0(z,∇φσ(z))dz. (1.3.16)

The implicit function theorem guarantees existence of the solution φσ+ε, provided that the
linearized operator in the left side of (1.3.15) is invertible, with the norm of the inverse a priori
bounded in σ. This will show that the set Σ of σ ∈ [0, 1] for which the solution to (1.3.12)
exists is open.

The bounds on the operator that maps f → h in (1.3.15) also require the a priori bounds
on φσ. Thus, both proving that Σ is open and that it is closed require us to prove the a
priori uniform bounds on φσ. Therefore, our first step will be to assume that a solution φσ(x)
to (1.3.12) exists and obtain a priori bounds on φσ. Note that if φσ is a solution to (1.3.12),
then k+φσ is also a solution for any k ∈ R. Thus, it is more natural to obtain a priori bounds
on ∇φσ than on φσ itself, and then normalize the solution so that φσ(0) = 0 to ensure that φσ
is bounded.

It is important to observe that the Hamiltonians Hσ(x, p) obey the Lipschitz bound (1.3.2),
with a Lipschitz constant CL that does not depend on σ ∈ [0, 1], and estimate (1.3.4) also
holds for Hσ with the same C1,2 > 0 for all σ ∈ [0, 1]. The key bound to prove will be to
show that there exists a constant K > 0 that depends only on the Lipschitz constant of H
in (1.3.2) and the two constants in the linear growth estimate (1.3.4) such that any solution
to (1.3.12) satisfies

‖∇φσ‖L∞(Tn) ≤ K. (1.3.17)

We stress that this bound will be obtained not just for one Hamiltonian but for all Hamilto-
nians with the same Lipschitz constant CL in (1.3.2) that also satisfy (1.3.4) with the same
constants C1,2 > 0. The estimate (1.3.17) will turn out to be sufficient to apply the argument
we have outlined above.

An a priori L1-bound on the gradient

Before establishing the L∞-bound (1.3.17), let us first prove that there exists a constant C > 0
that only depends on CL in (1.3.2) and C1,2 in (1.3.4) such that any solution φσ(x) of (1.3.12)
satisfies ∫

Tn
Hσ(x,∇φσ)dx ≤ C. (1.3.18)

Because of the lower bound in (1.3.4), this is equivalent to an a priori L1-bound on |∇φσ|:∫
Tn
|∇φσ(x)|dx ≤ C, (1.3.19)

with a possibly different C > 0 that still depends only on CL and C1,2. Note that here already
the coercivity (growth at infinity) of the Hamiltonian plays an important role in the bound
on the gradient. To prove (1.3.18), we recall the following result.

Proposition 1.3.5 Let b(x) be a smooth vector field over Tn. The linear equation

−∆e+∇ · (eb) = 0, x ∈ Tn, (1.3.20)
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has a unique solution e∗1(x) normalized so that

‖e∗1‖L∞ = 1, (1.3.21)

and such that e∗1 > 0 on Tn. Moreover, for all α ∈ (0, 1), the function e∗1 is α-Hölder contin-
uous, with the α-Hölder norm bounded by a universal constant depending only on ‖b‖L∞(Tn).

Exercise 1.3.6 Prove this proposition. As a first step, consider the Laplace equation

−∆u = ∇ · g(x), x ∈ Tn, (1.3.22)

with a smooth function g(x). Show that there exists a constant C > 0 that does not depend
on the function g(x) such that [u]Cα(Tn) ≤ C‖g‖L∞(Tn). Here, we use the notation [u]Cα(Tn)

for the α-Hölder constant of the function u(x).

Let us first see why Proposition 1.3.5 implies (1.3.18). An immediate consequence of the
normalization (1.3.21) and the claim about the Hölder norm of e∗1, together with the positivity
of e∗1 is that ∫

Tn
e∗1(x)dx ≥ K1 > 0, (1.3.23)

with a constant K1 > 0 that depends only on ‖b‖L∞ . Now, given a solution φσ(x) of (1.3.12),
set

bj(x) =

∫ 1

0

∂pjHσ(x, r∇φσ(x))dr, (1.3.24)

so that

b(x) · ∇φσ(x) =
n∑
j=1

bj(x)
∂φσ
∂xj

= Hσ(x,∇φσ)−Hσ(x, 0), (1.3.25)

and (1.3.12) can be re-stated as

−∆φσ − b(x) · ∇φσ = Hσ(x, 0)−
∫
Tn
Hσ(z,∇φσ)dz. (1.3.26)

Note that while b(x) does depend on ∇φσ, the L∞-norm of b(x) depends only on the Lipschitz
constant CL of the function Hσ(x, p) in the p-variable. Let now e∗1 be the solution to (1.3.20)
given by Proposition 1.3.5, with the above b(x). Multiplying (1.3.26) by e∗1 and integrating
over Tn yields

0 =

∫
Tn
e∗1(x)Hσ(x, 0)dx−

(∫
Tn
e∗1(x)dx

)(∫
Tn
Hσ(z,∇φσ)dz

)
, (1.3.27)

hence ∫
Tn
Hσ(x,∇φσ)dx =

(∫
Tn
e∗1(x)dx

)−1
∫
Tn
e∗1(x)Hσ(x, 0)dx, (1.3.28)

and (1.3.19) follows from (1.3.23) and (1.3.4). As the constant K1 in (1.3.23) depends only
on the L∞-norm of b(x) that, in turn, depends only on CL, the constant C in the right side
of (1.3.18), indeed, depends only on CL and C1,2.
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An a priori L∞ bound on the gradient

So far, we have obtained an a priori L1-bound (1.3.19) for the gradient of any solution φσ
to (1.3.12). Now, we improve this estimate to an L∞ bound.

Proposition 1.3.7 There is a constant C > 0 that depends only on the constants CL and C1,2,
such that any solution φσ to

−∆φσ = Hσ(x,∇φσ)−
∫
Tn
Hσ(z,∇φσ)dz, (1.3.29)

satisfies
‖∇φσ‖L∞(Tn) ≤ C. (1.3.30)

As a consequence, if φσ is normalized such that φσ(0) = 0, then we also have ‖φσ‖L∞(Tn) ≤ C.

Proof. Let φσ be a solution to (1.3.29) such that φσ(0) = 0. The only estimate we have
so far is the L1-bound (1.3.19) for ∇φσ – the idea is to estimate the L∞-norm ‖∇φσ‖L∞(T)

solely from the L1-norm of ∇φσ and the equation.
Let Γ(x) be a nonnegative smooth function equal to 1 in the cube [−2, 2]n and to zero

outside of the cube (−3, 3)n, and set ψ(x) = Γ(x)φσ(x). The function ψ(x) satisfies an
equation of the form

−∆ψ = −2∇Γ · ∇φσ − φσ∆Γ + F (x), x ∈ Rn, (1.3.31)

with

F (x) = Γ(x)
[
Hσ(x,∇φσ(x))−

∫
Tn
Hσ(z,∇φσ(z))dz

]
. (1.3.32)

The only a priori information we have about F (x) and the term ∇Γ·∇φσ(x) so far is that they
are supported inside [−3, 3]n and are uniformly bounded in L1(Rn) via (1.3.18) and (1.3.19).
Here, we again use the assumption (1.3.4) that the Hamiltonian H(x, p) is uniformly positive.
It helps to combine these two terms:

G(x) = F (x)− 2∇Γ(x) · ∇φσ(x), (1.3.33)

with G(x) supported inside [−3, 3]n, and∫
Rn
|G(x)|dx ≤ C, (1.3.34)

with a constant C > 0 that depends only on CL and C1,2, due to (1.3.18) and (1.3.19). We
also know that

|G(x)| ≤ C(1 + |∇φσ(x)|, (1.3.35)

because of (1.3.4).
Next, we use the fundamental solution E(x) to the Laplace equation in Rn to write

ψ(x) =

∫
Rn
E(x− y)[G(y)− φσ(y)∆Γ(y)]dy. (1.3.36)

Differentiating (1.3.36) in x gives

∇ψ(x) =

∫
Rn
∇E(x− y)[G(y)− φσ(y)∆Γ(y)

]
dy. (1.3.37)
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Exercise 1.3.8 Note that the function E(x − y) has a singularity at y = x. Show that
nevertheless one can differentiate in (1.3.36) under the integral sign to obtain (1.3.37).

The function ∇E(x−y) has an integrable singularity at y = x, of the order |x−y|−n+1, and is
bounded everywhere else. Thus, for all ε > 0 we have, with the help of (1.3.34) and (1.3.35):∣∣∣∣∫

Rn
G(y)∇E(x− y)dy

∣∣∣∣≤ ∣∣∣∣∫
|x−y|≤ε

G(y)∇E(x− y)dy

∣∣∣∣+∣∣∣∣∫
|x−y|≥ε

G(y)∇E(x− y)dy

∣∣∣∣
≤ C(1 + ‖∇φσ‖L∞)

∫
|x−y|≤ε

dy

|x− y|n−1
+ Cε−n+1

∫
|x−y|≥ε

|G(y)|dy

≤ Cε(1 + ‖∇φσ‖L∞) + Cε1−n. (1.3.38)

The integral in (1.3.37) also contains a factor of φσ, whereas our bounds so far deal
with ∇φσ. However, we have assumed without loss of generality that φσ(0) = 0, hence for
any δ > 0 we may write

φσ(y) =

∫ 1

0

y · ∇φσ(sy)ds =

∫ δ

0

y · ∇φσ(sy)ds+

∫ 1

δ

y · ∇φσ(sy)ds,

so that both, as |y| ≤ 1, we have

|φσ(y)| ≤ ‖∇φσ‖L∞ , (1.3.39)

and ∫
Tn
|φσ(y)|dy ≤ Cδ‖∇φσ‖L∞ +

∫ 1

δ

∫
Tn
|y||∇φσ(sy)|dyds

≤ Cδ‖∇φσ‖L∞ + C

∫ 1

δ

∫
sTn
|y||∇φσ(y)|dy ds

sn+1
≤ Cδ‖∇φσ‖L∞ + C

∫ 1

δ

ds

s1+n

≤ Cδ‖∇φσ‖L∞ + Cδ−n. (1.3.40)

We used above the a priori bound (1.3.19) on ‖∇φ‖L1(Tn). Combining (1.3.39) and (1.3.40),
we obtain, as in (1.3.38):∣∣∣∣∫

Rn
φσ(y)∆Γ(y)∇E(x− y)dy

∣∣∣∣≤ ∫
|x−y|≤ε

|φσ(y)||∆Γ(y)|∇E(x− y)|dy

+

∫
|x−y|≥ε

|φσ(y)||∆Γ(y)||∇E(x− y)|dy ≤ Cε‖φσ‖L∞ + Cε1−n
∫
Tn
|φσ(y)|dy

≤ Cε‖∇φσ‖L∞ + Cε1−nδ‖∇φσ‖L∞ + Cε1−nδ−n. (1.3.41)

Together, (1.3.38) and (1.3.41) tell us that

‖∇ψ‖L∞ ≤ Cε(1+‖∇φσ‖L∞)+Cε1−n+Cε‖∇φσ‖L∞+Cε1−nδ‖∇φσ‖L∞+Cε1−nδ−n. (1.3.42)

Next, observe that, because Γ ≡ 1 in [−2, 2]n and φσ is 1-periodic, we have

‖∇φσ‖L∞(Tn) = ‖∇(Γφσ)‖L∞([−1,1]n) ≤ ‖∇(Γφσ)‖L∞([−3,3]n) = ‖∇ψ‖L∞ . (1.3.43)
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Thus, if we take δ = εn in (1.3.42), we would obtain

‖∇φσ‖L∞ ≤ Cε‖∇φσ‖L∞ + Cε, (1.3.44)

with a universal constant C > 0 and Cε that does depend on ε. Now, the proof of (1.3.30) is
concluded by taking ε > 0 small enough. �

Going back to equation (1.3.11) for φ:

−∆φ = H(x,∇φ)−
∫
Tn
H(x,∇φ)dx, (1.3.45)

the reader should do the following exercise.

Exercise 1.3.9 Use the L∞-bound on ∇φ in Proposition 1.3.7 to deduce from (1.3.45) that,
under the assumption that H(x, p) is smooth (infinitely differentiable) in both variables x
and p, the function φ(x) is, actually, infinitely differentiable, with all its derivatives of order n
bounded by a priori constants Cn that do not depend on φ.

The linearized problem

We need one more ingredient to finish the proof of the existence part of Theorem 1.3.1: to
set-up an application of the implicit function theorem. Let φσ be a solution to (1.3.12) and
let us consider the linearized problem, with an unknown h:

−∆h− ∂pjHσ(x,∇φσ)∂xjh+

∫
Tn
∂pjHσ(y,∇φσ)∂xjh(y)dy = f x ∈ Tn. (1.3.46)

We assume that f ∈ C1,α(Tn) for some α ∈ (0, 1), and f has zero mean over Tn:∫
Tn
f(x)dx = 0,

and require that the solution h to (1.3.46) also has zero mean:∫
Tn
h(x)dx = 0. (1.3.47)

Proposition 1.3.10 Given f ∈ C1,α(Tn) with zero mean, equation (1.3.46) has a unique
solution h ∈ C3,α(Tn) with zero mean. The mapping f 7→ h is continuous from the set of C1,α

functions with zero mean to the set of C3,α(Tn) functions with zero mean.

Proof. The Laplacian is a one-to-one map between the set of Cm+2,α functions with zero
mean and the set of Cm,α(Tn) functions with zero mean, for any m ∈ N. Thus, we may talk
about its inverse that we denote by (−∆)−1. Equation (1.3.46) is thus equivalent to

(I +K)h = (−∆)−1f, (1.3.48)

with the operator

Kh = (−∆)−1

(
−∂pjHσ(x,∇φσ)∂xjh+

∫
Tn
∂pjH(y,∇φσ)∂xjh(y)dy

)
. (1.3.49)
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Exercise 1.3.11 Show that K is a compact operator on the set of functions in C3,α(Tn) with
zero mean.

The problem has been now reduced to showing that the only solution of

(I +K)h = 0 (1.3.50)

with h ∈ C3,α(Tn) with zero mean is h ≡ 0. Note that (1.3.50) simply says that h is a solution
of (1.3.46) with f ≡ 0. Let e∗1 > 0 be given by Proposition 1.3.5, with

bj(x) = −∂pjHσ(x,∇φσ). (1.3.51)

That is, e∗1 is the positive solution of the equation

−∆e∗1 +∇ · (e∗1b) = 0, (1.3.52)

normalized so that ‖e∗1‖L∞(Tn) = 1. The uniform Lipschitz bound on Hσ(x, p) in the p-variable
implies that b(x) is in L∞(Tn), and thus Proposition 1.3.5 can be applied. Multiplying (1.3.46)
with f = 0 by e∗1 and integrating gives, as e∗1 > 0:∫

Tn
∂pjHσ(y,∇φσ)∂xjh(y)dy = 0.

But then, the equation for h becomes simply

−∆h+ bj(x)∂xjh = 0, x ∈ Tn,

which entails that h is constant, by the Krein-Rutman theorem. Because h has zero mean,
we get h ≡ 0. �

Exercise 1.3.12 Let H0(x, p) satisfy the assumptions of Theorem 1.3.4, and assume that
equation (1.3.11), with H = H0,:

−∆φ0 = H0(x,∇φ0)−
∫
Tn
H0(z,∇φ0)dz, (1.3.53)

has a solution φ0 ∈ C(Tn). Consider H1(x, p) ∈ C∞(T × Rn). Prove, with the aid of
Propositions 1.3.7 and 1.3.10, and the implicit function theorem that there exist R0 > 0
and ε0 > 0 such that if

|H1(x, p)| ≤ ε0, for x ∈ Tn and |p| ≤ R0, (1.3.54)

then equation (1.3.11) with H = H0 +H1:

−∆φ = H(x,∇φ)−
∫
Tn
H(z,∇φ)dz, (1.3.55)

has a solution φ.
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Existence of the solution

We finally prove the existence part of Theorem 1.3.1. Consider H(x, p) satisfying the assump-
tions of the theorem. As before, we set

H0(x, p) =
√

1 + |p|2 − 1,

and
Hσ(x, p) = (1− σ)H0(x, p) + σH(x, p),

so that H1(x, p) = H(x, p), and consider existence of a solution to (1.3.12):

−∆φσ = Hσ(x,∇φσ)−
∫
Tn
Hσ(z,∇φσ)dz, (1.3.56)

Consider the set

Σ = {σ ∈ [0, 1] : equation (1.3.56) has a solution}.

Our goal is to show that Σ = [0, 1]. We know that Σ is non empty, because 0 ∈ Σ: in-
deed, φ0(x) ≡ 0 is a solution to (1.3.56) at σ = 0. Thus, if we show that Σ is both open and
closed in [0, 1], this will imply that Σ = [0, 1], and, in particular, establish the existence of a
solution to (1.3.56) for H1(x, p) = H(x, p).

Now that we know that the linearized problem is invertible, the openness of Σ is a direct
consequence of the inverse function theorem, as explained in Exercise 1.3.12. Closedness of Σ
is not too difficult to see either: consider a sequence σn ∈ [0, 1] converging to σ̄ ∈ [0, 1], and
let φn be a solution to (1.3.56) with H(x, p) = Hσn(x, p), normalized so that

φn(0) = 0. (1.3.57)

Proposition 1.3.7 implies that
‖∇φn‖L∞(Tn) ≤ C,

and thus
‖H(x,∇φn)‖L∞ ≤ C.

However, this means that φn solve an equation of the form

−∆φn = Fn(x), x ∈ Tn, (1.3.58)

with a uniformly bounded function

Fn(x) = Hσn(x,∇φn)−
∫
Tn
Hσn(z,∇φn(z))dz. (1.3.59)

It follows that that φn is bounded in C1,α(Tn), for all α ∈ [0, 1):

‖φn‖C1,α(Tn) ≤ C. (1.3.60)

But this implies, in turn, that the functions Fn(x) in (1.3.59) are also uniformly bounded
in Cα(Tn), hence φn are uniformly bounded in C2,α(Tn):

‖φn‖C2,α(Tn) ≤ C. (1.3.61)

Now, the Arzela-Ascoli theorem implies that a subsequence φnk will converge in C2(Tn) to a
function φ̄, which is a solution to (1.3.19) with H = Hσ̄. Thus, σ̄ ∈ Σ, and Σ is closed. This
finishes the proof of the existence part of the theorem.
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1.3.2 Long time convergence and uniqueness of the wave solutions

We will now prove simultaneously the claim of the uniqueness of the speed c and of the
profile φ(x) in Theorem 1.3.1, and the long time convergence for the solutions to the Cauchy
problem stated in Theorem 1.3.4.

Let u(t, x) be the solution to (1.3.1)

ut = ∆u+H(x,∇u), t > 0, x ∈ Tn, (1.3.62)

with u(0, x) = u0(x) ∈ C(Tn). We also take a speed c ∈ R and a solution φ(x) to

∆φ+H(x,∇φ) = c, (1.3.63)

without assuming that either c or φ is unique.
We wish to prove that there exists k̄ ∈ R so that u(t, x) − ct is attracted exponentially

fast in time to φ(x) + k̄:

|u(t, x)− ct− k̄ − φ(x)| ≤ C0e
−ωt, (1.3.64)

with some C0 > 0 and ω > 0, such that C0 depends on the initial condition u0 but ω does
not. The idea is to squeeze the solution between two different wave solutions, and show that
the difference between the squeezers tends to zero as t→ +∞.

As a simple remark, we may assume that c = 0, just by setting

H̃(x, p) = H(x, p)− c,

and dropping the tilde, and this is what we will do. In other words, φ(x) is the solution to

∆φ+H(x,∇φ) = 0. (1.3.65)

Let φ be any solution to (1.3.65), and set

k−0 = sup{k : u(0, x) ≥ φ(x) + k for all x ∈ Tn},

and

k+
0 = inf{k : u(0, x) ≤ φ(x) + k for all x ∈ Tn.}

Because φ(x) + k±0 solve (1.3.65) with c = 0, and u(t, x) solves (1.3.62), we have, by the
maximum principle:

φ(x) + k−0 ≤ u(t, x) ≤ φ(x) + k+
0 , for all t ≥ 0 and x ∈ Tn. (1.3.66)

Now, for all q ∈ N, let us set

k−q = sup{k : u(t = q, x) ≥ φ(x) + k for all x ∈ Tn} = inf
x∈Tn

[u(t = q, x)− φ(x)], (1.3.67)

and

k+
q = inf{k : u(t = q, x) ≤ φ(x) + k for all x ∈ Tn} = sup

x∈Tn
[u(t = q, x)− φ(x)]. (1.3.68)
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The strong maximum principle implies that the sequence k−q is increasing, whereas k+
q is

decreasing, and that, as in (1.3.66), we have

φ(x) + k−q ≤ u(t, x) ≤ φ(x) + k+
q , for all t ≥ q and x ∈ Tn. (1.3.69)

Hence, the theorem will be proved if we manage to show that

0 ≤ k+
q − k−q ≤ Caq, for all q ≥ 0, (1.3.70)

with some C ∈ R that may depend on the initial condition u0 and a ∈ (0, 1) that does not
depend on u0. In order to prove (1.3.70), it suffices to show that

k+
q+1 − k−q+1 ≤ (1− r0)(k+

q − k−q ), (1.3.71)

with some r0 ∈ (0, 1). This is a quantification of the strong maximum principle: by the
time t = q + 1 u(x) has to detach ”by a fixed amount” from the respective lower and upper
bounds φ(x) +k±q that hold at t = q. Such estimates typically rely on the Harnack inequality,
and this is what we will use.

To bring the Harnack inequality in, note that the function

w(t, x) = u(t, x)− φ(x)− k−q

is nonnegative for t ≥ q, and solves an equation of the form

∂tw −∆w + bj(t, x)∂xjw = 0, t > q, x ∈ Tn, (1.3.72)

with a bounded drift b(t, x) given by

b(t, x) =

∫ 1

0

∇pH(x, (1− s)∇φ(x) + s∇u(t, x))ds, (1.3.73)

so that
b(t, x) · [∇u(t, x)−∇φ(x)] = H(x,∇u(t, x))−H(x,∇φ(x)),

and
|bj(t, x)| ≤ CL, for all t ≥ q and x ∈ Tn. (1.3.74)

The Harnack inequality and (1.3.74) imply that there exists r0 > 0 that depends only on CL
such that

inf
x∈Tn

w(q + 1, x) ≥ r0 sup
x∈Tn

w(q, x). (1.3.75)

Exercise 1.3.13 Explain on the intuitive level why the constant in the Harnack inequality
should depend only on the L∞-norm of the vector field b(x).

Using (1.3.67) and (1.3.68), together with (1.3.75), we may write

r0 sup
x∈Tn

w(q, x) = r0 sup
x∈Tn

[u(q, x)− φ(x)− k−q ] = r0[k+
q − k−q ] ≤ inf

x∈Tn
w(q + 1, x)

= inf
x∈Tn

[u(q + 1, x)− φ(x)− k−q ] = k−q+1 − k−q ,
(1.3.76)
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so that
k−q+1 ≥ k−q + r0[k+

q − k−q ]. (1.3.77)

As k+
q+1 ≤ k+

q , it follows that

k+
q+1 − k−q+1 ≤ k+

q − k−q − r0(k+
q − k−q ) ≤ (1− r0)(k+

q − k−q ), (1.3.78)

which is (1.3.71). This implies the geometric decay as in (1.3.70), hence the theorem, because
of (1.3.69) and (1.3.70). Note that the constant

a = 1− r0

comes from the Harnack inequality and does not depend on the initial condition u0 but only
on the Lipschitz constant CL of H(x, p). �

Exercise 1.3.14 (i) Why does the uniqueness of c and of the profile φ(x) follow?
(ii) How is the constant ω in Theorem 1.3.4 related to the constant a in the above proof?

Exercise 1.3.15 Consider a modified equation, not quite of the Hamilton-Jacobi form:

ut −∆u = R(x, u)
√

1 + |∇u|2, (1.3.79)

where R(x, u) is a smooth, positive function, that is 1-periodic in x and 1-periodic in u. You
may either assume that the Cauchy problem for (1.3.79) with u(0, x) = u0(x) is well posed
for u0 ∈ C(Tn) or prove that.
(i) Prove the existence of a unique T > 0 such that equation (1.3.79) has solutions of the form

u(t, x) =
t

T
+ φ(t, x), (1.3.80)

where φ is T -periodic in t and 1-periodic in x. We will call such a solution a pulsating wave
solution. Why is it not reasonable to expect that under the above assumptions (1.3.79) has
a wave solution of the form u(t, x) = ct+ ψ(x) with a 1-periodic function ψ(x)?
(ii) Show that every solution of the Cauchy problem which is initially 1-periodic in x converges,
exponentially fast in time, to a wave solution of the form (1.3.80). If in doubt, [lease con-
sult [111]. Note that the topological degree argument used in that reference can be replaced
by a more elementary implicit function theorem argument we have used in the existence proof
here.

1.4 A glimpse of the classical solutions to the Hamilton-

Jacobi equations

1.4.1 Smooth solutions and their limitations

We now turn our attention to first order inviscid Hamilton-Jacobi equations of the form

ut +H(x,∇u) = 0. (1.4.1)
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The standard philosophy of the construction of a solution to a first order equation is to find
its values on special curves, known as characteristics, that will, hopefully, fill the whole space.
This is the strategy that is also classically used to solve (1.4.1). Consider a time t > 0 and a
point x ∈ Rn. In order to assign a value to u(t, x) we consider a curve γ(s), with s ∈ [0, t],
such that γ(t) = x, and set

p(s) = ∇u(s, γ(s)).

Here, u(t, x) is the sought for solution to (1.4.1). Assuming that everything is smooth we
have, using the dot to denote the differentiation in s:

ṗk(s) = ∂xkut(s, γ(s)) +
∂2u(s, γ(s))

∂xk∂xm
γ̇m(s)

= −∂H(γ(s), p(s))

∂xk
− ∂H(γ(s), p(s))

∂pm

∂2u(s, γ(s))

∂xk∂xm
+
∂2u(s, γ(s))

∂xk∂xm
γ̇m(s).

(1.4.2)

We see that it is convenient to choose γ(s) that satisfies the following system of ODEs:

γ̇(s) = ∇pH(γ(s), p(s))

ṗ(s) = −∇xH(γ(s), p(s)),
(1.4.3)

for 0 ≤ s ≤ t. This dynamical system is to be complemented by the boundary conditions
at s = 0 and s = t:

p(0) = ∇u0(γ(0)), γ(t) = x. (1.4.4)

The system (1.4.3) has the form of a Hamiltonian system with the Hamiltonian H(x, p), and
the curves (γ(s), p(s)) are called the characteristic curves. In order to solve (1.1.1), we need
to find a solution to (1.4.3)-(1.4.4), and it would be excellent to prove that such solution is
unique. The trouble is that there is no good reason, in general, for existence and uniqueness
of a solution to this boundary value problem.

Exercise 1.4.1 Consider x0 ∈ Rn and t > 0 and assume that u(t, x) is smooth in a ball
around x0. Prove, for instance, with the help of the implicit function theorem, that the
boundary value problem (1.4.3)-(1.4.4) has a unique solution (γ(s), p(s)) as soon as t is small
enough and x is in the vicinity of x0, and that this solution is smooth in t and x.

Once γ(s) and p(s) are constructed, we may assign a value to u(t, x) as follows. The
function

ϕ(s) = u(s, γ(s))

satisfies
ϕ̇(s) = ut(s, γ(s)) + γ̇(s)∇u(s, γ(s)) = ut(s, γ(s)) + γ̇(s) · p(s)

= −H(γ(s), p(s)) + γ̇(s) · p(s).
(1.4.5)

Integrating (1.4.5) from s = 0 to s = t gives an expression for u(t, x) in terms of the curves γ(s)
and p(s), 0 ≤ s ≤ t:

u(t, x) = u0(γ(0)) +

∫ t

0

(
−H(γ(s), p(s)) + γ̇(s) · p(s)

)
ds. (1.4.6)
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Exercise 1.4.2 Check that (1.4.6) indeed gives a solution to (1.4.1) such that u(0, x) = u0(x).

To see that this strategy can not always lead to smooth solutions for all times, consider what
may be the simplest nonlinear equation in one space dimension

ut +
u2
x

2
= 0 for t > 0 and x ∈ R, u(0, x) = u0(x). (1.4.7)

In that case, the system (1.4.3) becomes

γ̇(s) = p(s)

ṗ(s) = 0.
(1.4.8)

This system is supplemented by the boundary conditions (1.4.4)

p(0) = ∇u0(γ(0)), γ(t) = x. (1.4.9)

The solution to the boundary value problem (1.4.8)-(1.4.9) amounts to finding γ(0) solving
the equation

x = γ(0) + tu′0(γ(0)), (1.4.10)

for a given t > 0 and x ∈ R. The issue is that this equation may, or may not have a unique
solution γ(0). If u′′0 > 0, the the right side of (1.4.10) is increasing in γ(0). Thus, the solution
is unique and we are on the safe side. However, if u′′0(x0) < 0 at some point x0, the right side
of this equation is not increasing in γ(0) as soon as

t ≥ tc =
1

sup(−u′′0)
,

and uniqueness of the solution fails for t > tc.
Thus, we need a more elaborate theory to construct solutions to (1.4.1) in general. Nev-

ertheless, the characteristic curves will turn out to be extremely important, and in the rest
of this section, we wish to show the reader one interesting situation where smooth solutions
can be constructed.

Before we end this short section, let us mention, in the form of an exercise (this will be
revisited in the context of viscosity solutions), a very strong form of uniqueness.

Exercise 1.4.3 (Finite speed of propagation). LetH(x, p) be smooth and uniformly Lipschitz
with respect to its second variable. Let u0 and v0 be two smooth, compactly supported
initial conditions, and assume that each generates a smooth solution to the Cauchy problem
for (1.4.1), on a common time interval [0, T ]. Compute, in terms of ∇pH, a constant K such
that, if

dist
(
x, supp(u0 − v0))

)
> Kt,

then u(t, x) = v(t, x). Hint: it may be helpful to solve, first, the following question: let b(t, x)
be smooth and uniformly Lipschitz in its second variable. Let u0 be a smooth compactly
supported function, and u(t, x) the solution to

ut + b(t, x) · ∇u = 0, t > 0, x ∈ Rn

u(0, x) = u0(x).
(1.4.11)
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Show that if
dist(x, supp(u0)) > t‖b‖∞,

then u(t, x) = 0. Note that, since (1.4.11) is a linear equation, it can be solved by the method
of characteristics.

1.4.2 An example of classical global solutions

We now discuss a situation when classical smooth solutions do exist. Consider solutions to
the equation

ut +
1

2
|∇u|2 −R(x) = 0, (1.4.12)

with an initial condition u(0, x) = u0(x). The Hamiltonian

H(x, p) =
|p|2

2
−R(x), (1.4.13)

comes from the classical mechanics: the first term above corresponds to the kinetic energy,
and the second is the potential energy.

We assume that both u0(x) and R(x) are strictly convex smooth functions on Rn. That
is, there is α ∈ (0, 1) so that, for all x ∈ Rn and all ξ ∈ Rn we have:

α|ξ|2 ≤ (D2u0(x)ξ · ξ) ≤ α−1|ξ|2, α|ξ|2 ≤ (D2R(x)ξ · ξ) ≤ α−1|ξ|2. (1.4.14)

Exercise 1.4.4 First, consider the case R = 0. Argue informally, just by looking at the
equation and using pictures that if u0(x) is strictly convex but its Hessian is uniformly bounded
then the graph of u(t, x) should not form a corner, and if u0(x) is strictly concave but its
Hessian is uniformly bounded then it is plausible that the graph of u(t, x) will form a corner.
It may be helpful to start by looking at u(0, x) = |x|2 and u(0, x) = −|x|2.

We now use the approach via the characteristic curves to show that a smooth solution exists
for all t > 0 under the above assumptions. For the Hamiltonian (1.4.13), the characteristic
system (1.4.3)-(1.4.4) reduces to

γ̇(s) = p(s), ṗ(s) = ∇R(γ(s)),

which can be written as a second order equation

− γ̈ +∇R(γ) = 0, (1.4.15)

with the boundary conditions

γ̇(0)−∇u0(γ(0)) = 0, γ(t) = x. (1.4.16)

To establish uniqueness and smoothness of the solution u(t, x) to (1.4.12) with the initial
condition u(0, x) = u0(x), we need to prove that (1.4.15)-(1.4.16) has a unique solution γ(s)
that depends smoothly on t and x. Then, u(t, x) will be given by (1.4.6), which, in the present
case takes the form

u(t, x) = u0(γ(0)) +

∫ t

0

(
−H(γ(s), p(s)) + γ̇(s) · p(s)

)
ds

= u0(γ(0)) +

∫ t

0

( |γ̇(s)|2

2
+R(γ(s))

)
ds.

(1.4.17)
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Existence of the characteristic curves

To construct a solution to (1.4.15)-(1.4.16), we observe that this system is the Euler-Lagrange
equation for the energy functional

Jt,x(γ) = u0(γ(0)) +

∫ t

0

( |γ̇(s)|2

2
+R(γ(s))

)
ds, (1.4.18)

over H1([0, t]), with the constraint γ(t) = x. To see this, let us consider a minimizer γ(s)
of the functional Jt,x over all such γ. Consider a small perturbation γ(s) + δψ(s) with a
smooth ψ(s) such that ψ(t) = 0. Then, we have

Q(δ) := Jt,x(γ(s) + δψ(s)) = u0(γ(0) + δψ(0)) +

∫ t

0

( |γ̇(s) + δψ̇(s)|2

2
+R(γ(s) + δψ(s))

)
ds.

(1.4.19)
As γ(s) is a minimizer for Jt,x(γ), we have Q′(0) = 0. We compute

Q′(0) = ∇u0(γ(s)) · ψ(0) +

∫ t

0

(
γ̇(s) · ψ̇(s) +∇R(γ(s))ψ(s)

)
ds

= ∇u0(γ(0)) · ψ(0) + γ̇(t)ψ(t)− γ̇(0)ψ(0) +

∫ t

0

[−γ̈(s) +∇R(γ(s))]ψ(s)ds.

(1.4.20)

As ψ(t) = 0 and ψ(s) is arbitrary, we deduce from the integral term in (1.4.20) that γ(s)
must satisfy

− γ̈(s) +∇R(γ(s)) = 0, (1.4.21)

which is (1.4.15). In addition, we see from the boundary term at s = 0 in (1.4.20) that γ(s)
satisfies the boundary condition

γ̇(0) = ∇u0(γ(0)), (1.4.22)

which is (1.4.16).

The reader will surely have noticed the striking similarity between the function Jt,x(γ)
and the form of the solution in (1.4.17). The difference is, of course, that the curve γ(s)
in (1.4.17) is the solution to (1.4.15)-(1.4.16) while in (1.4.18) the curve γ(s) is any element
of H1([0, t]) such that γ(t) = x. This observation is strongly connected to the optimal control
formulation for the Hamilton-Jacobi equation that we have discussed earlier and that we will
revisit soon again.

Exercise 1.4.5 Verify that claim: show that if the minimizer of Jt,x(γ) over the set

S = {γ ∈ H1[0, t] : γ(t) = x}

exists and is smooth then it satisfies both (1.4.15) and the boundary condition at s = 0
in (1.4.16). Next, define what it means for γ ∈ H1[0, t] (without assuming γ is smooth) to be
a weak solution to (1.4.15)-(1.4.16) and show that a minimizer of Jt,x over S (if it exists) is
a weak solution.
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As both u0(x) and R(x) are strictly convex, they are bounded from below, and it is easy to
see that the functional Jt,x is bounded from below over S. Let us define

J̄t,x = inf
γ∈S

Jt,x(γ), (1.4.23)

and let γn ∈ S be a minimizing sequence, so that Jt,x(γn) decreases to J̄t,x. Once again, as u0

and R are bounded from below, there exists C > 0 so that∫ t

0

|γ′n(s)|2ds ≤ C,

for all n. As, in addition, γn(t) = x for all n, there is a subsequence, that we will still denote
by γn that converges uniformly over [0, t], and weakly in H1([0, t]) to a limit γ̄t,x ∈ S.

To prove that Jt,x(γ̄t,x) = J̄t,x we simply observe that by the weak convergence we have

‖γ̄′t,x‖2
L2 ≤ lim inf

n→+∞
‖γ′n‖2

L2 ,

which, combined with the uniform convergence of γn to γ̄t.x on [0, t] implies that

Jt,x(γ̄t,x) ≤ lim
n→+∞

Jt,x(γn) = J̄t,x,

and thus
Jt,x(γ̄t,x) = J̄t,x.

Thus, γ̄t,x is a minimizer in (1.4.23).

Uniqueness of the characteristic curve

To prove the uniqueness of the minimizer, we will use the convexity of u0(x) and R(x) and
not just their boundedness from below. Let γ1 and γ2 be two solutions to (1.4.15)-(1.4.16).
The difference

γ̃ = γ2 − γ1.

satisfies
− γ̃′′k + Akj(s)γ̃j = 0, 1 ≤ k ≤ n, (1.4.24)

with the boundary conditions

γ̃′k(0)−Bkj γ̃j(0) = 0, γ̃k(t) = 0, 1 ≤ k ≤ n. (1.4.25)

The matrices A and B are given by

Akj(s) =

∫ 1

0

∂2R(γ1(s) + σ(γ2(s)− γ1(s)))

∂xk∂xj
dσ,

and

Bkj =

∫ 1

0

∂2u0(γ1(0) + σ(γ2(0)− γ1(0)))

∂xk∂xj
dσ.
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Let us take the inner product of (1.4.24) with γ̃, and integrate in time. This gives∫ t

0

(
|γ̃′(s)|2 + (A(s)γ̃(s) · γ̃(s))

)
ds+ (Bγ̃(0) · γ̃(0)) = 0. (1.4.26)

Using assumptions (1.4.14) on the convexity of the functions R(x) and u0(x), we deduce that
the matrices A(s) an B are strictly positive definite. Thus, (1.4.26) implies that γ̃(s) ≡ 0, so
that the minimizer is unique. Hence, u(t, x) is well-defined by (1.4.17):

u(t, x) = u0(γ(0)) +

∫ t

0

(
− |p(s)|

2

2
+R(γ(s)) + γ̇(s) · p(s)

)
ds

= u0(γ(0)) +

∫ t

0

( |γ̇(s)|2

2
+R(γ(s))

)
ds.

(1.4.27)

This may be rephrased as

u(t, x) = inf
γ(t)=x

(
u0(γ(0)) +

∫ t

0

( |γ′(s)|2
2

+R(γ(s))
)
ds
)
. (1.4.28)

This formula, known as the Lax-Oleinik formula, is the starting point of the Lagrangian theory
of Hamilton-Jacobi equations, and has immense implications. We will spend some time with
this aspect of Hamilton-Jacobi equations later in this chapter. We will see that we can take
it as a good definition of a solution to the Cauchy problem, at least when the Hamiltonian is
strictly convex in p.

Smoothness of the solution

Let us quickly examine the smoothness of u(t, x) in x in the set-up of the present section. We
see from (1.4.27) that it is equivalent to the smoothness of the minimizer γ in x. If h ∈ R
and i ∈ {1, ..., n}, consider the partial difference

γih(s) =
γt,x+hei(s)− γt,x(s)

h
.

It solves a system similar to (1.4.24), except for the boundary condition at s = t that is
now γih(t) = ei. The exact same integration by parts argument yields the uniform boundedness
of ‖γih‖H1 , hence the uniform boundedness of γih. Sending h to 0 and repeating the analysis
shows that γih converges to the unique solution of an equation of the type (1.4.24), with

A(s) = D2R(γt,x(s)), B = D2u0(γt,x(0)).

This argument may be repeated over and over again, to yield the C∞ smoothness of γt,x
in t and x, as long as u0 and R(x) are infinitely differentiable. Finally, using (1.4.6) we can
conclude that

u(t, x) = J̄t,x,

is infinitely differentiable as well.
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Exercise 1.4.6 Show that u is convex in x, for all t > 0, in two ways. First, fix ξ ∈ Rn

and get a differential equation for Q(t, x) = (D2u(t, x)ξ · ξ). Use a maximum principle type
argument to conclude that Q(t, x) > 0 for all t > 0 and x ∈ Rn. An alternative and more
elegant way is to proceed as follows.

(i) Assume the existence of κ > 0 such that, for all (x, y) ∈ Rn × Rn and σ ∈ [0, 1], we
have:

u(t, σx+ (1− σ)y) ≤ σu(t, x) + (1− σ)u(t, y)− κσ(1− σ)|x− y|2. (1.4.29)

Show that then the function u(t, x) is strictly convex.

(ii) Show that there exists λ > 0 such that if γt,x and γt,y are, respectively, the minimizing
curves for u(t, x) and u(t, y), then

u(t, σx+ (1− σ)y) ≤ σu(t, x) + (1− σ)u(t, y)

− λσ(1− σ)

(
|γt,x(0)− γt,y(0)|2 + ‖γt,x − γt,y‖2

H1([0,t])

)
.

(1.4.30)

Hint: use the test curve γσ = σγt,x + (1 − σ)γt,y in the Lax-Oleinik formula (1.4.28)
for u(t, σx+ (1− σ)y), together with the convexity of the functions u0(x) and R(x).

(iii) Finish the proof of (1.4.29), by noticing that

|γt,x(0)− γt,y(0)|2 = |x− y|2 −
∫ t

0

d

ds
|γt,x(s)− γt,y(s)|2ds.

The qualitative behavior of u(t, x) can be investigated further, implying the large time sta-
bilization of the whole solution. We will come back to this class of questions later, when we
study the large time behavior of viscosity solutions on the torus. For the time being, we leave
the classical theory.

1.5 Viscosity solutions

We have just seen that, in order to find reasonable solutions to an inviscid Hamilton-Jacobi
equation

ut +H(x,∇u) = 0, (1.5.1)

we should relax the constraint that ”u is continuously differentiable”. The first idea would be
to replace it by ”u is Lipschitz”, and require (1.5.1) to hold almost everywhere. Alas, there
are, in general, several such solutions to the Cauchy problem for (1.5.1) with a Lipschitz
(or even smooth) initial condition. This parallels the fact that the weak solutions to the
conservation laws are not unique – for uniqueness, one must require that the weak solution
satisfies the entropy condition. See, for instance, [93] for a discussion of these issues. A simple
illustration of this phenomenon is to consider the Hamilton-Jacobi equation

ut +
1

2
u2
x = 0, (1.5.2)
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in one dimension, with the Lipschitz continuous initial condition

u0(x) = 0 for x ≤ 0 and u0(x) = x for x > 0. (1.5.3)

It is easy to check that one Lipschitz solution to (1.5.2) that satisfies this equation almost
everywhere and obeys the initial condition (1.5.3) is

u(1)(t, x) = 0 for x < t/2 and u(1)(t, x) = x− t/2 for x > t/2.

However, another solution to (1.5.4)-(1.5.3) is given by

u(2)(t, x) = 0 for x < 0, u(2)(t, x) =
x2

2t
for 0 < x < t and u(t, x) = x− t

2
for x > t.

Exercise 1.5.1 Consider the solution uε(t, x) to a viscous version of (1.5.4):

uεt +
1

2
(uεx)

2 = εuεxx, (1.5.4)

also with the initial condition uε(0, x) = u0(x), as in (1.5.3). Use the Hopf-Cole transform

vε(t, x) = exp
(
− uε(t/ε, x)

2ε

)
,

to show that vε satisfies the standard heat equation

vεt = vεxx.

Find vε(t, x) explicitly and use this to show that

uε(t, x)→ u(2)(t, x) as ε→ 0.

A natural question is, therefore, to know if an additional condition, less stringent than
the C1-regularity, but stronger than the mere Lipschitz regularity, enables us to select a unique
solution to the Cauchy problem – as the notion of the entropy solutions does for the conser-
vation laws. Exercise 1.5.1 suggests that regularizing the inviscid Hamilton-Jacobi equation
with a small diffusion can provide one such approach, but for more general Hamilton-Jacobi
equations than (1.5.4), for which the Hopf-Cole transform is not available, this procedure
would be much less explicit.

The above considerations have motivated the introduction, by Crandall and Lions [44],
at the beginning of the 1980’s, of the notion of a viscosity solution to (1.1.1). The idea is to
select, among all the solutions of (1.1.1), “the one that has a physical meaning”, intrinsically,
without directly appealing to the small diffusion regularization, – though understanding the
connection to physics may require some additional thought. Being weaker than the notion of
a classical solution, it introduces new difficulties to the existence, regularity and uniqueness
issues, as well as into getting insight into the qualitative properties of solutions.

As a concluding remark to this introduction, we must mention that we will by no means
do justice to a very rich subject in this short section and provide just a brief glance of a still
developing subject. The reader interested to learn more may enjoy reading Barles [158], or
Lions [93] as a starting point.
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1.5.1 The definition and the basic properties of the viscosity solu-
tions

The definition of a viscosity solution

Let us begin with more general equations than (1.1.1) – we will restrict the assumptions as
the theory develops. Consider the Cauchy problem

ut + F (x, u,∇u) = 0, t > 0, x ∈ Tn, (1.5.5)

with a continuous initial condition u(0, x) = u0(x), and F ∈ C(Tn × R× Rn;R).
In order to motivate the notion of a viscosity solution, one takes the point of view that

the smooth solutions to the regularized problem

uεt + F (x, uε,∇uε) = ε∆uε (1.5.6)

are a good approximation to u(t, x). Existence of the solution to the Cauchy problem
for (1.5.6) for ε > 0 is not really an issue since the diffusivity ε > 0 is positive, Hence, a
natural attempt would be to pass to the limit ε ↓ 0 in (1.5.6). It is possible to prove that
there is a unique limiting solution and that one actually ends up with a nonlinear semigroup.
In particular, one may show that, if we take this notion of solution as a definition, there
are uniqueness and contraction properties analogous to what we will see below – see [93] for
further details. Taking this limit as a definition, however, raises an important issue: there is
always the danger that the solution depends on the underlying regularization – why regularize
with the Laplacian? What if we were to regularize differently? For instance, what if we would
consider a dispersive regularization in one dimension

uεt + F (x, uε, uεx) = εuεxxx, x ∈ R, (1.5.7)

which is a generalized Korteweg-de Vries equation, and let ε→ 0 in (1.5.7) instead?
We now describe an alternative and more intrinsic approach, instead of using (1.5.6) in

this very direct fashion of passing to the limit ε ↓ 0. The idea is that the key property
that should be inherited from the diffusive regularization is the maximum principle, as it is
usually inherent in the origins of such models in the corresponding applications, be it physics,
such as motion of interfaces, or optimal control problems. There is an interesting separate
question of what happens as ε→ 0 to the solutions coming from regularizations that do not
admit the maximum principle, such as (1.5.7). The situation is not quite trivial, especially
for non-convex fluxes F – we refer an interested reader to [92].

Our approach will be to use the comparison principle idea to extend the notions of a sub-
solution and a super-solution to (1.5.5) and then simply say that a function u(t, x) is a solution
to (1.5.5) if it is both a sub-solution and a super-solution. To understand the upcoming
definition of a viscosity sub-solution to (1.5.5), consider first a smooth sub-solution u(t, x) to
the regularized problem (1.5.6):

ut + F (x, u,∇u) ≤ ε∆u. (1.5.8)

Let us take a smooth function φ(t, x) such that the difference φ− u attains its minimum at a
point (t0, x0). One may simply think of the case when φ(t0, x0) = u(t0, x0) and φ(t, x) ≥ u(t, x)
elsewhere. Then, at this point we have

ut(t0, x0) = φt(t0, x0), ∇φ(t0, x0) = ∇u(t0, x0),
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and
D2φ(t0, x0) ≥ D2u(t0, x0),

in the sense of the quadratic forms. It follows that

φt(t0, x0) + F (x0, u(t0, x0),∇φ(t0, x0))− ε∆φ(t0, x0) (1.5.9)

≤ ut(t0, x0) + F (x0, u(t0, x0),∇u(t0, x0))− ε∆u(t0, x0) ≤ 0.

In other words, if u is a smooth sub-solution to (1.5.6), and φ is a smooth function that
touches u at the point (t0, x0) from above, then φ is also a sub-solution to (1.5.6) at this
point.

In a similar vein, if u(t, x) is a smooth super-solution to the regularized problem:

ut + F (x, u,∇u) ≥ ε∆u, (1.5.10)

we consider a smooth function φ(t, x) such that the difference φ− u attains its maximum at
a point (t0, x0). Again, we may assume without loss of generality that φ(t0, x0) = u(t0, x0)
and φ(t, x) ≤ u(t, x) elsewhere. Then, at this point we have

φt(t0, x0) + F (x0, u(t0, x0),∇φ(t0, x0))− ε∆φ(t0, x0) ≥ 0, (1.5.11)

by a computation similar to (1.5.9). That is, if u is a smooth super-solution to (1.5.6), and φ
is a smooth function that touches u at (t0, x0) from below, then φ is also a super-solution
to (1.5.6) at this point.

These two observations lead to the following definition, where we simply drop the require-
ment that u is smooth, only use the regularity of the test function that touches it from above
or below, and send ε→ 0 in (1.5.9) and (1.5.11).

Definition 1.5.2 A continuous function u(t, x) is a viscosity sub-solution to

ut + F (x, u,∇u) = 0, (1.5.12)

if, for all test functions φ ∈ C1([0,+∞)×Tn) and all (t0, x0) ∈ (0,+∞)×Tn such that (t0, x0)
is a local minimum for φ− u, we have:

φt(t0, x0) + F (x0, u(t0, x0),∇φ(t0, x0)) ≤ 0. (1.5.13)

Furthermore, a continuous function u(t, x) is a viscosity super-solution to (1.5.12) if, for all
test functions φ ∈ C1((0,+∞)×Tn) and all (t0, x0) ∈ (0,+∞)×Tn such that the point (t0, x0)
is a local maximum for the difference φ− u, we have:

φt(t0, x0) + F (x0, u(t0, x0),∇φ(t0, x0)) ≥ 0. (1.5.14)

Finally, u(t, x) is a viscosity solution to (1.5.12) if it is both a viscosity sub-solution and a
viscosity super-solution to (1.5.12).

Definition 1.5.2 extends to steady equations of the type

F (x, u,∇u) = 0 on Tn,
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by requiring that u(x) is a viscosity sub-solution (respectively, super-solution) to

ut + F (x, u,∇u) = 0,

that happens to be time-independent.
This definition was introduced by Crandall and Lions in their seminal paper [44]. The

name “viscosity solution” comes out of the diffusive regularization we have discussed above.
Definition 1.5.2 is intrinsic and bypasses the philosophical question we have mentioned above:
”Why regularize with the Laplacian?” much like the notion of an entropy solution does this
for the conservation laws. We stress, however, that it does make the assumption that the
underlying model must respect the comparison principle. Let us also note that the notion of
a viscosity solution has turned out to be also very much relevant to the second order elliptic
and parabolic equations – especially those fully nonlinear with respect to the Hessian of the
solution. There have been spectacular developments, which are out of the scope of these
notes.

The main issue we will need to face soon is whether such a seemingly weak definition has
any selective power – can it possibly ensure uniqueness of the solution? The expectation is
that it should, due to the general principle that ”the comparison principle implies uniqueness”.

First, the following exercises may help the reader gain some intuition.

Exercise 1.5.3 Show that a C1 solution to

ut + F (x, u,∇u) = 0, t > 0, x ∈ Tn, (1.5.15)

is a viscosity solution.

Exercise 1.5.4 Consider the Hamilton-Jacobi equation

ut + u2
x = 0, x ∈ R. (1.5.16)

(i) Which of the following two functions is a viscosity solution to (1.5.16): v(t, x) = |x| − t
or w(t, x) = −t − |x|? Hint: pay attention to the fact that at the point x = 0 a smooth
function φ(t, x) can only touch v(t, x) from the bottom, and w(t, x) from the top. This will
tell you something about |φx(t, 0)| and determine the answer to this question.
(ii) Consider (1.5.16) with a zigzag initial condition u0(x) = u(0, x):

u0(x) =

{
x, 0 ≤ x ≤ 1/2,

1− x, 1/2 ≤ x ≤ 1,
(1.5.17)

extended periodically to R. How will the viscosity solution u(t, x) to the Cauchy problem
look like? Where will it be smooth, and where will it be just Lipschitz? Hint: it may help to
do this in at least two ways: (1) use the definition of the viscosity solution, (2) use the notion
of the entropy solution for the Burgers’ equation for v(t, x) = ux(t, x) if you are familiar with
the basic theory of one-dimensional conservation laws.

Exercise 1.5.5 (Intermezzo: a Laplace asymptotics of integrals). Let ϕ : Rn → R be a
real-valued smooth function such that there are two positive constants α and β such that

ϕ(x) ≥ α|x|2 − β.
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For ε > 0, consider the integral

Iε =

∫
Rn
e−ϕ(x)/εdx.

The goal of this exercise is to show that

lim
ε→0

(
− εlogIε

)
= min

x∈Rn
ϕ(x). (1.5.18)

Note that it suffices to assume that

min
x∈Rn

ϕ(x) = 0, (1.5.19)

and show that
lim
ε→0

(
− εlogIε

)
= 0. (1.5.20)

Exercise 1.5.6 Let us add the term εuxx to the right side of (1.5.16), which produces a
solution uε(t, x). Use the Hopf-Cole transformation zε(t, x) = exp(uε(t, x)/ε), solve the linear
problem for z(t, x) and then pass to the limit ε→ 0 using Exercise 1.5.5. Study what happens
when u′0(x) has limits at ±∞.

Basic properties of the viscosity solutions

We now describe some basic corollaries of the definition of a viscosity solution.

Exercise 1.5.7 Show that the maximum of two viscosity subsolutions to (1.5.15) is a viscos-
ity subsolution, and the minimum of two viscosity supersolutions is a viscosity supersolution.

Exercise 1.5.8 (Stability) Let Fj(x, u, p) be a sequence of functions in C(Tn × R × Rn),
which converges locally uniformly to F ∈ C(Tn × R × Rn). Let uj(t, x) be a sequence of
viscosity solutions to (1.5.5) with F = Fj:

∂tuj + Fj(x, uj,∇uj) = 0, t > 0, x ∈ Tn, (1.5.21)

and assume that uj converges locally uniformly to u ∈ C([0,+∞),Tn). Show that then u is
a viscosity solution to the limiting problem

ut + F (x, u,∇u) = 0, t > 0, x ∈ Tn, (1.5.22)

Hint: if (t0, x0) is, for instance, a local minimum of the difference φ − u, one can turn it
into a strict minimum by changing φ(t, x) into φ(x) + M((t − t0)2 + |x − x0|2), without
changing φt(t0, x0) and ∇φ(t0, x0). In this situation, show that there is a sequence (tj, xj) of
minima of φ − uj converging to (t0, x0), and use the fact that each uj is a viscosity solution
to (1.5.21) to conclude.

The above exercise is extremely important: it shows that, somewhat similar to the weak
solutions, we do not need to check the convergence of the derivatives of uj to the derivatives
of u to know that u is a viscosity solution – this is an extremely useful property to have.
Exercise 1.5.8 asserts that one may safely “pass to the limit” in equation (1.5.5), as soon
as estimates on the moduli of continuity of the solutions are available rather than on the
derivatives.

The next proposition says that viscosity solutions that are Lispchitz continuous do satisfy
the equation in the classical sense almost everywhere.
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Proposition 1.5.9 Let u be a locally Lipschitz viscosity solution to

ut + F (x, u,∇u) = 0, t > 0, x ∈ Tn. (1.5.23)

Then it satisfies (1.5.23) almost everywhere.

This property relies on the following lemma [44].

Lemma 1.5.10 At a point of differentiability (t0, x0) of u(t, x), one may construct a C1 test
function φ(t, x) such that (t0, x0) is a local maximum (respectively, a local minimum) of φ−u.

Proof. For simplicity, we do not take the t-dependence into account, leaving this to the
reader, so we assume that u(x) is a function of x that is differentiable at x0. Without loss of
generality, we assume that x0 = 0, u(0) = 0, and that ∇u(0) = 0, so that u(x) satisfies, in
the vicinity of x = 0:

u(x) = |x|ε(x), lim
|x|→0

ε(x) = 0. (1.5.24)

Our goal is to construct a C1 function φ(x) such that φ(x) ≤ u(x) and φ(0) = 0. Note
that this could be impossible for u(x) that is merely Lipschitz and not differentiable – the
simple counterexample is u(x) = −|x|. We look for a radially symmetric function φ(x) in the
form φ(x) = |x|ζ(|x|) with a C1-function ζ(r) such that

ζ(|x|) ≤ ε(x), lim
r→0

ζ(r) = 0. (1.5.25)

To this end, consider the sequence

εn = inf
2−n−1≤|r|<2−n

ε(r),

and produce the function ζ(r) ≤ ε(r) by smoothing the piecewise constant function

+∞∑
n=0

εn12−n−1≤r<2−n .

We can do this while ensuring that

|ζ ′(r)| ≤ |εn − εn+1|+ |εn − εn−1|
2n

, if 2−n−1 ≤ r ≤ 2−n. (1.5.26)

As the sequence εn → 0 as n→ +∞, this will ensure that

|ζ ′(r)| ≤ α(r)

r
,

with α(r)→ 0 as r → 0. It follows that φ(x) = |x|ζ(|x|) is the sought C1-function. �
Proof of Proposition 1.5.9. The conclusion of this proposition follows essentially im-

mediately from Lemma 1.5.10 and the Rademacher theorem. The latter says that a Lipschitz
function is differentiable a.e., see for instance [57]. At any differentiability point we can con-
struct a C1-function φ(t, x) such that the difference φ− u attains its minimum at (t0, x0), so
that

φt(t0, x0) = ut(t0, x0) and ∇φ(t0, x0) = ∇u(t0, x0). (1.5.27)
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The definition of a viscosity sub-solution together with (1.5.27) implies that

ut(t0, x0) +H(x, u(t0, x0),∇u(t0, x0)) = φt(t0, x0) +H(x, u(t0, x0),∇φ(t0, x0)) ≤ 0.

Similarly, we can show that

ut(t0, x0) +H(x, u(t0, x0),∇u(t0, x0)) ≥ 0,

using the fact that u(t, x) is a viscosity super-solution. This finishes the proof. �
Warning. For the rest of this section, a solution to (1.1.1) will always be meant in the

viscosity sense.

1.5.2 Uniqueness of the viscosity solutions

Let us first give the simplest uniqueness result, that we will prove by the method of doubling
of variables. This argument appears in almost all uniqueness proofs, in more or less elaborate
forms.

Proposition 1.5.11 Assume that the Hamiltonian H(x, p) is continuous in all its variables,
and satisfies the coercivity assumption

lim
|p|→+∞

H(x, p) = +∞, uniformly in x ∈ Tn. (1.5.28)

Consider the equation
H(x,∇u) + u = 0, x ∈ Tn. (1.5.29)

Let u and u be, respectively, a viscosity sub- and a super-solution to (1.5.29), then u ≤ u.

Proof. Assume for a moment that both u and u are C1-functions, so that we can use each of
them as a test function in the definition of the viscosity sub- and super-solutions. First, we
use the fact that u is a super-solution to (1.5.29) and take u as a test function. Let x0 be a
maximum of u−u, then we deduce from the definition of a viscosity super-solution to (1.5.29)
that

H(x0,∇u(x0)) + u(x0) ≥ 0. (1.5.30)

On the other hand, u−u attains its minimum at the same point x0, and, as u is a viscosity
sub-solution to (1.5.29), and u can serve as a test function, we have

H(x0,∇u(x0)) + u(x0) ≤ 0. (1.5.31)

As x0 is a minimum of u − u, and u and u are differentiable, we have ∇u(x0) = ∇u(x0),
whence (1.5.30) and (1.5.31) imply

u(x0) ≤ u(x0).

Once again, as u− u attains its minimum at x0, we conclude that u(x) ≥ u(x) for all x ∈ Tn
if both of these functions are in C1(Tn). Unfortunately, we only know that u and u are
continuous, so we can not use the elegant argument above unless we know, in addition, that
they are both C1-functions.
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In the general case, the method of doubling the variables gives a way around the technical
difficulty that u(x) and u(x) are merely continuous and not necessarily differentiable. Let us
define, for ε > 0, the penalization

uε(x, y) = u(x)− u(y) +
|x− y|2

2ε2

and let (xε, yε) ∈ T2n be a minimum for uε(x, y) over T2n.

Exercise 1.5.12 Show that
lim
ε→0
|xε − yε| = 0. (1.5.32)

and that the family (xε, yε) converges, as ε → 0, up to a subsequence, to a point (x0, x0),
where x0 is a minimum for u(x)− u(x).

Consider the function

φ(x) = u(yε)−
|x− yε|2

2ε2
,

as a (smooth) quadratic function of the variable x. The difference

φ(x)− u(x) = −uε(x, yε)

attains its maximum, as a function of x, at the point x = xε. As u(x) is a viscosity super-
solution to (1.5.29), we have

H(xε,
yε − xε
ε2

) + u(xε) ≥ 0. (1.5.33)

Next, we apply the viscosity sub-solution part of Definition 1.5.13 to the quadratic test func-
tion

ψ(y) = u(xε) +
|xε − y|2

2ε2
.

The difference

ψ(y)− u(y) = u(xε) +
|xε − y|2

2ε2
− u(y) = uε(xε, y)

attains its minimum at y = yε. As u(y) is a viscosity sub-solution to (1.5.29), we obtain

H(yε,
yε − xε
ε2

) + u(yε) ≤ 0. (1.5.34)

The coercivity of the Hamiltonian and (1.5.34), together with the boundedness of uε, imply
that |xε − yε|/ε2 is bounded, uniformly in ε: there exists R so that

|xε − yε|
ε2

≤ R.

The uniform continuity of H(x, p) on the set {(x, p) : x ∈ Tn, p ∈ B(0, R)} implies that, as
consequence, we have

H(yε,
yε − xε
ε2

) = H(xε,
yε − xε
ε2

) + o(1), as ε→ 0.
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Subtracting (1.5.34) from (1.5.33), we obtain

u(xε)− u(yε) ≥ o(1), as ε→ 0.

Sending ε→ 0 with the help of the result of Exercise 1.5.12 implies

u(x0)− u(x0) ≥ 0,

and, as x0 is the minimum of u− u, the proof is complete. �
An immediate consequence of Proposition 1.5.11 is that (1.5.29) has at most one solution.

The comparison principle and weak contraction

The proof of Proposition 1.5.11 can be adapted to establish two fundamental properties for the
viscosity solutions to the Cauchy problem: the comparison principle and the weak contraction
property.

Exercise 1.5.13 (The comparison principle) Assume that H(x, p), is a continuous function
that satisfies the coercivity property (1.5.28). Let u1(t, x) and u2(t, x) be, respectively, a
viscosity sub-solution, and a viscosity super-solution to

ut +H(x,∇u) = 0, t > 0, x ∈ Tn, (1.5.35)

with the initial conditions u10 and u20 such that u10(x) ≤ u20(x) for all x ∈ Tn. Modify the
proof of Proposition 1.5.11 to show that then u1(t, x) ≤ u2(t, x) for all t ≥ 0 and x ∈ Tn.
This proves the uniqueness of the viscosity solutions.

Exercise 1.5.14 (Weak contraction) Let H(x, p) be a continuous function that satisfies the
coercivity property (1.5.28), and u1 and u2 be two solutions to (1.5.35) with continuous initial
conditions u10 and u20, respectively. Show that then we have

‖u1(t, ·)− u2(t, ·)‖L∞ ≤ ‖u10 − u20‖L∞ .

Hint: notice that if u(t, x) solves (1.5.35) then so does u(t, x) + k for any k ∈ R, and use
Exercise 1.5.13.

1.5.3 Finite speed of propagation

We are now going to prove a finite speed of propagation property, partly to acquire some
further familiarity with the notion of a viscosity solution, and partly to emphasize the sharp
contrast with viscous models: if the equation carried a Laplacian, an initially nonnegative
solution would instantly become positive everywhere. As this property makes better sense
in Rn and not on the torus, this is the case we will consider.

Proposition 1.5.15 Let H be uniformly Lipschitz with respect to its second variable:

|H(x, p1)−H(x, p2)| ≤ CL|p1 − p2| for all x ∈ Rn and p1, p2 ∈ Rn. (1.5.36)
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Let u0 and v0 be two continuous, compactly supported initial conditions, and assume that each
generates a globally Lipschitz solution, respectively denoted by u(t, x) and v(t, x) to the Cauchy
problem

ut +H(x,∇u) = 0, vt +H(x,∇v) = 0, 0 < t ≤ T, x ∈ Rn, (1.5.37)

with u(0, x) = u0(x) and v(0, x) = v0(x) for all x ∈ Rn. Then, if x0 ∈ Rn and t0 ∈ [0, T ]
satisfy

dist
(
x0, supp(u0 − v0))

)
> t0CL,

then u(t0, x0) = v(t0, x0).

Proof. The idea is simple: assuming that everything is smooth, the function w = u − v
satisfies the inequalities

wt ≤ CL|∇w|, (1.5.38)

and
wt ≥ −CL|∇w|. (1.5.39)

Exercise 1.5.16 Use the method of characteristics to show that if w is a smooth function
that satisfies (1.5.38) and

dist
(
x0, supp(w(0, ·))

)
> CLt0, (1.5.40)

then w(t0, x0) ≤ 0, and if a smooth function w satisfies (1.5.39)-(1.5.40), then w(t0, x0) ≥ 0.

Thus, the conclusion of this proposition follows from Exercise 1.5.16 if u and v are smooth.
Unfortunately, if u and v are not smooth, then we can not use the characteristics but only
the definition of a viscosity solution. Let us fix a point x0 ∈ Rn and t0 > 0 so that

dist
(
x0, supp(u0 − v0))

)
> CLt0, (1.5.41)

take ε > 0 sufficiently small, so that

ε <
1

2

(
dist
(
x0, supp(u0 − v0))

)
− CLt0

)
, (1.5.42)

and let φ0(r) be a C1-function equal to 1 outside of the the ball BCLt0+ε(0), and to 0 in the
ball BCLt0(0). The function

w(t, x) = ‖u0 − v0‖L∞φ0(|x− x0|+ CLt) (1.5.43)

is a smooth solution to
∂tw − CL|∇w| = 0, t > 0, x ∈ Rn, (1.5.44)

such that w(t, x0) = 0 for t ≤ t0. Moreover, because of (1.5.42), at t = 0 we have

w(0, x) = ‖u0 − v0‖L∞φ0(|x− x0|) ≥ |u0(x)− v0(x)| for all x ∈ Rn. (1.5.45)

Our goal is to show this inequality persists until the time t0:

|u(t, x)− v(t, x)| ≤ w(t, x) for all 0 ≤ t ≤ t0 and x ∈ Rn. (1.5.46)
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Indeed, using (1.5.46) at x = x0 and t = t0 would give

|u(t0, x0)− v(t0, x0)| ≤ ‖u0 − v0‖L∞φ0(CLt0) = 0, (1.5.47)

which is what we need.
The comparison principle in Exercise 1.5.13 together with (1.5.45) implies that (1.5.46)

would follow if we show that v(t, x) = u(t, x)+w(t, x) is a viscosity super-solution to (1.5.37):

∂tv +H(x,∇v) ≥ 0. (1.5.48)

Observe that (1.5.48) and (1.5.45) together would imply

v(t, x) ≤ v(t, x) = u(t, x) + w(t, x) for all 0 ≤ t ≤ t0 and x ∈ Rn. (1.5.49)

As the roles of u and v can be reversed, we would deduce (1.5.46).
Thus, we need to prove the viscosity super-solution property for v(t, x). Let ϕ(t, x) be a

smooth test function, and (t1, x1) be a minimum point for

v(t, x)− ϕ(t, x) = u(t, x) + w(t, x)− ϕ(t, x) = u(t, x)− ψ(t, x), (1.5.50)

with a C1-function
ψ(t, x) = ϕ(t, x)− w(t, x).

In other words, (t1, x1) is a minimum point for u(t, x) − ψ(t, x). As u is a viscosity solution
to (1.5.37), it follows that

∂tψ(t1, x1) +H(x1,∇ψ(t1, x1)) ≥ 0, (1.5.51)

which is nothing but

∂tϕ(t1, x1)− ∂tw(t1, x1) +H
(
x1,∇ϕ(t1, x1)−∇w(t1, x1)

)
≥ 0, (1.5.52)

Using the inequality
H(x̄,∇ϕ−∇w) ≤ H(x̄,∇ϕ) + CL|∇w|.

in (1.5.52) gives

∂tϕ(t1, x1)− ∂tw(t1, x1) +H
(
x1,∇ϕ(t1, x1)

)
+ CL|∇w(t1, x1)| ≥ 0. (1.5.53)

Recalling (1.5.44), we obtain

∂tϕ(t1, x1) +H
(
x1,∇ϕ(t1, x1)

)
≥ 0. (1.5.54)

We conclude that v(t, x) is a viscosity super-solution to (1.5.37), finishing the proof. �

Exercise 1.5.17 (Hole filling property). Let u(t, x) be a viscosity solution to

ut = R(t, x)|∇u|, t > 0, x ∈ Rn,

with R(t, x) ≥ R0 > 0. Assume that (i) u(0, x) = u0(x) ≥ δ0 > 0 outside a ball B(0, R), and
(ii) the set Rn\

(
supp(u0)

)
is compact. Prove that there exists T0 > 0 such that u(t, x) > 0

for all t ≥ T0, and all x ∈ Rn.
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1.6 Construction of solutions

So far, we have set up a beautiful notion of viscosity solutions, and we have also proved
that this works well in settling our worries about uniqueness, distinguishing them from the
Lipschitz solutions. Now, we have to prove that, as far as existence is concerned, this new
notion does better than the classical solutions, in the sense that solutions to the Cauchy
problem exist for all t > 0 under reasonable assumptions. In this section, we will show
how these solutions can be constructed. First, we will produce wave solutions to the time-
dependent problem

∂tu+H(x,∇u) = 0, x ∈ Tn. (1.6.1)

Next, we are going to prove that the Cauchy problem for (1.6.1) is well-posed as soon as
a continuous initial condition is specified. Eventually, we will show that the wave solutions
describe the long time behavior of the solutions to the Cauchy problem.

1.6.1 Existence of waves, and the Lions-Papanicolaou-Varadhan
theorem

Wave solutions for (1.6.1) will be sought in the same form as viscous waves, that is

v(t, x) = −ct+ u(x), (1.6.2)

with a constant c ∈ R. A function v(t, x) of this form is a solution to (1.6.1) if u(x) solves a
time-independent problem

H(x,∇u) = c, x ∈ Tn. (1.6.3)

Exercise 1.6.1 Show that a function v(t, x) of the form (1.6.2) is a viscosity solution to (1.6.1)
if and only if u(x) is a viscosity solution to (1.6.3).

We will think of v(t, x) as the height of an interface, and refer to the constant c as the speed
of the wave, and to u(x) as its shape. Let us point out that the speed is unique: (1.6.3) may
have viscosity solutions for at most one c. Indeed, assume there exist c1 6= c2, such that (1.6.3)
has a viscosity solution u1 for c = c1 and another viscosity solution u2 for c = c2. Let K > 0
be such that

u1(x)−K ≤ u2(x) ≤ u1(x) +K, for all x ∈ Tn.

By Exercise 1.6.1 the functions

v1,±(t, x) = −c1t+ u1(x)±K

and

v2(t, x) = −c2t+ u2(x)

are the viscosity solutions to the Cauchy problem (1.1.1) with the respective initial conditions

v1,±(x) = u1(x)±K, v2(0, x) = u2(x).
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By the comparison principle (Exercise 1.5.13), we have

−c1t+ u1(x)−K ≤ −c2t+ u2(x) ≤ −c1t+ u1(x) +K, for all t ≥ 0 and x ∈ Tn.

This is a contradiction since c1 6= c2, and the functions u1 and u2 are bounded. Therefore,
the wave speed c is unique. Note that this does not address the question of uniqueness of the
shape u(x) – we leave this question for later.

The main result of this section is the following theorem, due to Lions, Papanicolaou,
Varadhan [94], that asserts the existence of a constant c for which (1.6.3) has a solution.

Theorem 1.6.2 Assume that H(x, p) is continuous, uniformly Lipschitz:

|H(x, p1)−H(x, p2)| ≤ CL|p1 − p2|, for all x ∈ Tn, and p1, p2 ∈ Rn, (1.6.4)

the coercivity condition

lim
|p|→+∞

H(x, p) = +∞, uniformly in x ∈ Tn. (1.6.5)

holds, and
|∇xH(x, p)| ≤ K0(1 + |p|), for all x ∈ Tn, and p ∈ Rn. (1.6.6)

Then there is a unique c ∈ R for which

H(x,∇u) = c, x ∈ Tn. (1.6.7)

has a solution.

It is important to point out that the periodicity assumption in x on the Hamiltonian is
indispensable – for instance, when H(x, p) is a random function (in x) on Rn × Rn, the
situation is much more complicated – an interested reader should consult the literature on
stochastic homogenization of the Hamilton-Jacobi equations, a research area that is active
and evolving at the moment of this writing. We also mention that the only assumption
made in [94] is that H(x, p) is continuous and coercive. The Lipschitz condition (1.6.4) in p
and (1.6.6) in x have been added here for convenience.

The homogenization connection

Before proceeding with the proof of the Lions-Papanicolaou-Varadhan theorem, let us explain
how the steady equation (1.6.7) appears in the context of periodic homogenization, which was
probably the main motivation behind this theorem. We can not possibly do justice to the
area of homogenization here – an interested reader should explore the huge literature on the
subject, with the book [115] by G. Pavliotis and A. Stuart providing a good starting point. Let
us just briefly illustrate the general setting on the example of the periodic Hamilton-Jacobi
equations. Consider the Cauchy problem

uεt +H(x,∇uε) = 0, t > 0, x ∈ Rn, (1.6.8)

in the whole space Rn (and not on the torus), with the Hamiltonian H(x, p) that is 1-periodic
in all coordinates xj, j = 1, . . . , n. We are interested in the regime where the initial condition
is slowly varying and large:

uε(0, x) = ε−1u0(εx). (1.6.9)
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Let us note that if one thinks of the solution to (1.6.8) as the height of some interface at the
position x ∈ Rn at a time t > 0, then it is very natural that if uε(0, x) varies on a scale ε−1 in
the x-variable, then its height should also be of the order ε−1, which is exactly what we see
in (1.6.9).

The general question of homogenization is how the ”microscopic” variations in the Hamil-
tonian that varies on the scale O(1) affect the evolution of the initial condition that varies on
the ”macroscopic” scale O(ε−1). The goal is to describe the evolution in purely ”macroscopic”
terms, and extract an effective macroscopic problem that approximates the full microscopic
problem well. This allows to avoid, say, in numerical simulations, modeling the microscopic
variations of the Hamiltonian, and do the simulations on the macroscopic scale – a huge ad-
vantage in engineering problems. It also happens that from the purely mathematical view
point, homogenization is also an extremely rich subject.

This general philosophy translates into the following strategy. As the initial condition
in (1.6.9) is slowly varying, one should observe the solution on a macroscopic spatial scale,
in the ”slow” variable y = εx. Since uε(0, x) is also very large itself, of the size O(ε−1), it
is appropriate to rescale it down. In other words, instead of looking at uε(t, x) directly, we
would represent it as

uε(t, x) = ε−1wε(t, εx),

and consider the evolution of wε(t, y), which satisfies

wεt + εH(
y

ε
,∇wε) = 0, (1.6.10)

with the initial condition wε(0, y) = u0(y) that is now independent of ε. However, we see
that wε evolves very slowly in t – its time derivative is of the size O(ε). Hence, we need
to wait a long time until it changes. To remedy this, we introduce a long time scale of the
size t = O(ε−1). In other words, we write

wε(t, y) = vε(εt, y).

In the new variables the problem takes the form

vεs +H
(y
ε
,∇vε

)
= 0, y ∈ Rn, s > 0, (1.6.11)

with the initial condition vε(0, y) = u0(y).
It seems that we have merely shifted the difficulty – we used to have ε in the initial

condition in (1.6.9) while now we have it appear in the equation itself – the Hamiltonian
depends on y/ε. However, it turns out that we may now find an ε-independent problem that
has a spatially uniform Hamiltonian that provides a good approximation to (1.6.11). The
reason this is possible is that we have chosen the correct temporal and spatial scales to track
the evolution of the solution.

Here is an informal way to find the approximating problem. Let us seek the solution
to (1.6.11) in the form of an asymptotic expansion

vε(s, y) = v̄(s, y) + εv1(s, y,
y

ε
) + ε2v2(s, y,

y

ε
) + . . . (1.6.12)

41



The functions vj(s, y, z) are assumed to be periodic in the “fast” variable z but not in the
”slow” variables s and y. Inserting this expansion into (1.6.11), and collecting the terms with
various powers of ε, we obtain in the leading order

v̄s(s, y) +H
(y
ε
,∇yv̄(s, y) +∇zv1(s, y,

y

ε
)
)

= 0. (1.6.13)

As is standard in such multiple scale expansions, we consider (1.6.13) as

v̄s(s, y) +H(z,∇yv̄(s, y) +∇zv1(s, y, z)) = 0, z ∈ Tn, (1.6.14)

an equation for v1 as a function of the fast variable z ∈ Tn, for each s > 0 and y ∈ Rn fixed.
In other words, for each pair of the ”macroscopic” variables s and y we consider a microscopic
problem in the z-variable. In the area of numerical analysis, one would call this ”sub-grid
modeling”: the variables s and y live on the macroscopic grid, and the z-variable lives on the
microscopic sub-grid.

The function v̄(s, y) will then be found from the solvability condition for (1.6.13). Indeed,
the terms v̄s(s, y) and ∇yv̄(s, y) in (1.6.14) do not depend on the fast variable z and should
be treated as constants – we solve (1.6.14) independently for each s and y. Let us then, for
each fixed p ∈ Rn, consider the problem

H(z, p+∇zw) = c, z ∈ Tn. (1.6.15)

The case of interest is p = ∇yv̄(s, y) and c = −v̄s(s, y) but one needs to momentarily look
at (1.6.15) for an arbitrary choice of p ∈ Rn and c ∈ R. The Lions-Papanicolaou-Varadhan
theorem says that for each p ∈ Rn there is a unique c that we will denote by H̄(p) such
that (1.6.15) has a solution. We then write (1.6.15) as

H(z, p+∇zw) = H̄(p), z ∈ Tn. (1.6.16)

Hence, the solvability condition for (1.6.14) is that the function v̄(s, y) satisfies the homoge-
nized (also known as ”effective”) equation

v̄s + H̄(∇yv̄) = 0, v̄(0, y) = u0(y), s > 0, y ∈ Rn, (1.6.17)

and the function H̄(p) is called the effective, or homogenized Hamiltonian. Note that the
effective Hamiltonian does not depend on the spatial variable – the “small scale” variations are
averaged out via the above homogenization procedure. The point is that the solution vε(s, y)
of (1.6.11), an equation with highly oscillatory coefficients is well approximated by v̄(s, y),
the solution of (1.6.17), an equation with spatially uniform coefficients, that is much simpler
to study analytically or solve numerically.

Thus, the existence and uniqueness of the constant c for which solution of the steady
equation (1.6.15) exists, is directly related to the homogenization (long time behavior) of the
solutions to the Cauchy problem (1.6.8) with slowly varying initial conditions, as it provides
the corresponding effective Hamiltonian. Unfortunately, there is a catch: not so much is
known in general on how the effective Hamiltonian H̄(p) depends on the original Hamilto-
nian H(x, p), except for some very generic properties. Estimating and computing numerically
the effective Hamiltonian H̄(p) is a separate interesting line of research.
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Exercise 1.6.3 (The one-dimensional case) Compute the effective Hamiltonian H̄(p) for

H(x, p) = R(x)
√

1 + p2, x ∈ T1, p ∈ R,

where R(x) is a smooth 1-periodic function.

Exercise 1.6.4 Show that for every p ∈ Rn one can find a periodic in x function u(x; p),
x ∈ Tn, p ∈ Rn such that the function

v(t, x; p) = p · x+ u(x; p)− tH̄(p)

is a solution to

vt +H(x;∇v) = 0.

What is the function u(x; p) in terms of the approximate expansion (1.6.12)? Explain why it
is natural that the function u(x; p) appears when we try to approximate the solution to

uεt +H(x,∇uε) = 0,

with an initial condition of the form uε(0, x) = ε−1u0(εx).

The proof of the Lions-Papanicolaou-Varadhan theorem

Recall that our goal is to construct a solution to (1.6.7):

H(x,∇u) = c, x ∈ Tn. (1.6.18)

As we have already proved uniqueness of the constant c, we only need to prove its existence,
and, of course, construct the solution u(x). We will make use of the viscosity solution to the
auxiliary problem

H(x,∇uε) + εuε = 0, x ∈ Tn, (1.6.19)

with ε > 0. Note that the regularization parameter ε > 0 in (1.6.19) has nothing to do with
the small parameter ε > 0 that we have used in the discussion of the periodic homogenization
theory, where it referred to the separation of scales between the scale of variation of the
initial condition and that of the periodic Hamiltonian. Unfortunately, it is common to use
the notation ε in both of these settings. We hope that the reader will find it not too confusing.

We have already shown that (1.6.19) has at most one solution. Let us for the moment
accept that the solution to the regularized problem (1.6.19) exists and show how one can
finish the proof of Theorem 1.6.2 from here. Then, we will come back to the construction of
a solution to (1.6.19). Our task is to pass to the limit ε ↓ 0 in (1.6.19).

Exercise 1.6.5 Show that for all ε > 0, the solution uε(x) of (1.6.19) satisfies

− ‖H(·, 0)‖L∞
ε

≤ uε(x) ≤ ‖H(·, 0)‖L∞
ε

, (1.6.20)

for all x ∈ Tn. Hint: use the comparison principle.

43



Note that the fact that uε(x) is of the size ε−1 is not a fluke of the estimate. For instance,
if the function H(x, p) is bounded from below by a positive constant c0, then the solution
to (1.6.19) will clearly satisfy |uε(x)| ≥ c0/ε for all x ∈ Tn. Therefore, one can not expect
that the solution to (1.6.19) converges as ε→ 0 to a solution to (1.6.18). One can, however,
hope that the solution becomes large but its gradient stays bounded, so if we subtract the
large mean the difference will be bounded. Accordingly, we will decompose uε into its mean
and oscillation:

uε(x) = 〈uε〉+ vε(x), (1.6.21)

where

〈uε〉 =

∫
Tn
uε(y)dy. (1.6.22)

Recall that the torus Tn is normalized so that Vol(Tn) = 1. We will then show that there is
a sequence εk → 0 so that the limit

c = − lim
εk→0

εk〈uεk〉 (1.6.23)

exists, and vεk(x) also converge uniformly on Tn to a limit u that satisfies (1.6.18) with c
given by (1.6.23).

In order to pass to the limit ε ↓ 0 in (1.6.19), we need a modulus of continuity estimate
on uε (and hence vε) that does not depend on ε ∈ (0, 1).

Lemma 1.6.6 There is C > 0 independent of ε such that |Lip uε| ≤ C.

Proof. Again, we use the doubling of the independent variables. Fix x ∈ Tn and, for K > 0,
consider the function

ζ(y) = uε(y)− uε(x)−K|y − x|. (1.6.24)

Let x̂ be a maximum of ζ(y) (the point x̂ depends on x). If x̂ = x for all x ∈ Tn, then,
as ζ(x) = 0, we obtain

uε(y)− uε(x) ≤ K|x− y|, (1.6.25)

for all x, y ∈ Tn, which implies that uε is Lipschitz with the constant K. If there exists some x
such that x̂ 6= x, then the function

ψ(y) = uε(x) +K|y − x|

is, in a vicinity of the point y = x̂, an admissible test function, as a function of y. Moreover,
the difference

ψ(y)− uε(y) = −ζ(y)

attains its minimum at y = x̂. As uε(y) is a viscosity solution to (1.6.19), and

∇ψ(x̂) = K
x̂− x
|x̂− x|

,

it follows that

H
(
x̂, K

x̂− x
|x̂− x|

)
+ εuε(x̂) ≤ 0. (1.6.26)
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Since εuε(x) is bounded by ‖H(·, 0)‖L∞ , as in (1.6.20), we deduce that

H
(
x̂, K

x̂− x
|x̂− x|

)
≤ ‖H(·, 0)‖L∞ . (1.6.27)

On the other hand, the coercivity condition (1.6.5) implies that we can take K sufficiently
large, so that

‖H(·, 0)‖L∞ < inf
x∈Tn,|p|=K

H(x, p). (1.6.28)

Hence, if we take K as in (1.6.28), then (1.6.27) can not hold. As a consequence, for such K
we must have x̂ = x for all x ∈ Tn. It follows that for such K the inequality (1.6.25) holds
for all x, y ∈ Tn. This finishes the proof. �

To finish the proof of Theorem 1.6.2, we go back to the decomposition (1.6.21)-(1.6.22).
The function

vε = uε − 〈uε〉

satisfies
H(x,∇vε) + ε〈uε〉+ εvε = 0. (1.6.29)

As ∫
Tn
vε(x)dx = 0,

and because of Lemma 1.6.6, the family vε is both uniformly bounded in L∞ and is uniformly
Lipschitz. As a consequence, it converges uniformly, up to extraction of a subsequence, to
a function v ∈ C(Tn), and εvε → 0. The bound (1.6.20) implies that the family ε〈uε〉 is
bounded. We may, therefore, assume its convergence (along a subsequence) to a constant
denoted by −c, as in (1.6.23). By the stability result in Exercise 1.5.8, we deduce that v is a
viscosity solution of

H(x,∇v) = c. (1.6.30)

This finishes the proof of Theorem 1.6.2 except for the construction of a solution to (1.6.19).

Existence of the solution to the auxiliary problem

Let us now construct a solution to (1.6.19).

Proposition 1.6.7 If H(x, p) satisfies the assumptions of Theorem 1.6.2, then for all ε > 0
the problem

H(x,∇u) + εu = 0, x ∈ Tn, (1.6.31)

has a viscosity solution.

We will treat a solution to (1.6.31) as a fixed point of the map S[v] = u defined via

H(x,∇u) +Mu = (M − ε)v, x ∈ Tn, (1.6.32)

with M > 0 to be chosen appropriately. The point is that if M is sufficiently large, we will
be able to prove that this map is a contraction on C(Tn), hence has a fixed point. Any such
fixed point is a solution to (1.6.31). Our first task is to prove the following lemma.
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Lemma 1.6.8 There exists M0 > 0 so that for all M > M0 and all f ∈ C(Tn) there exists a
solution to

H(x,∇u) +Mu = f, x ∈ Tn. (1.6.33)

This lemma shows that the map S is well-defined for M > M0. Its proof will use an explicit
construction of the solutions via a limiting procedure that will give us sufficiently strong a
priori bounds that will allow us to deduce that S is a contraction.

The proof of Lemma 1.6.8

We take a function f ∈ C(Tn), and consider a regularized problem

− δ∆uγ,δ +H(x,∇uγ,δ) +Muγ,δ = fγ(x), x ∈ Tn, (1.6.34)

with δ > 0 and γ > 0, and

fγ = Gγ ? f. (1.6.35)

Here, Gγ is a compactly supported smooth approximation of identity:

Gγ(x) = γ−nG
(x
γ

)
, G(x) ≥ 0,

∫
Rn
G(x)dx = 1,

so that fγ(x) is smooth, and fγ → f in C(Tn). In particular, there exists Kγ that depends
on γ ∈ (0, 1) so that

‖fγ‖L∞ ≤ ‖f‖L∞ , ‖fγ‖C1 ≤ Kγ‖f‖L∞ . (1.6.36)

It is relatively straightforward to show that (1.6.34) admits a smooth solution uγ,δ for each
γ > 0 and δ > 0. The difficulty is to pass to the limit δ ↓ 0, followed by γ ↓ 0 to construct in
the limit a viscosity solution to (1.6.33). This will require a priori bounds on uγ,δ summarized
in the following lemma.

Lemma 1.6.9 There exists M0 > 0 so that if M > M0 then the solution uγ,δ to (1.6.34)
obeys the following gradient bound, for all δ ∈ (0, 1):

|∇uγ,δ(x)| ≤ Cγ(1 + ‖f‖L∞) for all x ∈ Tn. (1.6.37)

Here, the constant Cγ may depend on γ ∈ (0, 1) but not on δ ∈ (0, 1). There also exists a
constant C > 0 that does not depend on γ ∈ (0, 1) or δ ∈ (0, 1) so that

|uγ,δ(x)| ≤ C

M
(1 + ‖f‖L∞) for all x ∈ Tn. (1.6.38)

Proof. Let us look at the point x0 where |∇uγ,δ(x)|2 attains its maximum. Note that (we
drop the super-scripts γ and δ for the moment)

∂

∂xi
(|∇u|2) = 2

∂u

∂xj

∂2u

∂xi∂xj
,

46



so that, using (1.6.34), we compute

∆(|∇u|2) = 2
n∑

i,j=1

( ∂2u

∂xi∂xj

)2

+ 2
n∑
j=1

∂u

∂xj

∂∆u

∂xj
= 2

n∑
i,j=1

( ∂2u

∂xi∂xj

)2

+
2M

δ
|∇u|2

+
2

δ

n∑
j=1

∂u

∂xj

∂H(x,∇u)

∂xj
+

2

δ

n∑
k,j=1

∂u

∂xj

∂H(x,∇u)

∂pk

∂2u

∂xj∂xk
− 2

δ

n∑
j=1

∂u

∂xj

∂fγ
∂xj

= 2
n∑

i,j=1

( ∂2u

∂xi∂xj

)2

+
2M

δ
|∇u|2 +

2

δ

n∑
j=1

∂u

∂xj

∂H(x,∇u)

∂xj
+

1

δ

n∑
k=1

∂H(x,∇u)

∂pk

∂|∇u|2

∂xk

−2

δ

n∑
j=1

∂u

∂xj

∂fγ
∂xj

.

Thus, at the maximum x0 of |∇u|2 we have

0 ≥ ∆(|∇u|2)(x0) = 2
n∑

i,j=1

( ∂2u

∂xi∂xj

)2

+
2M

δ
|∇u|2 +

2

δ

n∑
j=1

∂u

∂xj

∂H(x,∇u)

∂xj
− 2

δ

n∑
j=1

∂u

∂xj

∂fγ
∂xj

.

(1.6.39)
Let us recall the gradient bound (1.6.6) on H(x, p):

|∇xH(x, p)| ≤ K0(1 + |p|). (1.6.40)

We see from (1.6.39) and (1.6.40) that

Q = |∇u(x0)| = sup
x∈Tn
|∇u(x)|

satisfies

MQ2 ≤ K0Q(1 +Q) +Q‖fγ‖C1 ≤ 5K0(1 +Q2) +KγQ‖f‖L∞ . (1.6.41)

We used (1.6.36) above. It follows from (1.6.41) that there exist M0 > 0 and C1 that depend
on K0 but not on γ ∈ (0, 1) and Cγ that depends on γ ∈ (0, 1) so that for all M > M0 we
have

Q ≤ C1 + Cγ‖f‖L∞ . (1.6.42)

This proves (1.6.37).
To prove (1.6.38) we look at the point xM where u attains its maximum over Tn. At this

point we have

Mu(xM) = fγ(xM) + δ∆u(xM)−H(xM , 0) ≤ ‖fγ||L∞ + ‖H(·, 0)‖L∞ , (1.6.43)

hence

u(xM) ≤ C

M
(1 + ‖f‖L∞).

A similar estimate holds at the minimum of u, proving (1.6.38). �
The Lipschitz bound (1.6.37) and (1.6.38) show that if M > M0, after passing to a

subsequence δk ↓ 0, the family uγ,δk(x) converges uniformly in x ∈ Tn, to a function uγ(x).
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Exercise 1.6.10 Show that uγ(x) is the viscosity solution to

H(x,∇uγ) +Muγ = fγ(x), x ∈ Tn. (1.6.44)

Hint: Exercise 1.5.8 and its solution should be helpful here.

The next step is to send γ → 0.

Exercise 1.6.11 Mimic the proof of Lemma 1.6.6 to show that uγ(x) are uniformly Lipschitz:
there exists a constant Cf > 0 that may depend on ‖f‖L∞ but is independent of γ ∈ (0, 1)
and of M > M0 such that

|Lip uγ| ≤ Cf . (1.6.45)

Also show that

‖uγ‖L∞ ≤
1

M
(‖H(·, 0)‖L∞ + ‖f‖L∞). (1.6.46)

This exercise shows that as long as M ≥ M0, the family uγk converges, along as subse-
quence γk ↓ 0, uniformly in x ∈ Tn, to a limit u(x) ∈ C(Tn) that obeys the same uniform
Lipschitz and L∞-bounds in Exercise 1.6.11. Invoking again the stability result of Exer-
cise 1.5.8 shows that u(x) is the unique viscosity solution to

H(x,∇u) +Mu = f(x), x ∈ Tn. (1.6.47)

This finishes the proof of Lemma 1.6.8. �

The end of the proof of Proposition 1.6.7

We now explain how this construction implies the conclusion of Proposition 1.6.7. Let us
take ε < M , and re-write equation (1.6.31)

H(x,∇u) + εu = 0, x ∈ Tn. (1.6.48)

for which we need to find a solution, as

H(x,∇u) +Mu = (M − ε)u, x ∈ Tn. (1.6.49)

As we have mentioned, we define the map S : C(Tn) → C(Tn) as follows: given v ∈ C(Tn),
let u = S[v] be the unique viscosity solution to

H(x,∇u) +Mu = (M − ε)v, x ∈ Tn. (1.6.50)

We claim that S is a contraction in C(Tn). We have shown that u = S[v] can be constructed
via the above procedure of passing to the limit δ → 0 , followed by γ → 0 in the regularized
problem

− δ∆uγ,δ +H(x,∇uγ,δ) +Muγ,δ = (M − ε)vγ, x ∈ Tn. (1.6.51)

Given v1, v2 ∈ C(Tn), consider the corresponding solutions to the regularized problems (1.6.51):

− δ∆uγ,δ1 +H(x,∇uγ,δ1 ) +Muγ,δ1 = (M − ε)v1,γ, x ∈ Tn, (1.6.52)
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and
− δ∆uγ,δ2 +H(x,∇uγ,δ2 ) +Muγ,δ2 = (M − ε)v2,γ, x ∈ Tn. (1.6.53)

Assume that the difference
w = uγ,δ1 − u

γ,δ
2

attains its maximum at a point x0. The function w satisfies

− δ∆w +H(x,∇uγ,δ1 )−H(x,∇uγ,δ2 ) +Mw = (M − ε)(v1,γ − v2,γ), x ∈ Tn. (1.6.54)

Evaluating this at x = x0, as ∇uγ,δ1 (x0) = ∇uγ,δ2 (x0), we see that

− δ∆w(x0) +Mw(x0) = (M − ε)(v1,γ(x0)− v2,γ(x0)), x ∈ Tn. (1.6.55)

As x0 is the maximum of w, we deduce that

w(x0) ≤ M − ε
M
‖v1,γ − v2,γ‖C(Tn).

Using a nearly identical computation for the minimum, we conclude that

‖uγ,δ1 − u
γ,δ
2 ‖C(Tn) ≤

M − ε
M
‖v1,γ − v2,γ‖C(Tn). (1.6.56)

Passing to the limit δ ↓ 0 and γ ↓ 0, we obtain

‖u1 − u2‖C(Tn) ≤
M − ε
M
‖v1 − v2‖C(Tn), (1.6.57)

hence S is a contraction on C(Tn), as claimed. Thus, this map has a fixed point, which is the
viscosity solution to

H(x,∇u) + εu = 0, x ∈ Tn. (1.6.58)

This completes the proof of Proposition 1.6.7. �

1.6.2 Existence of the solution to the Cauchy problem

We will now construct the viscosity solution to the Cauchy problem

ut +H(x,∇u) = 0, t > 0, x ∈ Tn,
u(0, x) = u0(x), x ∈ Tn,

(1.6.59)

with a continuous initial condition u0(x). Recall that Exercise 1.5.13 implies the uniqueness
of the solution with a given initial condition, so we do not need to address that issue. We
make the same assumptions as in Theorem 1.6.2: there exists CL > 0 so that

|H(x, p1)−H(x, p2)| ≤ CL|p1 − p2|, for all x, p1, p2 ∈ Rn, (1.6.60)

and
lim
|p|→+∞

H(x, p) = +∞, uniformly in x ∈ Tn. (1.6.61)

We will again assume the gradient bound (1.6.6):

|∇xH(x, p)| ≤ K0(1 + |p|), for all x ∈ Tn, and p ∈ Rn. (1.6.62)
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Theorem 1.6.12 The Cauchy problem (1.6.59) has a unique viscosity solution u(t, x). More-
over, the weak contraction property holds: if u(t, x) and v(t, x) are two solutions to (1.6.59)
with the corresponding initial conditions u0 ∈ C(Tn) and v0 ∈ C(Tn), then

‖u(t, ·)− v(t, ·)‖L∞ ≤ ‖u0 − v0‖L∞ . (1.6.63)

The weak contraction property is recorded here simply for the sake of completeness: we have
seen in Exercise 1.5.14 that it follows immediately from the comparison principle. Therefore,
we will focus on the existence of the solutions.

An important consequence of the weak contraction principle is that we may restrict our-
selves to initial conditions that are smooth. Indeed, suppose that we managed to prove the
theorem for smooth initial conditions, and consider u0 ∈ C(Tn). Let u

(k)
0 be a sequence of

smooth functions converging to u0 in C(Tn) as k → +∞, and u(k)(t, x) be the corresponding

sequence of solutions to (1.6.59), with the initial conditions u
(k)
0 . It follows from the weak

contraction principle that

‖u(k) − u(m)‖L∞(R+×Tn) ≤ ‖u(k)
0 − u

(m)
0 ‖L∞ ,

ensuring that u(k) is a uniformly Cauchy sequence on C([0,+∞) × Tn). Hence, it converges
uniformly to a continuous function u ∈ C(R+ × Tn). The stability result in Exercise 1.5.8
implies that u is a solution to the Cauchy problem (1.6.59) with the initial condition u0(x).

We are now left with the actual construction of a solution to (1.6.59), with the assumption
that u0 is smooth. We are going to use the most pedestrian way to do it: a time discretization.
Take a family of time steps ∆t→ 0. For a fixed ∆t > 0, consider the sequence un∆t(x) defined
by setting u0(x) := u0(x) and the recursion relation:

un+1
∆t − un∆t

∆t
+H(x,∇un+1

∆t ) = 0, x ∈ Tn, (1.6.64)

that is an implicit time discretization of (1.6.59). Given un∆t(x), we look at (1.6.64) as a
time-independent Hamilton-Jacobi equation

H(x,∇un+1
∆t ) +

1

∆t
un+1

∆t =
1

∆t
un∆t, x ∈ Tn. (1.6.65)

It is of the type, for which Proposition 1.6.7 guarantees existence of a unique continuous
solution un+1

∆t , as long as un∆t is continuous. This produces the sequence un∆t(x), for n ≥ 0. An
approximate solution u∆t to the Cauchy problem (1.6.59) is then constructed by interpolating
linearly between the times n∆t and (n+ 1)∆t:

u∆t(t, x) = un∆t(x) +
t− n∆t

∆t

(
un+1

∆t (x)− un∆t(x)
)
, t ∈ [n∆t, (n+ 1)∆t). (1.6.66)

The help provided by the smoothness assumption on u0 manifests itself in the next proposition.

Proposition 1.6.13 There is C > 0, depending on ‖u0‖∞ and Lip(u0) but not on ∆t ∈ (0, 1),
such that the function u∆t(t, x) is uniformly Lipschitz continuous in t and x on [0,+∞)×Tn,
and the Lipschitz constant Lip(u∆t) of u∆t both in t and x, over the set [0,+∞)×Tn, satisfies

Lip(u∆t) ≤ C. (1.6.67)
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This ensures that there exists a sequence ∆tn → 0, such that the corresponding sequence u∆tn

converges as n → ∞ to a Lipschitz function u(t, x) with the Lipschitz constant Lip(u) ≤ C.
The next step will be to prove

Proposition 1.6.14 The function u(t, x) is a viscosity solution to the Cauchy problem (1.6.59):

ut +H(x,∇u) = 0, t > 0, x ∈ Tn,
u(0, x) = u0(x), x ∈ Tn.

(1.6.68)

Proof. Let us prove this claim first, assuming the conclusion of Proposition 1.6.13. Note
that the initial condition u(0, x) = u0(x) is satisfied by construction, so we only need to
check that u is a viscosity solution to (1.6.68). We will only prove that u is a super-solution,
the sub-solution property of u can be proved identically. Let ϕ(t, x) be a C1-test function
and (t0, x0) be a minimum point for the difference u − ϕ. As we have seen in the hint to
Exercise 1.5.8, we may assume, possibly after subtracting a quadratic polynomial in t and x
from the function ϕ, that the minimum is strict. Consider the linearly interpolated time
discretization ϕ∆t of ϕ: set ϕn(x) = ϕ(n∆t, x), for n ≥ 0, and

ϕ∆t(t, x) = ϕn(x) +
t− n∆t

∆t

(
ϕn+1(x)− ϕn(x)

)
, for t ∈ [n∆t, (n+ 1)∆t).

Note a slight abuse of notation: the function ϕ∆t is a linear interpolation of the function ϕ,
while u∆t is not the linear interpolation of the function u but rather the linear interpolation
of the solution to the time-discretized problem (1.6.64),with the time step ∆t. Nevertheless,
as the minimum (t0, x0) of u−ϕ is strict, and u∆t converges to u uniformly, for ∆t sufficiently
small, there exists a minimum point (t∆t, x∆t) for u∆t − ϕ∆t, such that

lim
∆t→0

(t∆t, x∆t) = (t0, x0).

In addition, because both u∆t and ϕ∆t are piecewise linear in t, we have t∆t = (n+ 1)∆t for
some n ≥ 0. Then we have, again, because (t∆t, x∆t) is a minimum for u∆t − ϕ∆t:

un+1
∆t (x∆t)− un∆t(x∆t)

∆t
= ∂−t u∆t((n+ 1)∆t, x∆t) ≤ ∂−t ϕ∆t((n+ 1)∆t, x∆t) = ∂tϕ(t0, x0) + o(1),

(1.6.69)
as ∆t→ 0. We also have, in the vicinity of (t0, x0):

ϕ(t, x)− ϕ∆t(t, x) = O(∆t2), ∂tϕ(t, x)− ∂tϕ∆t(t, x) = O(∆t), as ∆t→ 0, (1.6.70)

with the slight catch here that we have to speak of the left and right derivatives of ϕ∆t at the
discrete times n∆t. On the other hand, the point x∆t is a minimum of

un+1
∆t (x)− ϕ∆t((n+ 1)∆t, x)

in the x-variable. Since un+1
∆t is a viscosity solution to (1.6.64), we have

un+1
∆t (x∆t)− un∆t(x∆t)

∆t
≥ −H(x∆t,∇ϕ∆t((n+ 1)∆t, x∆t)) = −H(x0,∇φ(t0, x0)) + o(1),

(1.6.71)
as ∆t→ 0. Putting together (1.6.69)-(1.6.71) and sending ∆t to 0, we obtain

∂tϕ(t0, x0) +H(x0,∇ϕ(t0, x0)) ≥ 0,

hence u is a super-solution to (1.6.68). This proves Proposition 1.6.14. �
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Proof of Proposition 1.6.13

The reason behind this proposition is quite simple: if u is a smooth solution to

ut +H(x,∇u) = 0, (1.6.72)

then the function v(t, x) = ut(t, x) solves

vt +∇pH(x,∇u) · ∇v = 0, (1.6.73)

with the initial condition v(0, x) = −H(x,∇u0(x)). It follows from the maximum principle,
or the method of characteristics for smooth solutions, that

‖v(t, ·)‖L∞ ≤ ‖H(·,∇u0(·))‖L∞ . (1.6.74)

Moreover, (1.6.72) and (1.6.74) together with the coercivity of H(x, p) yield the uniform
boundedness of ∇u. The proof of the proposition consists in making this idea rigorous.

Let us recall that un∆t is the solution to the recursive equation (1.6.64)

un+1
∆t − un∆t

∆t
+H(x,∇un+1

∆t ) = 0, x ∈ Tn, (1.6.75)

interpolated between the times of the form n∆t as in (1.6.66):

u∆t(t, x) = un∆t(x) +
t− n∆t

∆t

(
un+1

∆t (x)− un∆t(x)
)
, t ∈ [n∆t, (n+ 1)∆t). (1.6.76)

The viscosity solution un+1
∆t to (1.6.75) can be constructed using the by now familiar idea of

a diffusive regularization:

− δ∆un+1,δ
∆t +H(x,∇un+1,δ

∆t ) +
un+1,δ

∆t − un,δ∆t

∆t
= 0, x ∈ Tn, (1.6.77)

with δ > 0, and then sending δ ↓ 0. As we have assumed that u0(x) is smooth, all un,δ∆t (x) are
also smooth, for all δ > 0.

Exercise 1.6.15 Show that

‖un+1,δ
∆t ‖L∞ ≤ ‖u

n,δ
∆t ‖L∞ + (∆t)‖H(·, 0)‖L∞ . (1.6.78)

Hint: look at the maximum x0 of the smooth function un+1,δ
∆t over Tn.

Exercise 1.6.16 Use the argument in the proof of Lemma 1.6.9 and Exercise 1.6.15 to show
that there exists a constant Cn,∆t that may depend on n and ∆t but not on δ > 0, so that

‖∇un,δ∆t ‖L∞ ≤ Cn,∆t. (1.6.79)
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The bound (1.6.79) is quite poor as we did not track the dependence of Cn,∆t on n or ∆t, but
we have extra help. The differential quotient

vn,δ∆t =
un+1,δ

∆t − un,δ∆t

∆t

satisfies

− δ∆vn+1,δ
∆t +

vn+1,δ
∆t

∆t
+

1

∆t

(
H(x,∇un+1,δ

∆t )−H(x,∇un,δ∆t )
)

=
vn,δ∆t

∆t
, (1.6.80)

for all n ≥ 0. At the maximum xM and minimum xm of the smooth function vn,δ∆t we have

∇un+1,δ
∆t (xM) = ∇un,δ∆t (xM), ∇un+1,δ

∆t (xm) = ∇un,δ∆t (xm).

Using this in (1.6.80) we obtain

‖vn+1,δ
∆t ‖L∞ ≤ ‖v

n,δ
∆t ‖L∞ ≤ · · · ≤ ‖v

0,δ
∆t‖L∞ . (1.6.81)

For the last term in the right side we observe that

v0,δ
∆t =

u1,δ
∆t − u0

∆t

satisfies, instead of (1.6.80), the equation

− δ∆v0,δ
∆t +

v0,δ
∆t

∆t
+

1

∆t
H(x,∇u1,δ

∆t) =
δ

∆t
∆u0. (1.6.82)

Again, the maximum principle implies

‖v0,δ
∆t‖L∞ ≤ ‖H(·,∇u0)‖L∞ + δ‖∆u0‖L∞ . (1.6.83)

Using this in (1.6.81), we conclude that

‖vn,δ∆t ‖L∞ ≤ ‖H(·,∇u0)‖L∞ + δ‖∆u0‖L∞ , (1.6.84)

for all n ≥ 0. This bound is the reason why we have assumed that u0 is smooth.
We may now pass to the limit δ → 0 in (1.6.84) and recall the convergence of un,δ∆t to un∆t,

to conclude that

vn,δ∆t =
un+1,δ

∆t − un,δ∆t

∆t
→ vn∆t :=

un+1
∆t − un∆t

∆t
as δ ↓ 0. (1.6.85)

Combining this with the uniform bound (1.6.84) , we conclude that∥∥∥un+1
∆t − un∆t

∆t

∥∥∥
L∞
≤ ‖H(·,∇u0)‖L∞ , (1.6.86)

which is a uniform Lipschitz bound on u∆t in the t-variable that we need. The reader should
compare it to the bound (1.6.74) that we have obtained easily for smooth solutions.
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The Lipschitz bound for un∆t in the x-variable follows easily. Recall that the functions un∆t
satisfy (1.6.64):

H(x,∇un+1
∆t ) +

1

∆t
un+1

∆t =
1

∆t
un∆t, x ∈ Tn. (1.6.87)

We know from Exercise 1.6.16 that un∆t are Lipschitz – even though we do not know if they
have a Lipschitz constant that does not depend on n or ∆t. However, this already tells us
that un∆t satisfy (1.6.87) almost everywhere. We write this equation in the form

H(x,∇un+1
∆t ) = −vn∆t(x), x ∈ Tn. (1.6.88)

The uniform bound on vn∆t in (1.6.86) together with the coercivity of H(x, p) imply that there
exists a constant K > 0 that does not depend on n or ∆t so that

‖∇un+1
∆t ‖L∞ ≤ K. (1.6.89)

This finishes the proof of Proposition 1.6.13. �

Exercise 1.6.17 Prove the following elementary fact that we used in the very last step in
the above proof: if u(x) is a Lipschitz function then Lip(u) = ‖∇u‖L∞ .

Exercise 1.6.18 (Hamiltonians that are coercive in u). So far, we have been remarkably
silent about Hamilton-Jacobi equations of the form

ut +H(x, u,∇u) = 0, t > 0, x ∈ Tn, (1.6.90)

with the Hamiltonian that depends also on the function u itself. There is one case when the
above theory can be developed without any real input of new ideas: assume that H(x, u, p)
is non-decreasing in u, and that there exists C0 > 0 so that for all R > 0, there exists δ1,2(R)
such that

0 < δ1(R) ≤ δ2(R) < C0,

and, for all u ∈ [−R,R], we have

δ1(R)(|p| − 1) ≤ H(x, u, p) ≤ δ2(R)(|p|+ 1) for all |u| ≤ R, x ∈ Tn and p ∈ Rn.

Prove a well-posedness theorem analogous to Theorem 1.6.12. How far can one stretch the
assumptions on H(x, u, p)? Hint: coercivity is really something one has to assume, one way
or another.

1.7 When the Hamiltonian is strictly convex: the La-

grangian theory

Let us recall that in Section 1.4 we considered the Cauchy problem

ut +
1

2
|∇u|2 −R(x) = 0, (1.7.1)
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with an initial condition u(0, x) = u0(x). We have shown that when both R(x) and u0(x)
are convex, this problem has a smooth solution given by the (at first sight) strange looking
expression (1.4.28)

u(t, x) = inf
γ(t)=x

(
u0(γ(0)) +

∫ t

0

( |γ′(s)|2
2

+R(γ(s))
)
ds
)
. (1.7.2)

Moreover, this expression is well-defined even if the boundary value problem for the char-
acteristic curves may be not well-posed. Hence, a natural idea is to generalize this formula
to other Hamiltonians and take this generalization as the definition of a solution. On the
other hand, we already have the notion of a viscosity solution, so an issue is if these objects
agree. In this section, we investigate when the variational approach is possible and whether
the solution you construct in this way is, indeed, a viscosity solution. We also discuss how
the strict convexity of the Hamiltonian gives an improved regularity of the solution.

1.7.1 The Lax-Oleinik formula and viscosity solutions

In the construction of the viscosity solutions, we assumed very little about the Hamiltonian H:
all we really needed was coercivity and continuity. The other regularity assumptions we have
made are mostly of the technical nature and can be avoided. From now on, we will adopt an
even stronger technical assumption that H(x, p) is C∞(Tn×Rn) smooth but more crucially we
will assume that H(x, p) is uniformly strictly convex in its second variable: there exists α > 0
so that

D2
pH(x, p) ≥ αI, [D2

pH(x, p)]ij =
∂2H(x, p)

∂pi∂pj
, (1.7.3)

in the sense of quadratic forms, for all x ∈ Tn and p ∈ Rn. Unlike the regularity assumptions,
the convexity of H(x, p) in p is essential not only for this section, but also for many results
on the Hamilton-Jacobi equations.

Exercise 1.7.1 The reader may be naturally concerned that in the construction of the vis-
cosity solutions we have assumed that H(x, p) is uniformly Lipschitz:

|H(x, p1)−H(x, p2)| ≤ CL|p1 − p2| for all x ∈ Tn and p1, p2 ∈ Rn, (1.7.4)

and differentiable in x:

|∇xH(x, p)| ≤ C0(1 + |p|) for all x ∈ Tn and p ∈ Rn, (1.7.5)

These assumptions are, of course, incompatible with the strict convexity assumption onH(x, p)
in (1.7.3). Go through the proofs of existence and uniqueness of the viscosity solutions and
show that the coercivity assumption

lim
|p|→+∞

H(x, p) = +∞ (1.7.6)

together with the assumption that (1.7.4) and (1.7.5) hold locally in p, in the sense that for
ever compact set K ⊂ Rn there exist two constants CL(K) and C0(K) such that

|H(x, p1)−H(x, p2)| ≤ CL|p1 − p2| for all x ∈ Tn and p1, p2 ∈ K,

|∇xH(x, p)| ≤ C0(1 + |p|) for all x ∈ Tn and p ∈ K,
(1.7.7)
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are sufficient to prove existence and uniqueness of the viscosity solutions both in the Lions-
Papanicolaou-Varadhan Theorem 1.6.2 and in Theorem 1.6.12 for the solutions to the Cauchy
problem.

The Legendre transform and extremal paths

Recall that in Section 1.2 we have informally argued as follows: given a path γ(s), t ≤ s ≤ T ,
with the starting point γ(t) = x, we can define its cost as

C(γ)(t) =

∫ T

t

L̃(γ̇(s))ds+ f(x(T )). (1.7.8)

Here, the function L̃(v) represents the running cost, and the function f(x) is the terminal
cost. The corresponding value function is

ũ(t, x) = inf
γ: γ(t)=x

C(γ)(t), (1.7.9)

with the infimum taken over all curves γ ∈ C1 such that γ(t) = x. We have shown, albeit
very informally, that ũ(t, x) satisfies the Hamilton-Jacobi equation

ũt + H̃(∇ũ) = 0, (1.7.10)

with the terminal condition u(T, x) = f(x). The Hamiltonian H̃(p) is given in terms of the

running cost L̃(v) by (1.2.9):

H̃(p) = inf
v∈A

[
L̃(v) + v · p

]
. (1.7.11)

It is convenient to reverse the direction of time and set

u(t, x) = ũ(T − t, x). (1.7.12)

This function satisfies the forward Cauchy problem

ut +H(∇u) = 0, (1.7.13)

with the initial condition u(0, x) = f(x) and the Hamiltonian given by

H(p) = −H̃(p) = − inf
v∈Rn

[
L̃(v) + v · p

]
= sup

v∈Rn
[−p · v − L̃(v)] = sup

v∈Rn
[p · v − L(v)], (1.7.14)

with the time-reversed cost function

L(v) = L̃(−v). (1.7.15)

The natural questions are, first, if the above construction, using the minimizer in (1.7.9),
indeed, produces a solution to the initial value problem for (1.7.13) – so far, our arguments
were rather informal, and, second, how it is related to the notion of the viscosity solution.

This bring us to the terminology of the Legendre transforms. One of the standard refer-
ences for the basic properties of the Legendre transform is [123], where an interested reader
may find much more information on this beautiful subject. Given a function L(v), known as
the Lagrangian, we define its Legendre transform as in (1.7.14)

H(p) = sup
v∈Rn

(p · v − L(v)). (1.7.16)
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Exercise 1.7.2 Show the function H(p) defined by (1.7.16) is convex. Hint: use the fact
that H(p) is the supremum of a family of linear functions in p.

This shows that if we hope to connect the Hamilton-Jacobi equations to the above optimal
control problem, this can only be done for convex Hamiltonians. Hence, our assumption (1.7.3)
that the Hamiltonian H(x, p) is convex in p.

If the function L(v) is smooth and strictly convex, then, for a given p ∈ Rn, the maxi-
mizer v̄(p) in (1.7.16) is explicit: it is the unique solution to

p = ∇L(v̄). (1.7.17)

Exercise 1.7.3 Show that if L(v) is strictly convex, and H(p) is its Legendre transform given
by (1.7.16), then we have the duality

L(v) = sup
p∈Rn

(p · v −H(p)),

so that the Lagrangian L is the Legendre transform of the Hamiltonian H. Hint: this is easier
to verify if L(v) is smooth, in addition to being convex.

As a consequence, if a function H(p) is strictly convex, then we can define the Lagrangian L
as the Legendre transform of H. If the Hamiltonian H(x, p) depends, in addition, on a
variable x ∈ Tn as a parameter, then the Lagrangian L(x, v) is defined as the Legendre
transform of H(x, p) in the variable p:

L(x, v) = sup
p∈Rn

(p · v −H(x, p)), (1.7.18)

with the dual relation

H(x, p) = sup
v∈Rn

(p · v − L(x, v)). (1.7.19)

We usually refer to x as the spatial variable, and to p as the momentum variable.

Exercise 1.7.4 Compute the Lagrangian L(x, v) for the classical mechanics Hamiltonian

H(x, p) =
|p|2

2m
+ U(x),

with a given m > 0. Why is it called the classical mechanics Hamiltonian? What is the
meaning of the two terms in its definition? Hint: consider the characteristic curves for this
Hamiltonian.

Exercise 1.7.5 Consider a sequence of smooth strictly convex Hamiltonians Hε(p) that con-
verges locally uniformly, as ε → 0, to H(p) = |p|. What happens to the corresponding
Lagrangians Lε(v) as ε→ 0?
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In the context of the forward in time Hamilton-Jacobi equations, with the Hamiltonian
that depends on the spatial variable as well, the variational problem (1.7.8)-(1.7.9) is defined
as follows. For t > 0, and two points x ∈ Tn and y ∈ Tn, we define the function

ht(y, x) = inf
γ(0)=y,γ(t)=x

∫ t

0

L(γ(s), γ̇(s)) ds. (1.7.20)

Here, the infimum is taken over all paths γ on Tn, that are piecewise C1[0, t], and L(x, v) is
the Lagrangian given by (1.7.18). The quantity

A(γ) =

∫ t

0

L(γ(s), γ̇(s)) ds

is usually referred to as the Lagrangian action, or simply the action. This is a classical
minimization problem, which admits the following result (Tonelli’s theorem).

Proposition 1.7.6 Given any (t, x, y) ∈ R∗+ × Tn × Tn, there exists at least one minimizing
path γ(s) ∈ C2([0, t];Tn), such that

ht(y, x) =

∫ t

0

L(γ(s), γ̇(s)) ds.

Moreover there is C(t, |x− y|) > 0 such that

‖γ̇‖L∞([0,t]) + ‖γ̈‖L∞([0,t]) ≤ C(t, |x− y|). (1.7.21)

The function C tends to +∞ as t → 0 – keeping |x − y| fixed. The function γ(s) solves the
Euler-Lagrange equation

d

ds
∇vL(γ(s), γ̇(s))−∇xL(γ(s), γ̇(s)) = 0. (1.7.22)

We leave the proof as an exercise but give a hint for the proof. Think of how we proceeded in
Section 1.4.2 as blueprint. Consider a minimizing sequence γn. First, use the strict convexity
of L to obtain the H1-estimates for γn, thus ensuring compactness in the space of continuous
paths and weak convergence to γ ∈ H1([0, t]) with fixed ends. Next, show that the convexity
of L implies that γ is, indeed, a minimizer. Finally, derive the Euler-Lagrange equation and
show that γ is actually C∞. Such a curve γ is called an extremal.

The Lax-Oleinik semigroup and viscosity solutions

We now relate the solutions to the Cauchy problem for the Hamilton-Jacobi equations

ut +H(x,∇u) = 0, t > 0, x ∈ Tn,
u(0, x) = u0(x),

(1.7.23)

with a strictly convex Hamiltonian H(x, p), to the minimization problem. We let L(x, v) be
the Legendre transform of H(x, p), and define the corresponding function ht(y, x). Given the
initial condition u0 ∈ C(Tn), we define the function

u(t, x) = T (t)u0(x) = inf
y∈Tn

(u0(y) + ht(y, x)). (1.7.24)

The following exercise gives the dynamic programming principle, the continuous in time analog
of relation (1.2.5) in the time-discrete case we have considered in Section 1.2 .
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Exercise 1.7.7 Show that the infimum in (1.7.24) is attained. Also show that (T (t))t>0 is a
semi-group: for all u0 ∈ C(Tn) one has

T (t+ s)u0 = T (t)T (s)u0, for all t ≥ 0 and s ≥ 0,

that is,
u(t, x) = inf

y∈Tn
(u(s, y) + ht−s(y, x)), (1.7.25)

for all 0 ≤ s ≤ t, and T (0) = I.

This semigroup is sometimes referred to as the Lax-Oleinik semigroup. Here is its link to the
Hamilton-Jacobi equations and the viscosity solutions.

Theorem 1.7.8 Given u0 ∈ C(Tn), the function u(t, x) := T (t)u0(x) is the unique viscosity
solution to the Cauchy problem

ut +H(x,∇u) = 0,

u(0, x) = u0(x).
(1.7.26)

Proof. The initial condition for u(t, x) holds essentially automatically so we only need to
check that u is the viscosity solution. We first show the super-solution property: take t0 > 0
and x0 ∈ Tn and let φ be a test function such that (t0, x0) is a minimum for u− φ. As usual,
without loss of generality, we may assume that u(t0, x0) = φ(t0, x0). Consider the minimizing
point y0 such that

u(t0, x0) = u0(y0) + ht0(y0, x0).

Let also γ be an extremal of the action between the times t = 0 and t = t0, going from y0

to x0: γ(0) = y0, γ(t0) = x0. We have, for all 0 ≤ t ≤ t0:

φ(t, γ(t)) ≤ u(t, γ(t)) ≤ u0(y0) +

∫ t

0

L(γ(s), γ̇(s)) ds. (1.7.27)

The first inequality above holds because (t0, x0) is a minimum of u−φ and u(t0, x0) = φ(t0, x0),
and the second follows from the definition of u(t, γ(t)) in terms of the Lax-Oleinik semi-
group. Note that at t = t0 both inequalities in (1.7.27) become equalities: the first one
because u(t0, x0) = φ(t0, x0), and the second because the curve γ is a minimizer for u(t0, x0).
This implies

d

dt

(
u0(y0) +

∫ t

0

L(γ(s), γ̇)(s) ds− φ(t, γ(t))
)∣∣∣

t=t0
≤ 0, (1.7.28)

or, in other words

φt(t0, x0) + γ̇(t0) · ∇φ(t0, x0)− L(γ(t0), γ̇(t0)) ≥ 0. (1.7.29)

Using the test point v = γ̇(t0) in the definition (1.7.19) of H(x, p), we then obtain

φt(t0, x0) +H(x0,∇φ(t0, x0)) ≥ 0. (1.7.30)

Hence, u(t, x) is a viscosity super-solution to (1.7.26).
To show the sub-solution property, consider a test function φ(t, x), as well as t0 > 0

and x0 ∈ Tn, such that the difference u − φ attains its maximum at (t0, x0), and assume,
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once again, that u(t0, x0) = φ(t0, x0). Using the semigroup property (1.7.25), we obtain, for
all t ≤ t0 and any curve γ(t) such that γ(t0) = x0:

u(t0, x0) ≤ u(t, γ(t)) + ht0−t(γ(t), x0) ≤ φ(t, γ(t)) + ht0−t(γ(t), x0). (1.7.31)

Given v ∈ Rn, we take the test curve

γ(s) = x0 − (t0 − s)v

in (1.7.31), so that
γ(t) = x0 − (t0 − t)v.

Note that the curve
γ1(s) = x0 − (t0 − t)v + sv,

can be used as a test curve in the definition of ht0−t(γ(t), x0) because we have γ1(0) = γ(t),
and γ1(t0 − t) = x0. Using this in (1.7.31) gives

u(t0, x0) ≤ φ(t, x0 − (t0 − t)v) +

∫ t0−t

0

L(x0 − (t0 − t)v + sv, v)ds

= φ(t, x0 − (t0 − t)v) +

∫ t0−t

0

L(x0 − sv, v)ds,

(1.7.32)

and, once again, this inequality becomes an equality at t = t0, since u(t0, x0) = φ(t0, x0). Just
as before, differentiating in t at t = t0 gives

φt(t0, x0) + v · ∇φ(t0, x0)− L(x0, v) ≤ 0. (1.7.33)

As (1.7.33) holds for all v ∈ Rn, it follows that

φt(t0, x0) +H(x0,∇φ(t0, x0)) ≤ 0. (1.7.34)

Therefore, u is also a viscosity sub-solution to (1.7.26), and the proof is complete. �

Exercise 1.7.9 Show the weak contraction and the finite speed of propagation properties,
directly from the Lax-Oleinik formula.

Instant regularization to Lipschitz

We conclude this section with a remarkable result on instant smoothing. We will show that
if the initial condition u0 is continuous on Tn, then the solution to the Cauchy problem

ut +H(x,∇u) = 0, t > 0, x ∈ Tn,
u(0, x) = u0(x)

(1.7.35)

becomes instantaneously Lipschitz. The improved regularity comes from the strict convexity
of the Hamiltonian: indeed, nothing of that sort is true without this assumption, as can be
seen from the following exercise.

60



Exercise 1.7.10 Consider the initial value problem

ut + |ux| = 0, t > 0, x ∈ T1,

u(0, x) = u0(x).
(1.7.36)

(i) Show that the solution to (1.7.36) is given by

u(t, x) = inf
|x−y|≤t

u0(y). (1.7.37)

Hint: one may do this directly but also by considering a family of strictly convex Hamiltoni-
ans Hε(p) that converges to H(p) = |p| as ε→ 0, and using the Lax-Oleinik semi-group for

uεt +Hε(u
ε
x) = 0, t > 0, x ∈ T1,

uε(0, x) = u0(x).
(1.7.38)

Exercise 1.7.5 may be useful here.
(ii) Given an example of a continuous initial condition u0(x) such that the viscosity solution
to (1.7.36) is not Lipschitz.

On the other hand, if the Hamiltonian is strictly convex we have the following result.

Theorem 1.7.11 Let H(x, p) be strictly convex, and u(t, x) be the unique solution to the
Cauchy problem

ut +H(x,∇u) = 0,

u(0, x) = u0(x),
(1.7.39)

with u0 ∈ C(Tn). Then, the function u(t, x) is Lipschitz in t and x for all t > 0.

Let us point the key difference with Proposition 1.6.13: as can be seen from the proof of
that proposition, we used the Lipschitz property of the initial condition u0, and showed that
the solution remains Lipschitz at t > 0. Here, the initial condition is not assumed to be
Lipschitz but only continuous, and the improved regularity comes from the convexity of the
Hamiltonian.

Proof. It is sufficient to consider time intervals of length one, and repeat the argument
on the subsequent intervals. Given 0 < t ≤ 1, and x ∈ Tn, consider the extremal curve γ(s)
such that γ(t) = x, and

u(t, x) = u0(γ(0)) +

∫ t

0

L(γ(s), γ̇(s)) ds. (1.7.40)

As 0 ≤ s ≤ 1, both γ(s) and γ̇(s) are uniformly bounded. Of course, on the torus γ(s)
is always bounded but it would also be bounded for 0 ≤ s ≤ 1 if we were considering the
problem on Rn. Take h ∈ Rn, and define the curve

γ1(s) = γ(s) +
s

t
h, 0 ≤ s ≤ t,

so that
γ1(0) = γ(0), γ1(t) = x+ h. (1.7.41)
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We may use the Lax-Oleinik formula for u(t, x+h) and (1.7.40) for u(t, x), as well as (1.7.41),
to write

u(t, x+ h) = u(t, γ1(t)) ≤ u(γ1(0)) +

∫ t

0

L(γ1(s), γ̇1(s))ds

= u(t, x) +

∫ t

0

(L(γ1(s), γ̇1(s))− L(γ(s), γ̇(s))) ds.

(1.7.42)

The integral in the right side can be estimated as∫ t

0

(L(γ1(s), γ̇1(s))− L(γ(s), γ̇(s)) ds =

∫ t

0

[L(γ(s) +
s

t
h, γ̇(s) +

1

t
h)− L(γ(s), γ̇(s))] ds

≤
∫ t

0

1

t

(
sh · ∇xL(γ(s), γ̇(s)) + h · ∇vL(γ(s), γ̇(s))

)
ds+ Ct|h|2,

(1.7.43)
with a constant Ct > 0 that may blow up as t ↓ 0. We may now use the Euler-Lagrange
equation

d

ds
∇vL(γ(s), γ̇(s))−∇xL(γ(s), γ̇(s)) = 0

to rewrite (1.7.43) as∫ t

0

(L(γ1(s), γ̇1(s))− L(γ(s), γ̇(s)) ds

≤ 1

t

∫ t

0

h ·
(
s
d

ds
∇vL(γ(s), γ̇(s)) +∇vL(γ(s), γ̇(s))

)
ds+ Ct|h|2

= h · ∇vL(γ(t), γ̇(t)) + Ct|h|2.

(1.7.44)

Using (1.7.44) in (1.7.42), we obtain

u(t, x+ h)− u(t, x) ≤ h · ∇vL(γ(t), γ̇(t)) + Ct|h|2, (1.7.45)

which proves the Lipschitz regularity in the spatial variable for all 0 < t ≤ 1, because both γ(t)
and γ̇(t) are bounded. Again, the boundedness of γ(t) would only play a role if we considered
the problem on Rn, of course. Here, we use the fact that (1.7.45) holds for arbitrary x
and y = x+ h so that the role of x and y can be switched.

In order to prove the Lipschitz regularity in time, let us examine a small variation of t,
denoted by t+ τ with t+ τ > 0. Perturbing the extremal curve γ into

γ2(s) = γ
( t

t+ τ
s
)
,

we still have
γ2(0) = γ(0), γ2(t+ τ) = γ(t) = x.

The same computation as above gives

u(t+ τ, x) = u(t+ τ, γ2(t+ τ)) ≤ u(γ2(0)) +

∫ t+τ

0

L(γ2(s), γ̇2(s))ds

= u(t, x) +

∫ t

0

(L(γ2(s), γ̇2(s))− L(γ(s), γ̇(s))) ds+

∫ t+τ

t

L(γ2(s), γ̇2(s))ds.

(1.7.46)

62



It is now straightforward to see that there exists C ′t > 0 that depends on t so that

u(t+ τ, x)− u(t, x) ≤ C ′t|τ |.

Once again, the role of t and t′ = t+ τ can be switched, hence u(t, x) is Lipschitz in t as well,
for any t > 0, finishing the proof. �

Exercise 1.7.12 (i) Where did we use the strict convexity of the Hamiltonian in the above
proof?
(ii) Consider again the initial value problem (1.7.36) with the convex but non strictly con-
vex Hamiltonian H(p) = |p| and a continuous initial condition u0(x) that is not Lips-
chitz continuous. Consider a sequence of smooth strictly convex Hamiltonians Hε(p) such
that Hε(p) → H(p) as ε → 0, locally uniformly on R. Review the above proof and see what
will happen to the Lispchitz constant of the corresponding solution uε(t, x) to the Cauchy
problem

uεt +H(uεx) = 0, t > 0, x ∈ T1,

uε(0, x) = u0(x),
(1.7.47)

constructed by the Lax-Oleinik formula. Hint: again, Exercise 1.7.5 may be useful here.

Exercise 1.7.13 Take t > 0 and γ(s) an extremal such that u is differentiable at x = γ(t).
Show that

∇u(t, x) = ∇vL(x, γ̇(t)). (1.7.48)

and
ut(t, x) = −H(x,∇u(t, x)). (1.7.49)

1.7.2 Semi-concavity and C1,1 regularity

As we have mentioned, the Cauchy problem for a Hamilton-Jacobi equation

ut +H(x,∇u) = 0, (1.7.50)

with a prescribed initial condition u(0, x) = u0(x), may have more than one Lipschitz solution,
so it is worth asking whether the unique viscosity solution has some additional regularity when
the Hamiltonian is strictly convex, so that the solution can be constructed by the Lax-Oleinik
semigroup. A relevant notion is that of semi-concavity. Most of the material of this section
comes from [62].

Semi-concavity

We begin with the following definition.

Definition 1.7.14 If B is an open ball in Rn, F a closed subset of B and K a positive
constant, we say that u ∈ C(B) is K-semi-concave on F if for all x ∈ F , there is lx ∈ Rn

such that for all h ∈ Rn satisfying x+ h ∈ B, we have:

u(x+ h) ≤ u(x) + lx · h+K|h|2. (1.7.51)

The function u is said to be K-semi convex on F if −u is K-semi-concave on F .
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Exercise 1.7.15 Examine the proof of Theorem 1.7.11 and check that it actually proves that
for any t > 0 there exists Ct > 0 so that u(t, x) is Ct-semi-concave in x.

The next theorem is crucial for the sequel. If u is continuous in an open ball B in Rn,
and F is a closed subset of B, we say that u ∈ C1,1(F ) if u is differentiable in F and ∇u is
Lipschitz over F .

Theorem 1.7.16 Let B be an open ball of Rn and F closed in B. If u ∈ C(B) is K-semi-
concave and K-semi-convex in F , then u ∈ C1,1(F ).

Proof. As u is both K semi-concave and K-semi-convex, for all x ∈ F , there are two
vectors lx and mx such that for all h such that x+ h ∈ B we have

u(x+ h) ≤ u(x) + lx · h+K|h|2,
u(x+ h) ≥ u(x) +mx · h−K|h|2

(1.7.52)

which yields

(mx − lx) · h ≤ 2K|h|2.

As this is true for all h sufficiently small, we conclude that lx = mx and, therefore, u is
differentiable at x, and

lx = mx = ∇u(x).

Next, we show that ∇u is Lipschitz over F . Given (x, y, h) ∈ F × F × Rn, such that
both x + h ∈ B and y + h ∈ B, the semi-convexity and semi-concavity inequalities, written,
respectively, between x+ h and x, x and y, and x+ h and y, give:

|u(x+ h)− u(x)−∇u(x) · h| ≤ K|h|2

|u(x)− u(y)−∇u(y) · (x− y)| ≤ K|x− y|2

|u(y)− u(x+ h) +∇u(y) · (x+ h− y)| ≤ K|x+ h− y|2.

Adding the three inequalities above, we obtain:

|(∇u(x)−∇u(y)) · h| ≤ 3K(|h|2 + |x− y|2). (1.7.53)

Taking

h = |x− y| ∇u(x)−∇u(y)

|∇u(x)−∇u(y)|
,

in the inequality (1.7.53) gives

|∇u(x)−∇u(y)| ≤ 6K|x− y|,

which is the Lipschitz property of ∇u that we sought. �
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Improved regularity of the viscosity solutions

Let us come back to the solution u(t, x) to the Cauchy problem

ut +H(x,∇u) = 0,

u(0, x) = u0(x).
(1.7.54)

We first prove that if γ is a minimizing curve for u(t, x), with γ(t) = x, then it is also a
minimizer for u(s, γ(s)) for all 0 ≤ s ≤ t.

Proposition 1.7.17 Fix t > 0 and x ∈ Tn, and a minimizing curve γ such that γ(t) = x,
and

u(t, x) = u0(γ(0)) +

∫ t

0

L(γ(s), γ̇(s)) ds. (1.7.55)

Then for all 0 ≤ s ≤ s′ ≤ t we have

u(s′, γ(s′)) = u0(γ(0)) +

∫ s′

0

L(γ(σ), γ̇(σ)) dσ = u(s, γ(s)) +

∫ s′

s

L(γ(σ), γ̇(σ)) dσ. (1.7.56)

Exercise 1.7.18 Relate the result of this proposition to the dynamic programming principle.

Proof. The Lax-Oleinik formula implies that for all 0 < s < t we have

u(s, γ(s)) ≤ u0(γ(0)) +

∫ s

0

L(γ(σ), γ̇(σ)) dσ.

Assume that for some 0 < s < t, we have a strict inequality

u(s, γ(s)) < u0(γ(0)) +

∫ s

0

L(γ(σ), γ̇(σ)) dσ. (1.7.57)

Then, there exists a curve γ1(s′), 0 ≤ s′ ≤ s, such that γ1(s) = γ(s), and

u0(γ1(0)) +

∫ s

0

L(γ1(σ), γ̇1(σ)) dσ < u0(γ(0)) +

∫ s

0

L(γ(σ), γ̇(σ)) dσ.

Then, we can consider the concatenated curve γ2(s) so that γ2(s′) = γ1(s′) for 0 ≤ s′ ≤ s,
and γ2(s′) = γ(s′) for s ≤ s′ ≤ t. The resulting curve is piece-wise C1[0, t], hence is an allowed
trajectory. This would give

u(t, γ(t)) = u0(γ(0)) +

∫ s

0

L(γ(σ), γ̇(σ)) dσ +

∫ t

s

L(γ(σ), γ̇(σ))dσ

> u0(γ2(0)) +

∫ t

0

L(γ2(s), γ̇2(s)) ds,

(1.7.58)

which would contradict the extremal property of the curve γ between the times 0 and t.
Therefore, (1.7.57) can not hold, and for all 0 ≤ s ≤ s′ ≤ t we have:

u(s′, γ(s′)) = u0(γ(0)) +

∫ s′

0

L(γ(σ), γ̇(σ)) dσ = u(s, γ(s)) +

∫ s′

s

L(γ(σ), γ̇(σ)) dσ. (1.7.59)

This finishes the proof of Proposition 1.7.17. �
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Definition 1.7.19 We say that γ : [0, t]→ Tn is calibrated by u if (1.7.55) holds.

Let us define the conjugate semigroup of the Lax-Oleinik semigroup by:

T̃ (t)u0(x) = sup
y∈Tn

(u0(y)− ht(x, y)), ∀u0 ∈ C(Tn), t > 0. (1.7.60)

We will denote ũ(t, x) = T̃ (t)u0(x). The following lemma is proved exactly as Theorem 1.7.11.

Lemma 1.7.20 Let u0 ∈ C(Tn) and σ > 0. There is K(σ) > 0 such that T̃ (σ)u0 is K(σ)-
semi-convex. The constant K(σ) blows up as σ → 0.

Given 0 < s < s′, we define the set Γs,s′ [u0] as the union of all points (s1, x) ∈ [s, s′] × Tn,
so that the extremal calibrated by u, which passes through the point x at the time s1 can be
continued forward in time until the time s′, and backward in time until the time s.

Corollary 1.7.21 Let u0 ∈ C(Tn) and u(t, x) = T (t)u0(x), and 0 < s1 < s2, then for
any ε > 0, the function u ∈ C1,1(Γs1,s2+ε ∩ ([s1, s2]× Tn)).

Proof. Let us take (s, x0) ∈ Γs1,s2+ε, with s1 ≤ s ≤ s2, so that that the extremal γ such
that x0 = γ(s) can be continued past the time s, until the time s2 + ε.

Let us first deal with the spatial regularity. As we have mentioned in Exercise 1.7.15,
there is K > 0 depending on s1 such that the function u(s, x) is K-semi-concave at all x ∈ Tn
for all s ≥ s1, in particular, at x0. Hence, we only need to argue that u is semi-convex at x0,
and here we are going to use the fact that (s, x0) ∈ Γs1,s2+ε. Note that for all y ∈ Rn we have,
by the Lax-Oleinik formula,

u(s2 + ε, y) ≤ u(s, x0) + hs2+ε−s(x0, y). (1.7.61)

In addition, the calibration relation (1.7.59) implies that if x0 = γ(s) and (s, x0) ∈ Γs1,s2+ε,
then equality is attained when y = γ(s2 + ε). We conclude that in this case we have

u(s, x0) = sup
y∈Tn

(u(s2 + ε, y)− hs2+ε−s(x0, y)) = T̃ (s2 + ε− s)[u(s2 + ε, ·)](x0).

It follows from Lemma 1.7.20 that there is a constant K̃ depending on ε, such that u(s, ·)
is K̃-semi-convex in x on Γs1,s2+ε ∩ ([s1, s2]× Tn).

Theorem 1.7.16 now implies that the function u(s, ·) is C1,1 in x on the set Γs1,s2+ε for
all s1 ≤ s ≤ s2. To end the proof, one just has to invoke relation (1.7.49) in Exercise 1.7.13
to obtain the corresponding regularity in the time variable. �

This corollary may not, at first sight, look so striking. To enjoy its scope, let us specialize
it to the solutions to the stationary equation

H(x,∇u) = 0, (1.7.62)

assuming that they exist. Corollary 1.7.21 allows us to discover the following
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Corollary 1.7.22 Consider a solution u of (1.7.62), and let F be the set of all points x ∈ Tn
such that there exists εx > 0 and a C1 curve γ : (−εx, εx)→ Tn such that γ(0) = x and

u(γ(εx))− u(γ(−εx)) =

∫ εx

−εx
L(γ(s), γ̇(s))ds. (1.7.63)

Then u ∈ C1,1(F ).

In other words, u is C1,1 at every point through which an extremal of the Lagrangian passes,
as opposed to ending at this point.

Let us examine some further consequences of this fact, in the form of a few exercises, just
to give a glimpse of how far reaching these considerations can be. Their solution does not
need more tools or ideas than the ones already presented, but they are fairly elaborate. We
begin with an application of the finite speed of propagation property.

Exercise 1.7.23 Let u(x) be a Lipschitz viscosity solution of

H(x,∇u) = 0

in a bounded open subset Ω of Rn. Show that, for every open subset Ω1 of Ω such that Ω1 is
compactly embedded in Ω, there is ε > 0 such that, for all t ∈ [0, ε] and x ∈ Ω1 we have

u(x) = T (t)u(x).

We continue with a statement that looks surprisingly elementary. However its solution is
not.

Exercise 1.7.24 Let Ω be an open subset of Rn and up a sequence in C1(Ω), such that

|∇up| = 1 for all p.

Show that all uniform limits of up are C1 functions. Hint: if x0 ∈ Ω, then, for small ε > 0, the

function up(x) coincides, in a small neighborhood of x, with both T (ε)up and T̃ (ε)up. Note
that the Hamiltonian is not strictly convex, so some care needs to be given to the definition
of the Lax-Oleinik semigroup and its adjoint. If in doubt, look at (1.7.64) below.

We end the section with two regularity properties of the distance function. Recall that,
if S is a subset of Rn, the distance function to S is given by

dS(x) = inf
v∈S
|x− v|.

It is, obviously, a Lipschitz function with Lipschitz constant 1. We can say much more, just
recalling the age-old fact that the shortest path between two points is the line joining these
two points: this makes dS a viscosity solution of |∇d| = 1, or, even better:

|∇d|2 = 1. (1.7.64)

We may use the previous theory for the following results.

Exercise 1.7.25 If S is a compact set, x0 /∈ S and v is such that

|x− v| = dS(x),

then dS is C1,1 on the line segment [v, x].

Exercise 1.7.26 If S is a convex set, then dS is C1,1 outside S.

If you are stuck with any of the above three exercises, see [62].
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1.8 Large time behavior in particular cases

For the rest of this chapter, we go back to the long term behavior of the solutions to the
Hamilton-Jacobi equations but unlike in Section 1.3, we now consider the inviscid case. In
this initial section, we will focus on two examples. First, we will consider equations of the
form

ut +
1

2
|∇u|2 = f(x), (1.8.1)

with the classical Hamiltonian

H(x, p) =
|p|2

2
− f(x). (1.8.2)

This equation arises naturally in the context of classical mechanics. The strict convexity of
the classical Hamiltonian (1.8.2) will allow us to use the Lax-Oleinik formula to understand
the long time behavior for the solutions to (1.8.1), in a straightforward and elegant way.

Then, we will consider the Hamilton-Jacobi equation

ut +R(x)
√

1 + |∇u|2 = 0, (1.8.3)

with the Hamiltonian

H(x, p) = R(x)
√

1 + |p|2. (1.8.4)

The Hamiltonian in (1.8.4) is locally strictly convex in its second variable but not uniformly
strictly convex. We could also attack the problem via the Lax-Oleinik formula, with a little
extra technical argument due to the lack of the global strict convexity. We will not, however,
rely on the strict convexity in any form in the analysis of the long time behavior for the
solutions to (1.8.3). The separate arguments that we are going to display for this problem
will work, at almost no additional cost, for the important class of Hamiltonians of the form

H(x, p) = |∇u| − f(x), (1.8.5)

which are not strictly convex even locally. The proof is inspired by the arguments in [107].
Let us mention, looking ahead, that despite the difference in the approaches to the two

cases, we will see some strong similarities in the underlying dynamics that will allow us to
address the general case in the next section. We chose to start with these examples as the
proofs here are much more concrete.

On the technical side, we will assume for (1.8.1) that the function f(x) is smooth, and
that the function R(x) in (1.8.3) is smooth and positive: there exists R0 > 0 so that

R(x) ≥ R0 > 0 for all x ∈ Tn, (1.8.6)

and will use the notation

R̄ = ‖R‖L∞ . (1.8.7)

Note that the assumptions for the Hamiltonian H(x, p) = R(x)
√

1 + |p|2 fall in line with
those made in Section 1.3 on the convergence to the viscous waves, and in Section 1.6 on the
existence of the inviscid waves and of the solutions to the inviscid Cauchy problem. As usual,
the smoothness assumptions on the function f(x) and R(x) can be greatly relaxed.
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Let us first explain how equation (1.8.3) comes up from simple geometric considerations.
Consider a family of hypersurfaces Σ(t) of Rn+1, moving according to an imposed normal
velocity R(y):

Vn = R(y), y ∈ Rn+1, (1.8.8)

the function R(y) being given and positive. Assume that, at each time t ≥ 0, the surface Σ(t)
is the level set of a function v(t, y):

Σ(t) = {y ∈ Rn+1 : v(t, y) = 0}.

It is easy to see that the normal velocity Vn at the point y, at time t, is given by

Vn(t, y) =
vt(t, y)

|∇v(t, y)|
,

so that the evolution equation for the function v(t, y) is

vt = R(y)|∇v| on Σ(t). (1.8.9)

This evolution equation is interesting in itself, and is known in the literature on the math-
ematical theory of combustion as the G-equation. It also appears in many computational
methods where it is often called the level sets equation. In particular, it allows to model
coalescence of objects in digital animation.

We are going to consider a special situation when Σ(t) is given in the form of a graph of
a periodic function u(t, x), x ∈ Rn, that is, writing y = (x, yn+1), with x ∈ Tn and yn+1 ∈ R,
we have

v(t, y) = yn+1 − u(t, x), x ∈ Tn,

and also that R(y) is actually a function of the form R(x) – it depends only on the first n
coordinates of y. Then we obtain from (1.8.9)

ut +R(x)
√

1 + |∇xu|2 = 0, x ∈ Tn, (1.8.10)

which is (1.8.3).
We will begin with the analysis of the wave solutions to (1.8.1) and (1.8.3) – as we will

soon see, this study is essentially identical for both problems. Then, we will consider the long
time convergence to the wave solutions, and there the two analyses will diverge.

1.8.1 Counting the waves

The first step is to understand the wave solutions to (1.8.1) and (1.8.3). Note that a wave
solution to (1.8.3) satisfies

R(x)
√

1 + |∇u|2 = c, x ∈ Tn, (1.8.11)

an equation that can be alternatively stated as

|∇u(x)|2 = g(x), x ∈ Tn, (1.8.12)
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with

g(x) =
c2

R2(x)
− 1. (1.8.13)

On the other hand, a wave solution to (1.8.1) solves

1

2
|∇u(x)|2 = f(x) + c, x ∈ Tn, (1.8.14)

that can also be re-stated as (1.8.13), but now with

g(x) = 2(f(x) + c). (1.8.15)

Thus, in both cases, existence of the wave solutions is equivalent to the question of existence
of steady solutions to (1.8.12).

Identification of the speed

We begin with the following.

Proposition 1.8.1 A solution to an equation of the form

|∇u(x)|2 = f(x) + γ, x ∈ Tn, (1.8.16)

with a smooth function f exists if and only if

γ = −min
x∈Tn

f(x). (1.8.17)

In other words, a solution to

|∇u(x)|2 = f(x), x ∈ Tn, (1.8.18)

exists if and only if

min
x∈Tn

f(x) = 0. (1.8.19)

A consequence of this proposition is that that the only c such that equation

R(x)
√

1 + |∇u∞|2 = c, x ∈ Tn, (1.8.20)

has a solution u∞(x) is c = R̄, as seen from (1.8.12)-(1.8.13).

To understand the main idea of the proof, note that the unique γ for which (1.8.16) has
a solution, can be alternatively defined as the only value of γ such that each solution to the
Cauchy problem

ut + |∇u|2 = f(x) + γ, t > 0, x ∈ Tn,
u(0, x) = u0(x),

(1.8.21)

is uniformly bounded in time. This is an immediate consequence of the comparison principle
for the viscosity solutions.
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Exercise 1.8.2 (i) Explain this point: show that if γ 6= c then the solution to the Cauchy
problem (1.8.21) can not remain bounded as t → +∞, and, conversely, if γ = c then it
remains bounded as t→ +∞.
(ii) Show also that c is the unique value γ such that there exists both a sub-solution u and a
super-solution u to

|∇u|2 = f(x) + γ, x ∈ Tn. (1.8.22)

Hint: solutions to (1.8.21) may be helpful here.

Proof of Proposition 1.8.1. We know from the Lions-Papanicolaou-Varadhan theorem
that for each f ∈ C(Tn) there exists some γ ∈ R such that a solution to

|∇u(x)|2 = f(x) + γ, x ∈ Tn, (1.8.23)

exists. We need to show that

γ = −min
x∈Tn

f(x). (1.8.24)

As in Exercise 1.8.2(ii), we only need to construct a sub-solution and a super-solution to (1.8.23)
for γ as in (1.8.24). First, observe that if

γ + min
x∈Tn

f(x) ≥ 0, (1.8.25)

then all constants are sub-solutions to (1.8.23).

On the other hand, a quadratic function of the form

u(x) =
α

2
|x− x0|2, (1.8.26)

with some x0 ∈ Tn, is a super-solution to (1.8.23) if

α2|x− x0|2 ≥ f(x) + γ, for all x ∈ Tn. (1.8.27)

It follows that, in particular,

f(x0) + γ ≤ 0,

hence such super-solution can exist only if

γ + min
x∈Tn

f(x) ≤ 0. (1.8.28)

On the other hand, if (1.8.28) does hold, x0 is a minimum of f(x), and f is smooth, as we
assume here, then (1.8.27) does hold if we choose α > 0 to be sufficiently large.

Thus, if γ = −minx∈Tn f(x) then we can find both a sub-solution and a super-solution
to (1.8.23), finishing the proof. �

Exercise 1.8.3 Note that the super-solution we have constructed in (1.8.26) is not periodic.
Explain why this is not an issue.
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Exercise 1.8.4 We did use the assumption that f(x) is smooth in the construction of the
super-solution in the above proof. Show that nevertheless the conclusion of Proposition 1.8.1
holds for f ∈ C(Tn). Hint: approximate f ∈ C(Tn) by a sequence of smooth functions fk
that converges uniformly to f and obtain a uniform Lipschitz bound for the solutions to

|∇uk|2 = fk(x) + γk, γk := −min
x∈Tn

fk(x),

such that uk(0) = 0. Finally, use the stability property of the viscosity solutions to show
that uk converges, along a subsequence, to a viscosity solution to

|∇u|2 = f(x) + γ, γ := −min
x∈Tn

f(x). (1.8.29)

A simple example of the non-uniqueness of the waves

Before proceeding with the description of the set of the solutions to

|∇u(x)|2 = f(x), x ∈ Tn, (1.8.30)

under the assumption that
min
x∈Tn

f(x) = 0, (1.8.31)

let us explain why the solutions may be not unique. This is a big difference with the viscous
case

−∆u+H(x,∇u) = c, (1.8.32)

described in Theorem 1.3.1, where both the speed c and the solution u are unique.
We consider a very simple example in one dimension:.

|u′| = f(x), x ∈ T1. (1.8.33)

Assume that f ∈ C1(T1) is 1/2-periodic, satisfies

f(x) > 0 on (0, 1/2) ∪ (1/2, 1), and f(0) = f(1/2) = f(1) = 0.

and is symmetric with respect to x = 1/4 (and thus x = 3/4). Let u1 and u2 be 1-periodic
and be defined, over a period, as follows:

u1(x) =


∫ x

0

f(y) dy, 0 ≤ x ≤ 1

2
,∫ 1

x

f(y) dy,
1

2
≤ x ≤ 1,

u2(x) =



∫ x

0

f(y) dy, 0 ≤ x ≤ 1

4
,∫ 1/2

x

f(y) dy,
1

4
≤ x ≤ 1

2
,

u2 is
1

2
-periodic.

Note that u1(x) is continuously differentiable but u2(x) is only Lipschitz: its graph has corners
at x = 1/4 and x = 3/4.

Exercise 1.8.5 Verify that both u1 and u2 are viscosity solutions of (1.8.33), and u2 cannot
be obtained from u1 by the addition a constant. Pay attention to what happens at x = 1/4
and x = 3/4 with u2(x). Why can’t you construct a solution that would have a corner at a
minimum rather than the maximum?
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Trajectories at very negative times

The above example of non-uniqueness inspires a more systematic study of the steady solu-
tions to

|∇u|2 = f(x), x ∈ Tn, (1.8.34)

in order to understand how many steady solutions this problem may have. We assume that
the function f is smooth and non-negative:

f(x) ≥ 0 for all x ∈ Tn, (1.8.35)

and

min
x∈Tn

f(x) = 0. (1.8.36)

This ensures existence of a solution to (1.8.34), via Proposition 1.8.1. The smoothness as-
sumption on the function f is adopted merely for convenience, continuity of f would certainly
suffice.

An important and non-technical assumption is that the function f(x) has finitely many
zeroes x1,..., xN . We will see that an absolutely crucial role in the analysis will be played by
the set

Z = {x : f(x) = 0} = {x1, . . . , xN}. (1.8.37)

What follows is a (much simplified) adaptation of the last chapter of the book of Fathi [63].
As we have mentioned, the viscosity solutions to (1.8.34) exist by Proposition 1.8.1 and

our assumptions on f . The Lagrangian associated to the Hamiltonian H(x, p) = |p|2 − f(x)
is

L(x, v) =
|v2|
4

+ f(x). (1.8.38)

Thus, the viscosity solutions to (1.8.34) satisfy the Lax-Oleinik formula: for any t < 0 we
have

u(x) = inf
γ(0)=x

(
u(γ(t)) +

∫ 0

t

( |γ̇(s)|2

4
+ f(γ(s))

)
ds
)
. (1.8.39)

We know from the results of the preceding section that the infimum is, in fact, a minimum,
attained at an extremal of the Lagrangian, that we denote γt(s), t ≤ s ≤ 0. Note that L(x, v)
given by (1.8.38) is nonnegative and vanishes only at the points of the form (x, v) = (xi, 0),
with i ∈ {1, ..., N}. Hence, we expect that the minimizers in (1.8.39) should prefer to stay
near the points where f vanishes, and move very slowly around those points. To formalize
this idea, we would like to send the starting time t → −∞ and say that each minimizing
curve γt(s) is near one of xi ∈ Z, for s sufficiently large and negative.

Proposition 1.8.6 The function u(x) can be written as

u(x) = inf
xi∈Z

inf
γ(−∞)=xi,γ(0)=x

(
u(xi) +

∫ 0

−∞

( |γ̇(s)|2

4
+ f(γ(s))

)
ds
)
, (1.8.40)

with the infimum taken over all curves γ(s) such that γ(0) = x and γ(s)→ xi as s→ −∞.
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Proof. First, note that u(x) is bounded from above by the right side of (1.8.40), as follows
immediately from the Lax-Oleinik formula (1.8.39). We need to show that equality is actually
attained. Let us fix x ∈ Tn, take t < 0 large and negative, and consider the corresponding
minimizer γt(s), calibrated by u, so that

u(x) = u(γt(s)) +

∫ 0

s

( |γ̇t(σ)|2

4
+ f(γt(σ))

)
dσ, for all t ≤ s ≤ 0. (1.8.41)

The uniform bounds on γt(s) and γ̇t(s) imply that there is a sequence tn → −∞ such
that γtn(s) converges, locally uniformly, to a limit γ(s) that is defined for all s < 0. Passing
to the limit tn → −∞ in (1.8.41) we see that γ(s) is also calibrated by u: for all s < 0 we
have

u(x) = u(γ(s)) +

∫ 0

s

( |γ̇(σ)|2

4
+ f(γ(σ))

)
dσ. (1.8.42)

We claim that there exists xk ∈ Z so that

lim
s→−∞

γ(s) = xk. (1.8.43)

To see that (1.8.43) holds, take ε > 0 and consider the set

Dε = {y ∈ Tn : |y − xi| ≤ ε for some xi ∈ Z}.

If ε > 0 is sufficiently small, then Dε is a union of N pairwise disjoint balls

B(k)
ε = {y ∈ Tn : |y − xk| ≤ ε}.

The function f(y) is strictly positive outside of Dε: there exists λε > 0 so that f(y) > λε for
all y 6∈ Dε. It follows from (1.8.42) that the total time that γ(s) spends outside of Dε is also
bounded:

|{s < 0 : γ(s) 6∈ Dε}| ≤
2‖u‖L∞
λε

. (1.8.44)

Exercise 1.8.7 Show that there exists µε > 0 such that if s1 < s2 < 0, and γ(s1) ∈ B
(k)
ε

while γ(s2) ∈ B(k′)
ε with k 6= k′, then∫ s2

s1

( |γ̇(s)|2

4
+ f(γ(s))

)
ds ≥ µε. (1.8.45)

Hint: show that if the switch from B
(k)
ε to B

(k′)
ε happens ”quickly” then the contribution of

the first term inside the integral is bounded from below, and if this switch happens ”slowly”,
then the contribution of the second term inside the integral is bounded from below.

A consequence of (1.8.44) and Exercise 1.8.7 is that there exists Tε and 1 ≤ k ≤ N such
that γ(s) ∈ Bε(xk) for all t < Tε. This implies (1.8.43).

Now, we may let s→ −∞ in (1.8.42) to obtain

u(x) = u(xk) +

∫ 0

−∞

( |γ̇(σ)|2

4
+ f(γ(σ))

)
dσ. (1.8.46)

It follows that u(x) is bounded from below by the right side of (1.8.40), and the proof of
Proposition 1.8.6 is complete. �
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Classification of steady solutions

We can now classify all solutions to

|∇u|2 = f(x), x ∈ Tn. (1.8.47)

The reader may remember that the proof of uniqueness of the waves in Theorems 1.3.1 and
the long time behavior in Theorem 1.3.4 in the viscous case relied crucially on the strong
maximum principle and the Harnack inequality for parabolic equations. It is exactly the lack
of these properties for the inviscid Hamilton-Jacobi equations that leads to the non-uniqueness
of the solutions to (1.8.88), and to different possible long time behaviors of the solutions to
the corresponding Cauchy problem.

Let us set

S(xi, x) = inf
γ(−∞)=xi

∫ 0

−∞

( |γ̇(s)|2

4
+ f(γ(s))

)
ds. (1.8.48)

It may be seen as the energy of a connection between xi and x, or, in a more mathematically
precise way, as a sort of distance between xi and x. This fruitful point of view, developed
in [63], will not be pushed further here. The next theorem classifies all solutions to (1.8.47).

Theorem 1.8.8 Let {x1, . . . , xN} be the set of zeros of a smooth non-negative function f(x).
Given a collection of numbers {a1, ..., aN} there is a unique solution u(x) to (1.8.47), such
that

u(xi) = ai for all 1 ≤ i ≤ N , (1.8.49)

if and only if
aj ≤ ai + S(xi, xj), for all 1 ≤ i, j ≤ N . (1.8.50)

Condition (1.8.50) has a simple interpretation: in order to be able to assign a value aj at the
zero xj, the trajectory γ(t) ≡ xj for all t < 0, should be a minimizer.

Proof. Proposition 1.8.6 already shows that the values of u(xi) determine the value
of u(x) for all x ∈ Tn, and that if a solution exists and (1.8.49) holds, then

aj = inf
i∈{1,...,N}

(
ai + S(xi, xj)

)
. (1.8.51)

This implies (1.8.50).
To prove existence of a solution to (1.8.47) such that u(xi) = ai for all 1 ≤ i ≤ N , for

given ai, i = 1, . . . , N , that satisfy (1.8.50), set

u(x) = inf
i∈{1,...,N}

(
ai + S(xi, x)

)
. (1.8.52)

Using the by now familiar arguments, it is easy to see that u is a solution to (1.8.47). Moreover,
we have

u(xj) = inf
i∈{1,...,N}

(
ai + S(xi, xj)

)
.

This, together with (1.8.50) implies u(xj) = aj. �

Exercise 1.8.9 Apply the above theorem to the equation |u′| = f(x) on T1, with a non-
negative function f(x) vanishing at 2 or 3 distinct points. Find out how many different
solutions one may have.
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Exercise 1.8.10 Let Ω be a smooth bounded subset of Rn. Assume that f is nonnegative
and vanishes only at a finite number of points and u0 ∈ C(∂Ω). Find a necessary and sufficient
condition on the values of u0 so that the boundary value problem

|∇u|2 = f(x), x ∈ Ω,

u(x) = u0(x), x ∈ ∂Ω,
(1.8.53)

is well-posed. Count its solutions. If you have difficulty, we recommend that you read the
very remarkable study of the non-uniqueness in Lions [93].

1.8.2 The large time behavior: a strictly convex example

The above analysis for the classification of the wave solutions can be adapted to understand
the long time behavior of the solutions to the Cauchy problem

ut + |∇u|2 = f(x), t > 0, x ∈ Tn,
u(0, x) = u0(x).

(1.8.54)

The next theorem gives an (almost) explicit form of the asymptotic limit of the solution
to (1.8.54), and exhibits again the role of the set Z in the dynamics.

Theorem 1.8.11 Let u(t, x) be the solution to (1.8.54) with a smooth non-negative func-
tion f(x) that vanishes on a finite set Z = {x1, . . . , xN}, and u0 ∈ C(Tn). Then, the func-
tion u(t, x) is non-increasing in t on the set Z, so that for each xk ∈ Z the limit

ak := lim
t→+∞

u(t, xk) (1.8.55)

exists. Moreover, for all x ∈ Tn we have

lim
t→+∞

u(t, x) = inf
xk∈Z

(
ak + S(xk, x)

)
, (1.8.56)

with S(xi, x) as in (1.8.48):

S(xi, x) = inf
γ(−∞)=xi

∫ 0

−∞

( |γ̇(s)|2

4
+ f(γ(s))

)
ds. (1.8.57)

We will use throughout the proof the fact that the unique viscosity solution to (1.8.54) is
uniformly bounded and is uniformly Lipschitz: there exists C > 0 so that for all t ≥ 1 we
have

‖u(t, ·)‖L∞ ≤ C, ‖ut(t, ·)‖L∞ + ‖∇u(t, ·)‖L∞ ≤ C. (1.8.58)

The Lipschitz bound in (1.8.58) follows from Theorem 1.7.11, while the uniform bound
on u(t, x) is a simple consequence of the fact that steady solutions to (1.8.54) exist under our
assumptions on f(x). These estimates already tell us that there exists a sequence tn → +∞
such that the sequence of functions vn(t, x) = u(t + tn, x) converges in L∞(Tn) and locally
uniformly in t, to a limit ũ(t, x). However, we do not know that the limit is unique, nor that
it is time-independent, nor that it is a solution to (1.8.54).
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Monotonicity on Z

We first prove that u(t, x) is non-increasing in t for x ∈ Z. If u(t, x) were actually smooth
at xk ∈ Z, then, as f(xk) = 0 for xk ∈ Z, we would have

ut(t, xk) = −|∇u(t, xk)|2 ≤ 0, (1.8.59)

as desired. However, we only know that u(t, x) is a viscosity solution, hence we can not
use (1.8.59) directly. Instead, we fix t0 ≥ 0 and consider the function

ū(t, x) = u(t0, x) + (t− t0)f(x). (1.8.60)

We claim that ū(t, x) is a viscosity super-solution to (1.8.54). Consider a test function ϕ such
that the difference ū− ϕ attains its minimum at (t1, x1). As ū(t, x) is smooth in t, we have,
in particular, that

0 ≤ ϕt(t1, x1)− ūt(t1, x1),

which implies

0 ≤ ϕt(t1, x1)− ūt(t1, x1) = ϕt(t1, x1)− f(x1) ≤ ϕt(t1, x1) + |∇ϕ(t1, x1)|2 − f(x1). (1.8.61)

We deduce that ū(t, x) is a super-solution to (1.8.54). Moreover, at t = t0 we have

ū(t0, x) = u(t0, x) for all x ∈ Tn.

As a consequence, it follows that u(t, x) ≤ ū(t, x) for all t ≥ t0 and x ∈ Tn. Specifying this
at xk ∈ Z gives

u(t, xk) ≤ u(t0, xk) for all t ≥ t0,

thus u(t, x) is non-increasing in t on Z, proving the first claim of Theorem 1.8.11: the limit

ak := lim
t→+∞

u(t, xk) (1.8.62)

exists for all xk ∈ Z, 1 ≤ k ≤ N .

Convergence on the whole torus

The proof of the second part of Theorem 1.8.11 is similar to that of Proposition 1.8.6 but
some technical points are different. For a fixed t > 0 and x ∈ Tn, consider the Lax-Oleinik
formula written as

u(t, x) = inf
γ(t)=x

(
u(s, γ(s)) +

∫ t

s

( |γ̇(σ)|2

4
+ f(γ(σ))

)
dσ
)
, (1.8.63)

with any 0 ≤ s ≤ t. Taking a test curve γs,t(σ), s ≤ σ ≤ t such that γs,t(s) = xk ∈ Z, with
both s and t large, and passing to the limit t, s→ +∞ with t− s→ +∞, we deduce that for
all x ∈ Tn we have

lim sup
t→+∞

u(t, x) ≤ inf
xi∈Z

(
ai + S(xi, x)

)
, (1.8.64)

with S(xi, x) defined in (1.8.57). We used here the existence of the limit in (1.8.62).
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The longer step is to show the reverse inequality to (1.8.64). Let γt(σ), 0 ≤ σ ≤ t, be a
minimizer in the Lax-Oleinik formula

u(t, x) = inf
γ(t)=x

(
u0(γ(0)) +

∫ t

0

( |γ̇(σ)|2

4
+ f(γ(σ))

)
dσ
)
. (1.8.65)

As γt(σ) is calibrated by u, we have

u(t, x) = u(t+ s, γt(t+ s)) +

∫ t

t+s

( |γ̇t(σ)|2

4
+ f(γt(σ))

)
dσ

= u(t+ s, γt(t+ s)) +

∫ 0

s

( |γ̇t(t+ σ)|2

4
+ f(γt(t+ σ))

)
dσ, for all −t ≤ s ≤ 0.

(1.8.66)
Let us introduce the path ηt(σ) = γt(t+ σ), −t ≤ σ ≤ 0, and write (1.8.66) as

u(t, x) = u(t+ s, ηt(s)) +

∫ 0

s

( |η̇t(σ)|2

4
+ f(ηt(σ))

)
dσ, for all −t ≤ s ≤ 0. (1.8.67)

We now pass to the limit t → +∞. The uniform a priori bounds on γt(σ) and γ̇t(σ) imply
the corresponding bounds on ηt(σ) and η̇t(σ). Hence, there exists a sequence tn → +∞ such
that ηtn(σ) converges as n → +∞, locally uniformly in σ, to a limit η(σ), −∞ < σ ≤ 0.
In addition, η(s) inherits the minimizing property of ηt: for any s ≤ 0, the curve η(σ) is a
minimizer of ∫ 0

s

( |γ̇(σ)|2

4
+ f(γ(σ))

)
dσ,

over all curves γ(σ), s ≤ σ ≤ 0, that connect the point γ(s) = η(s) to x = γ(0) = η(0).
By the same token, the bounds (1.8.58)

‖u(t, ·)‖ ≤ C, ‖ut(t, ·)‖L∞ + ‖∇u(t, ·)‖L∞ ≤ C (1.8.68)

on the function u(t, x) imply that the sequence

vn(s, x) = u(tn + s, x),

possibly after extracting a subsequence, converges in L∞(Tn) and locally uniformly in s, to a
limit v(s, x) such that

v(s, xk) = ak, for all xk ∈ Z and s ∈ R. (1.8.69)

The uniformity of the limits of ηt(σ) and vn(s, x) and the uniform in t Lipschitz bounds
on u(t, x) allow us to pass to the limit tn → +∞ in (1.8.67), giving

lim
tn→+∞

u(tn, x) = v(0, x) = v(s, η(s)) +

∫ 0

s

( |η̇(σ)|2

4
+ f(η(σ))

)
dσ, for all −∞ ≤ s ≤ 0.

(1.8.70)
As in the proof of Proposition 1.8.6, we deduce from (1.8.70) the boundedness of the integral∫ 0

−∞

( |η̇(σ)|2

4
+ f(η(σ))

)
dσ < +∞.
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This, in turn, as in that proof, implies that there exists xj ∈ Z such that

lim
s→−∞

η(s) = xj.

Using (1.8.69) together with the uniform in s Lipschitz bound on v(s, x) we may now pass to
the limit s→ −∞ in the right side of (1.8.70) to conclude that

lim
tn→+∞

u(tn, x) = aj +

∫ 0

−∞

( |η̇(σ)|2

4
+ f(η(σ))

)
dσ. (1.8.71)

The minimizing property of η(σ) implies that

lim
tn→+∞

u(tn, x) = aj + S(xj, x) ≥ inf
xk∈Z

(
ak + S(xk, x)

)
. (1.8.72)

Comparing to (1.8.64), we see that

lim
tn→+∞

u(tn, x) = inf
xk∈Z

(
ak + S(xk, x)

)
:= u∞(x). (1.8.73)

On the other hand, as we have seen before, u∞(x) is a solution to

|∇u∞|2 = f(x).

The weak contraction property for the viscosity solutions implies that not only we have the
limit along a sequence tn → +∞ but actually

lim
t→+∞

u(t, x) = u∞(x). (1.8.74)

This finishes the proof. �

Exercise 1.8.12 Explain how the weak contraction property is used in the very last step of
the proof.

An equation with a drift

The minimizers for the problem
ut + |∇u|2 = f(x),

that we have just considered, spend most of their time near one of the finitely many points
in the zero set Z of f . To illustrate a different possible behavior of the minimizers, consider
the Cauchy problem

ut + cux + u2
x = 0, t > 0, x ∈ T1,

u(0, x) = u0(x).
(1.8.75)

The Lagrangian corresponding to the Hamiltonian

H(p) = |p|2 + cp (1.8.76)

is

L(v) = sup
p∈R

[pv − cp− p2] =
(v − c)2

4
, (1.8.77)
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and the solution to (1.8.75) is given by the Lax-Oleinik formula:

u(t, x) = inf
γ(0)=y, γ(t)=x

[
u0(y) +

1

4

∫ t

0

(γ̇(s)− c)2ds
]
. (1.8.78)

It is easy to see that the minimizer γt(s;x) for (1.8.78) is a straight line γ(s) = x+ ct(s− t).
The optimal speed ct is given by

ct = argminv∈R

[
u0(x− vt) +

t

4
(v − c)2

]
. (1.8.79)

This is a very different behavior from that in Theorem 1.8.11: the minimizers visit every point
on the torus infinitely many times. An immediate consequence of (1.8.78) is that

u(t, x) ≥ min
y∈Tn

u0(y). (1.8.80)

On the other hand, if x0 is a minimum of u0(y), we can take

v =
x− x0 − [x− x0 − ct]

t
(1.8.81)

in (1.8.78). Here, [ξ] is the integer part of ξ ∈ R. This gives

x− vt = x0 + [x− x0 − ct], u0(x− vt) = u0(x0), (1.8.82)

leading to an upper bound

u(t, x) ≤ u0(x− vt) +
t(v − c)2

4
≤ u0(x0) +

1

4t
= min

y∈Tn
u0(y) +

1

4t
. (1.8.83)

We deduce from (1.8.80) and (1.8.83) that

lim
t→+∞

u(t, x) = min
y∈Tn

u0(y), (1.8.84)

uniformly in x ∈ Tn. Note that (1.8.84) holds even though the minimizers do not spend any
more time near the minima of u0(y) than at any other points. Thus, the specific behavior of
the minimizers we have seen in Theorem 1.8.11 is helpful but is not needed for the long time
limit of the solution to exist. We will revisit this issue in a more general setting in Section 1.9.

1.8.3 The large time behavior: without the Lax-Oleinik formula

We now turn to the long time behavior of the solutions to the Cauchy problem (1.8.3):

ut +R(x)
√

1 + |∇u|2 = 0, t > 0, x ∈ Tn,
u(0, x) = u0(x).

(1.8.85)

Let us recall that we assume that the function R(x) is smooth and non-negative:

R(x) ≥ R0 > 0 for all x ∈ Tn, (1.8.86)
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and we use the notation
R̄ = ‖R‖L∞ . (1.8.87)

We will assume for simplicity that the set Z where R(x) attains its maximum is finite, though
this assumption may be very much relaxed. As we have seen in the discussion following
Proposition 1.8.1, this problem admits wave solutions of the form ct + u∞(x), moving with
the speed c = R̄. Our goal will be to prove the following long time behavior result.

Theorem 1.8.13 Let u(t, x) be the solution to (1.8.85) with u0 ∈ C(Tn) and assume that R(x)
is smooth, satisfies (1.8.86), and attains its maximum on a finite set. There is a solu-
tion u∞(x) to

R(x)
√

1 + |∇u∞|2 = R̄, x ∈ Tn, (1.8.88)

such that we have, uniformly with respect to x ∈ Tn:

lim
t→+∞

(
u(t, x) + tR̄− u∞(x)

)
= 0, (1.8.89)

with R̄ defined in (1.8.87).

Note that there is no claim of uniqueness of the solutions to (1.8.88) in Theorem 1.8.13, even
up to addition of a constant. Indeed, as we have seen, uniqueness need not hold, as soon as
the function R(x) attains its maximum at more than one point. Unlike in the strictly convex
case considered in the previous section, we will not use the Lax-Oleinik formula to understand
the long time behavior, to illustrate the fact that the strict convexity of the Hamiltonian is
also not needed for the solutions to have a long time limit. Nevertheless, the set

Z = {x ∈ Tn : R(x) = R̄} (1.8.90)

will play an important role in the proof, and in the dynamics, very similar to that of the
minima of the function f(x) in the proofs of Theorems 1.8.8 and 1.8.11.

We start the proof of Theorem 1.8.13 by writing

u(t, x) = v(t, x) + tR̄,

which transforms (1.8.85) into

vt +R(x)
√

1 + |∇v|2 − R̄ = 0, x ∈ Tn

v(0, x) = u0(x).
(1.8.91)

Our goal is to show that there is a solution u∞(x) to

R(x)
√

1 + |∇u∞|2 = R̄, x ∈ Tn, (1.8.92)

such that
lim
t→+∞

v(t, x) = u∞(x), uniformly in x ∈ Tn. (1.8.93)

It is easy to see from the weak contraction principle that we may assume without loss of
generality that the initial condition u0 ∈ C1(Tn). As a technical remark, we have seen that
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the unique viscosity solution to (1.8.91) is uniformly bounded and uniformly Lipschitz: there
exists C > 0 so that for all t ≥ 1 we have

‖v(t, ·)‖ ≤ C, ‖vt(t, ·)‖L∞ + ‖∇v(t, ·)‖L∞ ≤ C. (1.8.94)

The uniform bound on v in (1.8.94) follows from the existence of a steady solution to (1.8.92)
and the comparison principle, and the Lipschitz bound is an implication of Theorem 1.7.11.
These bounds will be useful again when we pass to the limit t→ +∞.

Note that if we can show that v(t, x) converges uniformly, as t → +∞, to a limit u∞(x),
as in (1.8.93), then the limit is a viscosity solution to (1.8.92). Indeed, in that case the
functions vn(t, x) = v(t+n, x) are solutions to (1.8.91), and converge, as n→ +∞, to u∞(x),
in L∞(Tn), and locally uniformly in t. The stability property of the viscosity solutions implies
that u∞(x) is a steady solution to (1.8.91), and thus solves (1.8.92). Thus, it suffices to prove
that the limit in (1.8.93) exists. We will do this in two steps: first we will prove existence of
the limit for x ∈ Z, and then show that convergence on Z implies converges on Tn \Z as well.
In other words, what happens on Z controls the behavior off Z. This is very similar to the
dynamics in Theorem 1.8.11 even though unlike in that case we will not use the Lax-Oleinik
minimizers.

Convergence on Z

To show convergence on Z, we are going to prove that v(t, x) is non-increasing in t on Z. This
is intuitively obvious: if v(t, x) is continuously differentiable at x ∈ Z at some time t > 0, so
that (1.8.91) holds in the classical sense, then, as R(x) = R̄ for x ∈ Z, we have

vt(t, x) = R̄
(
1−

√
1 + |∇v(t, x)|2

)
≤ 0,

so that v(t, x) is non-increasing in t. The familiar problem is that v(t, x) is merely Lipschitz,
and not necessarily differentiable, hence (1.8.91) holds only almost everywhere, and we have
no guarantee that it holds at any given (t, x).

To make the above simple reasoning rigorous, the argument is close to the corresponding
step in the proof of Theorem 1.8.11: consider t0 > 0 and x0 ∈ Z and set

v(t, x) = v(t0, x) + (t− t0)(R̄−R(x)).

We claim that v is a super-solution to (1.8.91) on [t0,+∞)× Tn, such that

v(t0, x) = v(t0, x) for all x ∈ Tn. (1.8.95)

The latter follows immediately from the definition of v(t, x). To see the super-solution prop-
erty, consider a test function ϕ(t, x), and let (t1, x1) ∈ [t0,+∞) be a minimum point for v−ϕ.
Since v(t, x) is smooth in t, we have

0 ≤ ϕt(t1, x1)− vt(t1, x1) = ϕt(t1, x1) +R(x1)− R̄. (1.8.96)

Hence, we have

ϕt(t1, x1) +R(x1)
√

1 + |∇ϕ(t1, x1)|2 − R̄ ≥ ϕt(t1, x1) +R(x1)− R̄ ≥ 0. (1.8.97)
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This proves the super-solution property of v(t, x). Together with (1.8.95), this implies

v(t, x) ≤ v(t, x) for (t, x) ∈ [t0,+∞)× Tn. (1.8.98)

As R(x0) = R̄ for x0 ∈ Z, we obtain

v(t, x0) ≤ v(t0, x0), for all t ≥ t0 and x0 ∈ Z. (1.8.99)

Since t0 is arbitrary, it follows that v(t, x0) is non-increasing in t. As a consequence, for
each x ∈ Z the limit

u∞(x) = lim
t→+∞

v(t, x)

exists.

Exercise 1.8.14 Show that for any δ > 0 we can find tδ such that, for all x ∈ Z, h > 0
and t ≥ tδ we have

0 ≤ v(t, x)− v(t+ h, x) ≤ δ. (1.8.100)

Convergence outside of Z

The heart of the proof is to show that convergence of v(t, x) as t→ +∞ on the set Z forces
the convergence off Z as well, without the use of the Lax-Oleinik minimizers. Instead, the
large time convergence of v(t, x) outside of Z will follow from the fact that a transform of v
solves a Hamilton-Jacobi equation that is more complex than (1.8.91), but that has the merit
of carrying an absorption term. We will use the Kruzhkov transform:

w(t, x) = −e−v(t,x). (1.8.101)

Because of the L∞ and gradient bounds for the Lipschitz function v, the function w is also
Lipschitz and satisfies L∞ and gradient bounds of the same type, and, in particular, we have

wt = |w|vt = −wvt, ∇w = |w|∇v = −w∇v.

Moreover, because the function v 7→ −e−v is increasing in v, the function w is a viscosity
solution to

wt +R(x)
√
w2 + |∇w|2 = −R̄w, (1.8.102)

which can be written as

wt +R(x)
|∇w|2

|w|+
√
w2 + |∇w|2

+ (R̄−R(x))w = 0, t > 0, x ∈ Tn. (1.8.103)

The last term in the left side of (1.8.103) is the aforementioned absorption that will eventually
save the day.

Exercise 1.8.15 Show that if z(t, x) is a viscosity solution to

zt +H(x,∇z) = 0,

and the function G(z) is increasing, then ζ = G(z) is a viscosity solution to

ζt +
1

Q′(ζ)
H(x,Q′(ζ)∇ζ) = 0.

Here, Q(ζ) is the inverse function of G(z). Is this necessarily true if the function G is not
monotonic?
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Let Zδ be the closed set of all points that are at distance at most δ > 0 from Z. Under our
simplifying assumption that the set Z is finite, the set Zδ is a finite union of closed balls. The
uniform bounds on ∇v, together with the result of Exercise 1.8.14 imply that there is C > 0
so that

|w(t, x)− w(t+ h, x)| ≤ Cδ for t ≥ tδ and x ∈ Zδ. (1.8.104)

Our task is now to extend this inequality outside of Zδ. Note that there is ρδ > 0 such that

R̄−R(x) ≥ ρδ for x outside Zδ,

meaning that the pre-factor in the last term in the left side of (1.8.103) is uniformly positive
off Zδ. Intuitively this means that the dynamics for w outside of Zδ is ”uniformly absorbing”.
Let us set

wδ(t, x) = w(t+ h, x)− Cδ − ‖w(tδ, ·)‖L∞e−ρδ(t−tδ), t ≥ tδ, x /∈ Zδ. (1.8.105)

To show that (1.8.104) holds outside of Zδ, we are going to prove that w(t, x) is a sub-solution
to (1.8.103) for t ≥ tδ, and x 6∈ Zδ, and, in addition,

wδ(t, x) ≤ w(t, x) for (t, x) ∈ [tδ,+∞)×Zδ, and t = tδ, x ∈ Tn. (1.8.106)

This will imply w(t, x) ≥ wδ(t, x) for t ≥ tδ and x 6∈ Zδ, which, in turn, entails

w(t, x) ≥ w(t+ h, x)− C(δ + e−ρδ(t−tδ)), for t ≥ tδ, x ∈ Tn and h > 0. (1.8.107)

Since ρδ > 0 is positive, and δ > 0 is arbitrary, this implies the pointwise convergence of w(t, x)
to a limit w∞(x) as t → +∞, and, consequently, its uniform convergence that follows from
the Lipschitz bound on w(t, x). Therefore, the function v(t, x) also converges to a limit

v∞(x) = − log(−w∞(x)),

as t→ +∞. Note that the absorbing nature of the dynamics for w exhibits itself in the fact
that ρδ > 0 outside of Zδ – this is why the Kruzhkov transform is helpful here.

Thus, to finish the proof of Theorem 1.8.13, we only need to show that wδ is a sub-solution
to (1.8.103) for t ≥ tδ, and x 6∈ Zδ, and check that (1.8.106) holds. We see from (1.8.104)
that

w(t, x) ≥ wδ(t, x) for t ≥ tδ and x ∈ Zδ. (1.8.108)

At the time t = tδ we have

w(tδ, x)− wδ(tδ, x) =w(tδ, x) + ‖w(tδ, ·)‖L∞ + Cδ − w(tδ + h, x) ≥ Cδ > 0, for all x ∈ Tn.
(1.8.109)

We used here the fact that w(t, x) ≤ 0 for all t > 0 and x ∈ Tn. Putting (1.8.108) and (1.8.109)
together, we conclude that (1.8.106) does hold.

It remains to check the sub-solution property for wδ, outside of Zδ. Let ϕ be a test function
and (t1, x1) a minimum point of ϕ−wδ, with x1 6∈ Zδ. In other words, (t1, x1) is a minimum
point of the function(

ϕ(t, x) + Cδ + ‖w(tδ, ·)‖L∞e−ρδ(t−tδ)
)
− w(t, x+ h).
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As w is a viscosity solution to (1.8.103):

wt +R(x)
|∇w|2

|w|+
√
w2 + |∇w|2

+ (R̄−R(x))w = 0, t > 0, x ∈ Tn, (1.8.110)

we deduce that the following inequality holds at (t1, x1):

ϕt−‖w(tδ, ·)‖L∞ρδe−ρδ(t−tδ)+R(x1)
|∇ϕ|2

|τhw|+
√

(τhw)2 + |∇ϕ|2
+(R̄−R(x1))τhw ≤ 0. (1.8.111)

Here, we have set τhw(t, x) = w(t+ h, x). The definition of wδ implies that

τhw(t, x) ≥ wδ(t, x) for t ≥ tδ and x 6∈ Zδ,

so that
|τhw(t, x)| ≤ |wδ(t, x)|. (1.8.112)

Also, as
R̄−R(x) ≥ ρδ for x 6∈ Zδ,

we have

(R̄−R(x1))τhw(t, x1)− ‖w(tδ, ·)‖L∞ρδe−ρδ(t−tδ)

≥ (R̄−R(x1))w(τ + h, x1)− (R̄−R(x1))‖w(tδ, ·)‖L∞e−ρδ(t−tδ)

= (R̄−R(x1))[wδ(t, x1) + Cδ] ≥ (R̄−R(x1))wδ(t, x1).

(1.8.113)

Using the inequalities (1.8.112) and (1.8.113) in (1.8.111) leads to

ϕt +R(x1)
|∇ϕ|2

|wδ|+
√

(wδ)
2 + |∇ϕ|2

+ (R̄−R(x1))wδ ≤ 0, (1.8.114)

at (t1, x1). This is the desired viscosity sub-solution inequality for wδ. Thus, wδ(t, x) is,
indeed, a sub-solution to (1.8.103) for t ≥ tδ, and x 6∈ Zδ, This finishes the proof of Theo-
rem 1.8.13. �

Exercise 1.8.16 Carry out the same analysis for the equation

ut + |∇u| = f(x), t > 0, x ∈ Tn,

where f ∈ C(Tn) satisfies the usual assumptions of this section: continuous, nonnegative,
with a nontrivial zero set.

1.9 Convergence of the Lax-Oleinik semigroup

In this section, we prove that the solutions of

ut +H(x,∇u) = 0, x ∈ Tn,
u(0, x) = u0(x)

(1.9.1)
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converge to a wave solution as t → +∞, under the assumptions of uniform strict convexity
of the Hamiltonian. So far, we have seen a very particular mechanism for convergence: the
dynamics on a special set dictates in turn the convergence in the area where the equation is
coercive. This was the zero set of the function f(x) in Theorem 1.8.11, and the set Z where
the function R(x) attains its maximum in the proof of Theorem 1.8.13. In both cases, the
minimizers spend most of their time near this ”controlling’ set. On the other hand, in the
example following Theorem 1.8.11, we have seen a situation where the minima of the initial
condition u0(y) dictate the long time behavior, even though the minimizing curves do not
spend any extra time near these points.

It turns out that the existence of such ”controlling” set is a general fact. For a general
Hamilton-Jacobi equation of the type (1.9.1), there is a set where the extremals associated to
the wave solutions accumulate, and which orchestrates the convergence to a steady solution.
The reader who wishes to learn more may consult [61] or [62], where their general theory
by Fathi is exposed. Our goal here is much more modest: we want to identify a set where,
following the ideas of the preceding section, the dynamics of u will dictate the behavior on
the whole torus. The following theorem is due to Fathi [61] but we present an alternative
proof inspired by [125].

Theorem 1.9.1 Let H(x, p) be smooth and uniformly strictly convex in p:

αI ≤ D2
pH(x, p), in the sense of quadratic forms,

and c be the corresponding wave speed: there exists a solution u∞(x) to

H(x,∇u∞) = c, x ∈ Tn. (1.9.2)

Then, for any given u0 ∈ C(Tn), there exists a solution u∞(x) to (1.9.2) such that the solution
to the Cauchy problem

ut +H(x,∇u) = 0, x ∈ Tn,
u(0, x) = u0(x)

(1.9.3)

converges to u∞(x) as t→ +∞:

lim
t→+∞

‖u(t, ·) + ct− u∞(·)‖L∞ = 0. (1.9.4)

We will assume throughout the proof, without loss of generality, that c = 0. Otherwise, we
would simply replace the Hamiltonian H(x, p) by H(x, p)− c.

As usual, existence of the steady solutions implies that there exists C0 > 0 such that

|u(t, x)| ≤ C0, for all t > 0 and x ∈ Tn. (1.9.5)

In addition, we have the uniform Lipschitz bound:

Lipt,x[u] ≤ C, for all t ≥ 1 and x ∈ Tn. (1.9.6)

Here, Lipt,x[u] is the Lipschitz constant of u both in the t and x variables. These uniform
bounds show that, at least along a subsequence, the uniform limits

u∞(t, x) = lim
tn→+∞

u(t+ tn, x) (1.9.7)
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exist. Our goal is to show that there is actually a limit in (1.9.7) that does not depend on
the sub-sequence, this limit is time-independent, and is a solution to the steady equation

H(x,∇u∞) = 0.

Before going directly into the proof of Theorem 1.9.1, we would like to explain the con-
struction of the set Z, and what sort of monotonicity we can use for the proof, as we did in the
proofs of Theorem 1.8.11 and Theorem 1.8.13. This will require the notion of the ω-limit set
of a solution, and that is where we will start the discussion. After introducing these objects
and discussing their basic properties we will turn to the bona fide proof that will be quite
short once we have obtained the desired properties of the set Z.

The ω-limit set

The ω-limit set for a given initial condition u0 ∈ C(Tn) with respect to the Lax-Oleinik semi-
group is denoted by ω(u0) ⊂ C(Tn), and is constructed as follows. The uniform bounds (1.9.5)
and (1.9.6) imply that there is a sequence tn → +∞ such that the family vn(t, x) = u(t+tn, x)
converges :

vn(t, x) = u(t+ tn, x)→ v(t, x), (1.9.8)

in L∞(Tn) and uniformly on compact intervals of t ∈ R. The function v(t, x) is a solution to

vt +H(x,∇v) = 0, (1.9.9)

defined for all t ∈ R, and not just for t > 0. Sometimes such solutions are called ”entire in
time”, to indicate that they are also defined for negative times. The set ω(u0) consists of
all functions ψ ∈ C(Tn) such that there exists a sequence tn → +∞ and the corresponding
limit v(t, x) so that (1.9.8) holds, and

ψ(x) = v(0, x) = lim
n→+∞

u(tn, x). (1.9.10)

An important observation is that if ψ ∈ ω0(u0) then the action of the Lax-Oleinik semi-
group T (t)ψ is defined for all t ∈ R, and not only for t > 0, via

T (t)ψ(x) = v(t, x) = lim
n→+∞

T (tn + t)u0(x), for t ∈ R. (1.9.11)

Here, tn is the sequence in (1.9.8). Note that tn + t > 0 for n large enough, so that the action
of T (tn+t) in the right side above is well-defined even for t < 0. Taking the sequence t′n = tn+s
we see that if ψ ∈ ω(u0) then T (s)ψ ∈ ω(u0) as well, for any s ∈ R.

Exercise 1.9.2 (i) Assume that there are two sequences tn → +∞ and sn → +∞, and the
corresponding limits

v(t, x) = lim
n→+∞

u(tn + t, x), w(t, x) = lim
t→+∞

u(sn + t, x),

such that v(0, x) = w(0, x) = ψ(x). Show that then v(t, x) = w(t, x) for all t ∈ R. This
shows that the above definition of T (t)ψ does not depend on the choice of a sequence tn such
that (1.9.8) and (1.9.10) hold.
(ii) Show that for any t, s ∈ R and ψ ∈ ω(u0) we have

T (t)T (s)ψ = T (t+ s)ψ. (1.9.12)
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The claim of Theorem 1.9.1 can be now reformulated as saying that for each ψ ∈ ω(u0)
the function v(t, x) = T (t)ψ(x) does not depend on t, and that ω(u0) contains exactly one
function ψ. The following exercise gives a sufficient condition for this to be true.

Exercise 1.9.3 (i) Assume that ψ ∈ ω(u0) is such that v(t, x) = T (t)ψ(x) does not depend
on t. Show that then v(x) is a viscosity solution to

H(x,∇v) = 0. (1.9.13)

(ii) Show that if there exists ψ ∈ ω(u0) that satisfies the assumptions of part (i), then the
limit

lim
t→+∞

T (t)u0,

exists, is unique, and is a viscosity solution to (1.9.13). Hint: use the contraction property
for the solutions to (1.9.3) to show that if the ω-limit set of u0 contains a time-independent
solution v(x) to (1.9.13), then v is the only element of ω(u0).

Exercise 1.9.3 gives us a blueprint for the proof of Theorem 1.9.1: it suffices to show that
for any ψ ∈ ω(u0) the function v(t, x) = T (t)ψ(x) does not depend on t. As in the proof
of Theorem 1.8.13, we will first identify a set Z where it is easier to show that v(t, x) is
time-independent, and then show this outside of Z.

Monotonicity along the minimizers

Our first goal is to recycle the main idea of the proofs of Theorems 1.8.11 and 1.8.13, namely, to
find a set where convergence will hold because of some monotonicity property. The following
easy remark can be made: let φ(x) be a steady solution to

H(x,∇φ) = 0, (1.9.14)

and γ : [0, t]→ Tn be an extremal path calibrated by φ. For all 0 ≤ s ≤ s′ ≤ t we have

φ(γ(s′)) = φ(γ(s)) +

∫ s′

s

L(γ(σ), γ̇(σ))dσ, (1.9.15)

whereas, by the definition of the Lax-Oleinik semigroup we have

u(s′, γ(s′)) ≤ u(s, γ(s)) +

∫ s′

s

L(γ(σ), γ̇(σ))dσ. (1.9.16)

Subtracting, we obtain

u(s′, γ(s′))− φ(γ(s′)) ≤ u(s, γ(s))− φ(γ(s)). (1.9.17)

Thus, the difference u(s, γ(s)) − φ(γ(s) is non-increasing in s along the extremal path cali-
brated by φ. This simple observation will bear a lot of fruit.

Exercise 1.9.4 Interpret this observation for the problem

ut + cux + u2
x = 0, x ∈ T1,

that we have considered before.
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The ω-limits of paths and the set Z

We now use the monotonicity property (1.9.17) to construct a candidate for the set Z. It will
contain paths that calibrate all steady solutions but it will also do more. Let us fix a steady
solution φ. We define Zφ as the collection of all ”eternal” extremal paths calibrated by φ, the
set of all trajectories γ : R→ Tn such that

φ(γ(s′)) = φ(γ(s)) +

∫ s′

s

L(γ(σ), γ̇(σ))dσ, for all −∞ < s ≤ s′ < +∞. (1.9.18)

The next exercise shows that eternal extremal paths calibrated by φ exist, so the set Zφ is
not empty.

Exercise 1.9.5 (i) Fix x ∈ Tn and consider a family of extremal paths γt(s), t ≤ s ≤ 0,
calibrated by φ. Show that there is a sequence tn → −∞ such that γtn(s) → γ(s), locally
uniformly in s ≤ 0, and γ(0) = x.
(ii) Let γ(s) be constructed as in part (i). Show that there exists a sequence sn → −∞ such
that the paths γn(s) = γ(sn + s), −∞ ≤ s ≤ sn, converge, locally uniformly on R, to a
path γ̄(s), s ∈ R.
(iii) Show that the path γ̄(s), s ∈ R, is calibrated by φ.

The set Z is then defined as follows: a point x ∈ Tn is in Z if there is a path γ∞ : R→ Tn
that passes through x, a path γ ∈ Zφ, and a sequence sn → +∞ such that

γ∞(s) = lim
n→+∞

γ(s+ sn), (1.9.19)

with the limit uniform on every bounded interval of R. In other words, Z is the union
of ω-limits of the paths in Zφ.

Exercise 1.9.6 (i) Find the set Z for the Hamiltonian H(x, p) = |p|2 − f(x) with a smooth
non-negative function f(x), x ∈ Tn. Does it depend on the steady solution φ(x) with which
you start?
(ii) Find the set Z for the Hamiltonian H(p) = |p|2 + cp, p ∈ T1, with c > 0.

Exercise 1.9.7 Show that if γ∞(σ), σ ∈ R is in Z, then so is the time-shifted path

γ(s)
∞ (σ) = γ∞(σ + s), σ ∈ R,

for any s ∈ R fixed. Hint: this is because the original solution φ, that we used to construct Zφ
and then Z, is time-independent, so that a time-shift of a path γ ∈ Zφ that calibrates φ also
calibrates φ, and is therefore in Zφ.

Calibration by paths in Z

Let us now take a path γ∞(s), s ∈ R that lies in Z, obtained as the limit in (1.9.19), with a
given γ ∈ Zφ. Writing

φ(γ(s′ + sn)) = φ(γ(s+ sn)) +

∫ s′+sn

s+sn

L(γ(σ), γ̇(σ))dσ

= φ(γ(s+ sn)) +

∫ s′

s

L(γ(σ + sn), γ̇(σ + sn))dσ,

(1.9.20)
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and passing to the limit sn → +∞, we see immediately that γ∞(s) is also calibrated by φ.
The miracle is that γ∞(s) is also calibrated by every other steady solution ψ(x) to (1.9.14).
Indeed, it follows from the monotonicity property (1.9.17) used with u(t, x) = ψ(x) that for
any path γ ∈ Zφ the limit

lim
s→+∞

[ψ(γ(s))− φ(γ(s))] = K(γ),

exists. It follows that if γ(s + sn) → γ∞(s) as sn → +∞, then the two solutions differ by a
constant on γ∞:

ψ(γ∞(s)) = φ(γ∞(s)) +K(γ), for all −∞ < s < +∞. (1.9.21)

As γ∞(s) is calibrated by φ, we conclude from (1.9.21) that it is calibrated by ψ as well. We
stress that it is not true that every path in Zφ is calibrated by any other steady solution –
this is only true for their ω-limits that form the set Z. The following proposition shows that
we can say even more.

Proposition 1.9.8 Let γ∞(s), s ∈ R be a path in Z and ψ ∈ ω(u0). There exists K(γ) ∈ R
such that v(t, x) = T (t)ψ(x) satisfies

v(t, γ∞(t))− φ(γ∞(t)) = K(γ), for all t ∈ R. (1.9.22)

In particular, the path γ∞(s), s ∈ R, is calibrated by v(t, x).

Proof. By definition of γ∞, there is a global extremal path γ calibrated by φ, and a se-
quence sn → +∞ such that

γ∞(σ) = lim
n→+∞

γ(sn + σ),

uniformly in every compact in σ ∈ R. Observe that to prove (1.9.22) it suffices to find a
subsequence snk such that

lim
k→+∞

[v(s, γ(snk + s))− φ(γ(snk + s))] = const, independent of s ∈ R. (1.9.23)

Let u(t, x) = T (t)u0(x) be the solution to

ut +H(x,∇u) = 0, t > 0, x ∈ Tn,
u(0, x) = u0(x).

(1.9.24)

Since ψ(x) = v(0, x) is in ω(u0), we may also find both a sequence tk → +∞ and a subse-
quence snk → +∞ such that

v(0, x) = lim
k→+∞

u(tk + snk , x), uniformly in x ∈ Tn,

and for all s ∈ R we have

v(s, x) = lim
k→+∞

u(tk + snk + s, x), in L∞(Tn), (1.9.25)
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uniformly in every compact in s ∈ R. Thus, for every compact set K ⊂ R and ε > 0 there
exists Nε,K such that for all k > Nε,K we have

|v(s, γ(snk + s))− u(tk + snk + s, γ(snk + s))| < ε for all s ∈ K. (1.9.26)

Hence, (1.9.23) would follow if we can show that, possibly after a further extraction of a
sub-sequence kj (to avoid too cumbersome notation, we still denote the corresponding subse-
quences by tk and snk), we have

lim
k→+∞

[u(tk + snk + s, γ(snk + s))− φ(γ(sn + s))] = const, independent of s ∈ R. (1.9.27)

Note that, after passing to a yet another sub-sequence, we may assume that there is ψ1 ∈ ω(u0)
such that

ψ1(·) = lim
k→+∞

u(tk, ·), in L∞(Tn). (1.9.28)

Let us denote ṽ(t, x) = T ψ1(x). By the weak contraction property, we have

‖u(tk + t, ·)− ṽ(t, ·)‖L∞ ≤ ‖u(tk, ·)− ψ1‖L∞ → 0, as k → +∞, (1.9.29)

uniformly in t ≥ 0. Thus, for any ε > 0 we can find Nε so that for all k > Nε we have

|u(tk + snk + s, γ(snk + s))− ṽ(snk + s, γ(snk + s))| ≤ ε, (1.9.30)

locally uniformly in s ∈ R. Hence, (1.9.27) would follow if we show that

lim
k→+∞

[ṽ(snk + s, γ(snk + s))− φ(γ(snk + s))] = const, independent of s ∈ R. (1.9.31)

However, the monotonicity property (1.9.17) along the extremals implies that the limit

` = lim
ξ→+∞

(
ṽ(ξ + s, γ(ξ + s))− φ(γ(ξ + s))

)
.

exists and is independent of s. It follows that

lim
k→+∞

[ṽ(snk + s, γ(snk + s))− φ(γ(snk + s))] = ` for all s ∈ R, (1.9.32)

finishing the proof. �
We will also need the following proposition which says that paths calibrated by solutions

in ω(u0) come arbitrarily close to the set Z – this is what eventually leads to the fact that
the behavior of the solutions on Z controls the behavior outside of Z as well.

Proposition 1.9.9 Let ψ ∈ ω(u0) and v(t, x) = T (t)ψ(x). Given any t ∈ R, and a
path γ(s), defined for s ≤ t, and calibrated by v, there exists a sequence sn → −∞ such
that dist(γ(sn),Z)→ 0 as n→ +∞.

Proof. Let γ(s), s ∈ R be a path calibrated by v(t, x), and φ(x) be the steady solution used
to generate Z. The Lax-Oleinik formula tells us that for any s < s′ we have

v(s′, γ(s′)) = v(s, γ(s)) +

∫ s′

s

L(γ(σ), γ̇(σ))dσ,
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and

φ(γ(s′)) ≤ φ(γ(s)) +

∫ s′

s

L(γ(σ), γ̇(σ))dσ.

Subtracting we get the monotonicity relation

v(s′, γ(s′))− φ(γ(s′)) ≤ v(s, γ(s))− φ(γ(s)), for all s < s′. (1.9.33)

Hence, the limit
lim

s→−∞
[v(s, γ(s))− φ(γ(s)] (1.9.34)

exists. The uniform bounds on γ(s) and γ̇(s) imply that there exists a sequence sn → −∞
so that the paths γn(t) = γ(s + sn) converge, as n → +∞, to a limit γ∞(s), s ∈ R, locally
uniformly in s.

Exercise 1.9.10 Show that the path γ∞(s) is calibrated by any steady solution, in particular,
by φ.

Exercise 1.9.10 shows that γ∞(s), s ∈ R, lies in Zφ but we do not yet know that the
path γ∞(s), s ∈ R, is in Z. Since γ∞(s) inherits the uniform bounds obeyed by γ(s) and γ̇(s),
we can find a sequence s′n → +∞ such that

γ(n)
∞ (s) := γ∞(s+ s′n)→ γ̄∞(s),

locally uniformly in s ∈ R. As all γ
(nk)
∞ (s) are calibrated by φ, we know that the limiting

path γ̄∞(s), s ∈ R, lies in Z, by the definition of the set Z.
To finish the proof of the proposition, consider the points γ(sn + s′m). First, we fix m and

choose n = Nm sufficiently large, so that both

|γ(sNm + s′m)− γ∞(s′m)| < ε

2
,

and sNm + s′m < −m. Next, we choose m sufficiently large, so that |γ∞(s′m)− γ̄∞(0)| < ε/2.
This gives

|γ(sNm + s′m)− γ̄∞(0)| < ε.

Since γ̄∞(0) is in Z and τm = sNm + s′m → −∞, the proof is complete. �

Convergence on Z

After setting up the required objects, we turn to the proof of of Theorem 1.9.1. The strategy
comes from Exercise 1.9.3: we need to show that any solution to

vt +H(x,∇v) = 0, t ∈ R, x ∈ Tn, (1.9.35)

with v(0, x) = ψ(x) ∈ ω(u0), is time-independent. The reader has certainly guessed what will
happen: the set Z will play the same role as the zero set of the function f(x) in Theorem 1.8.11,
and the set where the function R(x) attains its maximum in the proof of Theorem 1.8.13. This
is confirmed by the following proposition, showing that such v(t, x) is independent of t ∈ R
on the closure Z of the set Z, though we do not know yet that this happens everywhere.
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Proposition 1.9.11 If ψ ∈ ω(u0), then v(t, x) = T (t)ψ(x) does not depend on t ∈ R for
all x ∈ Z.

Proof. Consider an eternal extremal path γ∞(s), s ∈ R, in Z. We are going to show that

∂tv(t, γ∞(t)) = 0, for all t ∈ R. (1.9.36)

Let φ be a steady solution to (1.9.35). We have shown in Proposition 1.9.8 that γ∞(s), s ∈ R,
is calibrated both by φ and by v. It follows then from Corollary 1.7.21 that both φ and v
are C1,1 on γ∞, and we have

∇v(t, γ∞(t)) = ∇vL(γ∞(t), γ̇∞(t)), ∇φ(γ∞(t)) = ∇vL(γ∞(t), γ̇∞(t)),

for all t ∈ R, as in (1.7.48) in Exercise 1.7.13. This gives

∇v(t, γ∞(t)) = ∇φ(γ∞(t)), for all t ∈ R. (1.9.37)

This relation holds in the classical sense, as both v and φ are C1,1 on γ∞(t). Since φ is a
solution to the steady equation (1.9.14):

H(x,∇φ) = 0, (1.9.38)

we deduce that
H(γ∞(t),∇v(t, γ∞(t))) = 0.

As v is C1,1 at (t, γ∞(t)), this entails (1.9.36):

∂tv(t, γ∞(t)) = 0, for all t ∈ R. (1.9.39)

Consider x ∈ Z and an eternal extremal path γ∞(σ), σ ∈ R, in Z that passes through x,
so that γ∞(t) = x, with some t ∈ R. Given any s ∈ R, Exercise 1.9.7 allows us to use (1.9.39)
with the shifted path

γ(s)
∞ (σ) = γ∞(σ + t− s).

Note that
x = γ∞(t) = γ(s)

∞ (s),

and (1.9.39) applied to γ
(s)
∞ (σ) at σ = s gives

0 = ∂tv(s, γ(s)
∞ (s) = ∂tv(s, γ∞(t)) = ∂tv(s, x). (1.9.40)

Since s is arbitrary, we conclude that v(t, x) does not depend on t for all x ∈ Z. The continuity
of v(t, x) implies that the same is true for Z as well. �

Convergence away from Z

To finish the proof of Theorem 1.9.1 we now show that the claim of Proposition 1.9.11 holds
also outside of Z.

Proposition 1.9.12 If ψ ∈ ω(u0), then v(t, x) = T (t)ψ(x) does not depend on t ∈ R for
all x ∈ Tn.
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Proof. Proposition 1.9.11 shows that we only need to consider x 6∈ Z. Using the by now
familiar arguments based on the uniform bounds on minimizers, for any x ∈ Tn and t > 0
fixed, we can find a path γt(σ), σ ≤ t, calibrated by v, so that for any s < t we have

v(t, x) = v(s, γt(s)) +

∫ t

s

L(γt(σ), γ̇t(σ))dσ.

Proposition 1.9.9 shows that there exists a sequence τn → +∞ such that

dist(γt(−τn),Z)→ 0, as n→ +∞.

Hence, there exists z ∈ Z and a subsequence τnk → +∞ such that

γt(−τnk)→ z as k → +∞.

Since the function v(t, x) is Lipschitz in x, uniformly in t ∈ R, we know that

∆k(t, x) = v(−τnk , γt(−τnk))− v(−τnk , z)→ 0 as k → +∞. (1.9.41)

Let us then write

v(t, x) = v(−τnk , z) +

∫ t

−τnk

L(γt(σ), γ̇t(σ))dσ + ∆k(t, x). (1.9.42)

As z ∈ Z, by Proposition 1.9.11 we know that v(s, z) does not depend on s, so that for
any s ∈ R we have

v(−τnk , z) = v(−τnk − t+ s, z) = ψ(z),

and (1.9.42) can be written as

v(t, x) =v(−τnk − t+ s, z) +

∫ t

−τnk

L(γt(σ), γ̇t(σ))dσ + ∆k(t, x)

= v(−τnk − t+ s, z) +

∫ s

−τnk−t+s
L(γt(σ + t− s), γ̇t(σ + t− s))dσ + ∆k(t, x)

= v(−τnk − t+ s, z) +

∫ s

−τnk−t+s
L(γ̃t(σ), ˙̃γt(σ))dσ + ∆k(t, x),

(1.9.43)
with the path

γ̃t(σ) = γt(σ + t− s), σ ≤ s.

Note that γ̃t(s) = γt(t) = x, and

γ̃t(−τnk − t+ s) = γt(−τnk) = z + δk, δk → 0 as k → +∞. (1.9.44)

Therefore, the Lax-Oleinik formula, together with the uniform Lipschitz property of the func-
tion v(t, x), tells us that

v(s, x) ≤ v(−τnk − t+ s, γ̃t(−τnk − t+ s)) +

∫ s

−τnk−t+s
L(γ̃t(σ), ˙̃γt(σ))dσ

≤ v(−τnk − t+ s, z) +

∫ s

−τnk−t+s
L(γ̃t(σ), ˙̃γt(σ))dσ + ∆k(t, x) + Cδk.

(1.9.45)
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Comparing to (1.9.43) and passing to the limit k → +∞ we conclude that

v(s, x) ≤ v(t, x) for all t, s ∈ R. (1.9.46)

As t and s are arbitrary, it follows that v(t, x) does not depend on t, finishing the proof of
Proposition 1.9.12, and thus that of Theorem 1.9.1 as well. �

Our tour of the Hamilton-Jacobi equations ends here. One could say much more on the
organization of the steady solutions, and the reader should consult [62]. They would be,
however, outside the scope of this book. Let us just notice that the results of the present
section provide a complete parallel with the large time behavior of the solutions to viscous
Hamilton-Jacobi equations, which was the goal we wanted to achieve: the viscosity solutions
of the inviscid problem still converge to waves, although their organization, that we have
largely uncovered, is much more complicated.
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Chapter 2

Introduction to mean field games

This chapter is based on the wonderful notes by Pierre Cardaliaguet on the mean-field games,
often following them verbatim. I am very thankful to Pierre for allowing me to use them. All
errors are mine.

2.1 What is a mean-field game?

The mean-field game system consists of a backward-in-time Hamilton-Jacobi equation for
a value function u(t, x) and a forward-in-time equation for a mean-field density m(t, x). A
typical example would look like the following system

− ∂tu− ν∆u+H(x,Du) = f(x,m(x, t)),

∂tm− ν∆m− div (DpH(x,Du)m) = 0,

m(0, x) = m0(x) , u(x, T ) = G(x).

(2.1.1)

As we will see, such systems come up in an optimization problem approximating a large
number of agents (players), where the behavior of each player is governed by the rest of the
players via the mean-field. Accordingly, the evolution of the value function u(t, x) for an
individual player, is coupled to that of the density m(t, x) of all players. The term mean-field
refers to the fact that the strategy of each player is affected only by the average density (mean-
field) of the other players, and not by a particular stochastic configuration of the system. The
function H(x, p) is the Hamiltonian, and the function f(x,m) is a coupling between the value
function of the optimal control problem and the density of the players. Of course, the coupling
need not be local, and we will consider non-local couplings as well.

The most unusual feature of (2.4.1) is that it couples the forward Fokker-Planck equation
that has an initial condition for m(0, x) at the initial time t = 0 to the backward in time
Hamilton-Jacobi equation for u(t, x) that has a prescribed terminal value at t = T . Thus,
this is not a Cauchy problem that normally arises in PDE problems, and has novel features
compared to what we are used to see.

Mean field game theory is devoted to the analysis of differential games with infinitely
many players. For such large population dynamic games, it is unrealistic for a player to
collect detailed state information about all other players. Fortunately, this impossible task is
useless: mean field game theory explains that one just needs to implement strategies based on
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the distribution of the other players. Such a strong simplification is well documented in the
(static) game community since the seminal works of Aumann [154]. However, for differential
games, this idea has been considered only very recently: the starting point is a series of
papers by Lasry and Lions [242, 243, 244, 245], who introduced the terminology in around
2005. The term mean field comes for an analogy with the mean field models in mathematical
physics, which analyse the behavior of many identical particles (see, for instance, Sznitman’s
notes [262]). Here, the particles are replaced by agents or players, whence the name of mean
field games. Related ideas have been developed independently, and at about the same time,
by Caines, Huang and Malhamé [228, 229, 230, 231], under the name of Nash certainty
equivalence principle.

The Cardaliaguet notes we are following (copy-pasting almost 100% of the time) aim to
give a basic presentation of the topic. They are largely based on Lions’ series of lectures at
the College de France [248] and on Lasry and Lions seminal papers on the subject [242, 243,
244, 245], but also on other notes taken from Lions lectures: Yves Achdou’s survey for a
CIME course [144] and Guéant’s notes [222] (see also the survey by Gomes and Saude [212]).

There are several approaches to the analysis of differential games with an infinite number
of agents. A first one is to look at the limit of Nash equilibria in differential games with
a large number of players and try to pass to the limit as this number tends to infinity. A
second approach consists in guessing the equations that Nash equilibria of differential games
with infinitely many players should satisfy and to show that the resulting solutions of these
equations allow to solve differential games with finitely many players.

Concerning the first approach, little was completely understood until very recently. Lions
explains in [248] how to derive formally an equation for the limit to Nash equilibria: it is a
nonlinear transport equation in the space of measures (the “master equation”). Existence,
uniqueness of solution for this equation is an open problem in general, and, beside the linear-
quadratic case, one did not know how to pass to the limit is the Nash system. Progress has
been made very recently on both questions [169, 191, 202] and we explain some of the ideas
in the second part of these notes. The starting point is that, as observed by Lions [248], the
“characteristics” of the infinite dimensional transport equations solve—at least formally—a
system coupling of a Hamilton-Jacobi equation with a Kolmogorov-Fokker-Planck equation:
this is the MFG system, which is the main object of the first part of these notes.

A very nice point is that this system also provides a solution to the second approach:
indeed, the feedback control, given by the solution of the mean field game system, provides
ε−Nash equilibria in differential games with a large (but finite) number of players. This point
was first noticed by Huang, Caines and Malham [229] and further developed in several papers
(Carmona, Delarue [184], Kolokoltsov, Li, Yang [235], etc...).

To complete the discussion on the master equation, let us finally underline that, beside
the MFG system, another possible and natural simplification of this equation is a space dis-
cretization, which yields to a more standard transport equation in finite space dimension: see
the discussion by Lions in [248], by Gomes, Mohr, Souza [203, 204, 205] and Guant [220].

We now describe the mean field game system in a more precise way. The system has two
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unknowns u and m, which solve the equations

− ∂tu− ν∆u+H(x,m,Du) = 0,

∂tm− ν∆m− div (DpH(x,m,Du)m) = 0,

m(0, x) = m0(x), u(x, T ) = G(x,m(T )).

(2.1.2)

In the above system, the diffusivity ν ≥ 0 is nonnegative so that it includes both the viscous
and inviscid cases. The first equation in (2.1.2) is backward in time: a terminal condition is
prescribed for u(t, x), and the second one is forward in time: an initial condition is prescribed
for the function m(t, x).

There are two crucial structure conditions for this system: the first one is the convexity of
the Hamiltonian H = H(x,m, p) with respect to the last variable. This condition means that
the Hamilton-Jacobi equation (the first equation in (2.1.2)) is associated to an optimal control
problem. The solution to the first equation is interpreted as the value function associated
with a typical small player. The second structure condition is that the initial condition m0 is
density of a probability measure. It follows from the structure of the Fokker-Planck equation
(the second equation in (2.1.2)) that this property is preserved for all times:∫

Rn
m(t, x)dx =

∫
Rn
m0(x)dx = 1. (2.1.3)

The heuristic interpretation of this system is the following. An average agent controls the
stochastic differential equation

dXt = αtdt+
√

2νdBt.

Here, Bt is a standard Brownian motion. He aims at minimizing the quantity

E
[∫ T

0

1

2
L(Xs,m(s), αs)ds+G(XT ,m(T ))

]
,

where L is the Legendre transform of H with respect to the p variable. Note that the evolution
of the measure m(s, ·) enters as a parameter in this cost function.

The value function of our average player is then given by the solution to (2.1.2-(i)). The
corresponding optimal control is, at least heuristically, given in feedback form by

α∗(x, t) = −DpH(x,m,Du). (2.1.4)

If all agents behave in this way and if their associated noises are independent, then by the
law of large numbers their density moves with a velocity which is due, on the one hand, to
the diffusion, and, one the other hand, to the drift term −DpH(x,m,Du). This leads to the
Fokker-Planck equation (2.1.2-(ii)).

The aim of these notes is to collect, with detailed proofs, various existence and unique-
ness results obtained by Lasry and Lions for the above system when the Hamiltonian H is
“separated”: H(x,m, p) = H(x, p) − F (x,m). The coupling between the two equations is
then via the function F (x,m). There are two types of coupling which are appear in the
mean field game literature. First, we may take F as nonlocal and regularizing. That is, we
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view F = F (x,m(t)) as a map on the space of probability measures. This is typically the case
when two players who are not too close to each other can still influence themselves. Second,
F may be of a local nature. That is, F = F (x,m(x, t)) depends on the value of the density at
the point (t, x), meaning that the players only take into account their very nearest neighbors.
Although the second coupling can be seen as a limit case of the first one, in practice, the
proofs are more demanding in the local case. In particular, while we provide existence and
uniqueness results for nonlocal couplings both when ν = 1 (the viscous case) and ν = 0 (the
inviscid case), we will consider local couplings only for viscous equations. We willavoid the
inviscid case with the local coupling. This case, described in [248], is only understood un-
der specific structure conditions and requires several a priori estimates which, unfortunately,
exceed the modest framework of these notes.

Warning: the literature comments below come from the original notes by
Pierre Cardaliaguet, things have evolved since then but I am not in a position
to review them. His comments are still very much relevant. Some comments on the
literature are now in order. Since the pioneering works by Lasry and Lions and by Huang,
Caines and Malham, the literature on the MFG has grown very fast: it is by now almost
impossible to give a reasonable account of the activity on the topic. Many references on
the subject can be found, for instance, in the survey by Gomes and Saud [212] and in the
monograph by Bensoussan, Frehse and Yam [165]. We only provide here a few references,
without the smallest pretense of completeness.

Let us start with the probabilistic aspects. As the value function of an optimal control
problem is naturally described in terms of backward stochastic differential equations (BSDEs),
it is very natural to understand the MFG system as a BSDE with a mean field term of McKean-
Vlasov type: this is the approach generally followed the probabilistic part of the literature
on mean field games: beside the papers by Huang, Caines and Malham already quoted, see
also Buckdahn, Li, Peng [168], Buckdahn, Djehiche, Li, Peng [168], Andersson, Djehiche
[153] (where a linear MFG system appears as optimality condition of a control of mean field
type). Forward-backward stochastic differential equation (FBSDE) of the McKean-Vlasov
type, are analyzed by Carmona, Delarue [184], Kolokoltsov, Li, Yang [235] (with nonlinear
diffusions). MFG models with a major player are discussed by Huang [225], while Nourian,
Caines, Malhame, Huang [255] deal with mean field LQG control in leader-follower stochastic
multi-agent systems. Differential games in which several major players influence an overall
population but compete with each others lead to differential games of mean field type, as
considered by Bensoussan, Frehse [164]. Linear quadratic MFG system have also been very
much investigated: beside Huang, Caines and Malham work, see Bensoussan, Sung, Yam,
Yung [163], Carmona, Delarue [183] for probabilistic arguments, and Bardi [155] from a PDE
view point.

In terms of PDE, the analysis of mean field games boils down—more or less—to solve
the coupled system (2.1.2) with various assumptions on the coefficients. Beside Lasry and
Lions’ papers, other existence results and estimates for classical MFG system can be found
in Guant [217, 221] (by use of Hopf-Cole transform for 2nd order of MFG systems with local
coupling), Cardaliaguet, Lasry, Lions, Porretta [180] (2nd order MFG systems with local
unbounded coupling), Bardi, Feleqi [156] (stationary MFG systems with general diffusions
and boundary conditions), Gomes, Pirez, Sanchez-Morgado [206] (estimates for stationary
MFG systems), Cardaliaguet [178] (1rst order MFG system, local coupling by methods of
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calculus of variation). Models with several populations are discussed by Feleqi [196], Bardi,
Feleqi [156], Cirant [187]. Other models are considered in the literature: the so-called extended
mean field games, i.e., MFG systems in which the HJ equation also depends on the velocity
field of the players have been studied by Gomes, Patrizi, Voskanyan [207], Gomes, Voskanyan
[208]; Santambrogio [259] discusses MFG models with density constraints; mean field kinetic
model for systems of rational agents interacting in a game theoretical framework is discussed
in [189] and [190].

Numerical aspects of the theory have been developed in particular by Achdou, Capuzzo
Dolcetta [141], Achdou, Camilli, Capuzzo Dolcetta [142], [143], Achdou, Perez [146] Camilli,
Silva [172], Lachapelle, Salomon, Turinici [237].

As shown by numerical studies, solutions of time dependent MFG systems, such as (2.1.2)
quickly stabilize to stationary MFG systems: the analysis of the phenomenon (i.e., the long
time behavior of solutions of the mean field game system) has been considered for discrete
systems by Gomes, Mohr, Souza [203] and for continuous ones in Lions’ lectures, and subse-
quently developed by Cardaliaguet, Lasry, Lions, Porretta [180, 181] for second order MFG
game system with local and nonlocal couplings, in Cardaliaguet [177], from 1rst order MFG
systems with nonlocal coupling.

It is impossible to cover all the applications of MFG to economics, social science, bio-
logical science, and engineering—and this part is even less complete than the previous ones.
Let us just mention that the early work on large population differential games was motivated
by wireless power control problems: see Huang, Caines, Malham [226, 227]. Application to
economic models can be found in Guant [216], Guant, Lions, Lasry, [218, 246], Lachapelle
[236], Lachapelle, Wolfram [238], Lucas, Moll [249]. A price formation model, inspired by the
MFG, has been introduced in Lasry, Lions [242] and analyzed by Markowich, Matevosyan,
Pietschmann, Wolfram [250], Caffarelli, Markowich, Wolfram [171].

2.2 Nonatomic games

Before starting the analysis of differential games with a large number of players, it is helpful to
look at this question for classical games. The general framework is as follows: letN be a (large)
number of players. We will usually assume that the players are identical, in the sense that the
set Q of available strategies is the same for all players. We denote by FN

i = FN
i (x1, . . . , xN)

the payoff (or the cost) of player i ∈ {1, . . . , N} given the ”all-players” state (x1, . . . , xN).
The symmetry assumption means that

FN
σ(i)(xσ(1), . . . , xσ(N)) = Fi(x1, . . . , xN)

for all permutations σ on {1, . . . , N}. Our goal is to analyze the behavior of the Nash equilibria
for this game as N → +∞.

For this, we first recall the notion of Nash equilibria. In order to proceed with the analysis
of large population games, we describe next the limit of maps of many variables. Then we
explain the limit, as the number of players tends to infinity, of Nash equilibria in pure, and
then in mixed, strategies. This is how the mean-field game equation comes about. We finally
discuss the uniqueness of the solution of the limit equation and present some examples.
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2.2.1 Nash equilibria in classical differential games

Here, we introduce the notion of Nash equilibria in one-shot games. We do not assume that
the players are identical. Let Q1, . . . , QN be compact metric spaces – the elements of Qi

are the possible strategies of player i, and J1, . . . , JN be continuous real valued functions
on
∏N

i=1Qi.

Definition 2.2.1 A Nash equilibrium in pure strategies is a N−tuple (s̄1, . . . , s̄N) ∈
∏N

i=1Qi

such that, for any i = 1, . . . , N ,

Ji(s̄1, . . . , s̄N) ≤ Ji (si, (s̄j)j 6=i) ∀si ∈ Qi .

In other words, a Nash equilibrium is a set of strategies s̄1, . . . , s̄N such that it is ”expensive”
for a player i to deviate from s̄i provided that all other players uses strategies s̄k, k 6= i. Let
us consider a couple of examples.

Example 2.2.2 Consider two players who can set prices p1 and p2, with 0 ≤ p1, p2 ≤ 1, and
sell fractions x1(p1, p2) and x2(p1, p2) of units respectively, with

x2(p1, p2) =
2

3
(p1 − p2), if p1 ≥ p2, and x2(p1, p2) = 0 if p1 < p2,

and x1(p1, p1) = 1− x2(p1, p2). The profit of the two players is

u1(p1, p2) = p1x1(p1, p2), u2(p1, p2) = p2x2(p1, p2).

Then, given the strategy p2, the optimization problem for the first player is to maximize the
function

u1(p1) = p1x1(p1, p2),

with

x1 = 1− 2

3
(p1 − p2).

A simple computation shows that the optimal value of p1 (again, given p2) is

p̃1(p2) = min(1,
3

4
+
p2

2
).

The second player optimizes u2 = p2x2, subject to the constraint x2 = (2/3)(p1 − p2), so the
optimal price for him (given p1) is p̃2(p1) = p1/2. Then the unique Nash equilibrium is p̄1 = 1
and p̄2 = 1/2.

Example 2.2.3 Let us look at a similar example but with slightly different constraints.
Again, the profits of the two players are u1(p1, p2) = p1x1(p1, p2) and u2(p1, p2) = p2x2(p1, p2),
with x1(p1, p1) = 1− x2(p1, p2). However, the fraction x2(p1, p2) is now determined by

p1 = p2 + l(x2), l(x) =
x− 1/2

ε
, if x ≥ 1/2, and l(x) = 0 if 0 ≤ x ≤ 1/2.

In other words,

x2(p1, p2) =
1

2
+ ε(p1 − p2), if p1 > p2, (2.2.1)
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and x2 = 0 if p1 ≤ p2, be while

x1(p1, p2) =
1

2
− ε(p1 − p2), if p1 > p2, (2.2.2)

and x1 = 1 if p1 ≤ p2. Then, given p2, the first player optimizes the function

u1(p1, p2) = p1x1(p1, p2) =

{
p1, if p1 ≤ p2,

p1

(1

2
− ε(p1 − p2)

)
, if p1 > p2.

(2.2.3)

Note that

max
p1

u1(p1, p2) = max
(
p2,

1

2
− ε+ εp2

)
. (2.2.4)

Thus, the optimal strategy of the first player is

p̃1(p2) = p2, if p2 ≥
1/2− ε
1− ε

, (2.2.5)

and

p̃1(p2) = 1, if p2 <
1/2− ε
1− ε

. (2.2.6)

On the other hand, for the second player we have

u2(p1, p2) = p2x2(p1, p2) =

{
0, if p1 < p2,

p2

(1

2
+ ε(p1 − p2)

)
, if p1 > p2.

(2.2.7)

We see that
max
p2

u2(p1, p2) =
p1

2
, (2.2.8)

and the optimal strategy of the second player is

p̃2(p1) = p1. (2.2.9)

Then one can directly check that a pure Nash equilibrium does not exist when ε > 0 is
sufficiently small, according to some MIT slides.

Example 2.2.4 Consider the symmetric setting where Q1 = Q2 = T1, and there is a func-
tion F (x1, x2) so that J1(x1, x2) = F (x1, x2), J2(x1, x2) = F (x2, x1). Then a point (y1, y2) is
a pure Nash equilibrium if

∂J1(y1, y2)

∂y1

=
∂J2(y1, y2)

∂y2

= 0. (2.2.10)

This translates into
∂F

∂y1

(y1, y2) = 0 and
∂F

∂y1

(y2, y1) = 0. (2.2.11)

It is easy to construct a function F such that (2.2.11) has no solutions – the only requirement
on the function ∂F/∂x1 is that F is periodic and∫ 1

0

∂F (x1, x2)

∂x1

dx1 = 0 for all 0 ≤ x2 ≤ 1,

so the requirement that its zero set contains no two points symmetric with respect to the
line x1 = x2 can be satisfied, and then (2.2.11) has no solutions.
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Thus, Nash equilibria in pure strategies do not necessarily exist and, to ensure their
existence, we have to introduce the notion of mixed strategies. This means that each player
uses a family of strategies with a certain probability distribution. Let us denote by P(Qi) the
space of all Borel probability measures on Qi. A mixed strategy of player i will be an element
of P(Qi). The set P(Q) is endowed with the weak-* topology: a sequence mN in P(Q)
converges to m ∈ P(Q) if

lim
N→∞

∫
Q

ϕ(x)dmN(x) =

∫
Q

ϕ(x)dm(x) ∀ϕ ∈ C(Q) .

Recall that P(Q) is a compact metric space for this topology, which can be metrized by the
Kantorowich-Rubinstein distance:

d1(µ, ν) = sup{
∫
Q

fd(µ− ν) : ‖f‖Lip(Q) ≤ 1 and supx∈Q |f(x)| ≤ 1.} .

Alternatively, this distance can be stated in terms of optimal transportation:

d1(µ, ν) = inf
M

∫
Q×Q

d(x, y)dM(x, y),

with the infimum taken over all probability measures dM(x, y) on Q × Q such that the
marginals of M(x, y) in x and y are µ and ν, respectively.

Definition 2.2.5 A Nash equilibrium in mixed strategies is an N−tuple (π̄1, . . . , π̄N) ∈
∏N

i=1P(Qi)
such that, for any i = 1, . . . , N ,

Ji(π̄1, . . . , π̄N) ≤ Ji ((π̄j)j 6=i, πi) ∀πi ∈ P(Qi) . (2.2.12)

where, with some abuse of notation, we set

Ji(π1, . . . , πN) =

∫
Q1×···×QN

Ji(s1, . . . , sN)dπ1(s1) . . . dπN(sN) .

Theorem 2.2.6 (Nash (1950), Glicksberg (1952)) Under the above assumptions, there
exists at least one equilibrium point in mixed strategies.

Proof. Consider the best response map Ri : X :=
∏N

j=1P(Qi)→ 2P(Si) of player i:

Ri(π1, . . . , πN) =
{
π ∈ P(Qi) , Ji((πj)j 6=i, π) = min

π′∈P(Si)
Ji((πj)j 6=i, π

′)
}
, (2.2.13)

and define φ(π1, . . . , πN) =
∏N

i=1Ri(π1, . . . , πN) : X → 2X . Then, any fixed point x of φ such
that x ∈ φ(x) is a Nash equilibrium of mixed strategies.

Existence of such fixed point is established using Fan’s fixed point Theorem [195]. It says
the following. Let X be a non-empty, compact and convex subset of a locally convex topo-
logical vector space. We say that a set-valued function φ : X → 2X is upper-semicontinuous
if for every open set W ⊂ X, the set {x ∈ X : φ(x) ⊆ W} is open in X. Equivalently,
for every closed set H ⊂ X, the set {x ∈ X : φ(x) ∩ H 6= ∅} is closed in X. Assume also
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that φ(x) is non-empty, compact and convex for all x ∈ X. Then φ has a fixed point: ∃x̄ ∈ X
with x̄ ∈ φ(x̄).

Note that in our setting φ is upper semicontinuous. Indeed, let W ⊂ X be an open set
and take x = (π1, . . . , πn) ∈ X such that φ(x) ∈ W . Then for x′ = (π′1, . . . , π

′
n) sufficiently

close to x, the minimizers in (2.2.13) for π′j, j 6= i fixed, will be close to the minimizers
corresponding to πj, j 6= i fixed, so that φ(x′) ∈ W . It is also easy to see that the values
φ(x) are compact, convex and non-empty. Therefore, φ has a fixed point, which is a Nash
equilibrium in mixed strategies by the definition of φ. �

Let us now consider the special case where the game is symmetric. Namely, we assume
that, for all i ∈ {1, . . . , N}, Qi = Q and Ji(s1, . . . , sN) = Jθ(si)(sθ(1), . . . , sθ(N)) for all i and
all permutations θ on {1, . . . , N}.

Theorem 2.2.7 (Symmetric games) If the game is symmetric, then there is an equilib-
rium of the form (π̄, . . . , π̄), where π̄ ∈ P(Q) is a mixed strategy.

Proof. Let X = P(Q) and R : X → 2X be the set-valued map defined by

R(π) =

{
σ ∈ X , J1(σ, π, . . . , π) = min

σ′∈X
J1(σ′, π, . . . , π)

}
.

Then R is upper semicontinuous with nonempty convex compact values. By Fan’s fixed point
Theorem, it has a fixed point π̄ and, from the symmetry of the game, the N−tuple (π̄, . . . , π̄)
is a Nash equilibrium.

2.2.2 Symmetric functions of many variables

Let Q be a compact metric space and uN : QN → R be a symmetric function:

uN(x1, . . . , xN) = uN(xσ(1), . . . , xσ(n)) for any permutation σ on {1, . . . , n}.

Our aim is to define a limit for uN – note that the number of unknowns depends on N
also, so something slightly non-standard needs to be done. The idea is to associate to the
points x1, . . . , xN the measure

mN
X =

1

N

N∑
i=1

δxi .

Next, we interpret uN(X) as the value of a certain functional on mN
X . To this end, we make

the following two assumptions on uN . First, a uniform bound: there exists C > 0 so that

‖uN‖L∞(Q) ≤ C (2.2.14)

Second, uniform continuity: there is a modulus of continuity ω independent of n such that

|uN(X)− uN(Y )| ≤ ω(d1(mN
X ,m

N
Y )) ∀X, Y ∈ QN , ∀N ∈ N. (2.2.15)

Under these assumptions, define the maps UN : P(Q)→ R by

UN(m) = inf
X∈QN

{
uN(X) + ω(d1(mN

X ,m))
}

∀m ∈ P(Q) .
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Then, by assumption (2.2.15), we have

UN(mN
X) = inf

Y ∈QN

{
uN(Y ) + ω(d1(mN

Y ,m
N
X))
}

= uN(X), for any X ∈ QN .

With this interpretation, instead of talking about the convergence of the functions uN that
are defined on different spaces QN that depend on N , we can talk about convergence of the
functionals UN that are all defined on P(Q).

Theorem 2.2.8 If uN are symmetric and satisfy (2.2.14) and (2.2.15), then there is a sub-
sequence uNk of uN and a continuous map U : P(Q)→ R such that

lim
k→+∞

sup
X∈QNk

|uNk(X)− U(mNk
X )| = 0 .

Proof. [Proof of Theorem 2.2.8.] Without loss of generality we can assume that the
modulus ω is concave. Let us show that the UN have ω for modulus of continuity on P(Q):
if m1,m2 ∈ P(Q) and if X ∈ QN is ε−optimal in the definition of UN(m2):

uN(x) + ω(d1(mN
X ,m2)) ≤ UN(m2) + ε,

then we have

UN(m1) ≤ uN(X) + ω(d1(mN
X ,m1)) ≤ uN(X) + ω(d1(mN

X ,m2) + d1(m1,m2))
≤ UN(m2) + ε+ ω(d1(mN

X ,m2) + d1(m1,m2))− ω(d1(mN
X ,m2))

≤ UN(m2) + ω(d1(m1,m2)) + ε,

because ω is concave. Hence the family UN are equicontinuous on the compact set P(Q) and
uniformly bounded. We complete the proof thanks to the Ascoli Theorem.

Remark 2.2.9 Some uniform continuity condition is needed: for instance if Q is a compact
subset of Rd and uN(X) = maxi |xi|, then uN “converges” to U(m) = supx∈spt(m) |x| which is
not continuous. Of course the convergence is not uniform.

Remark 2.2.10 If Q is a compact subset of some finite dimensional space Rd, a typical
condition which ensures (2.2.15) is the existence of a constant C > 0, independent of N , such
that

sup
i=1,...,N

‖DxiuN‖∞ ≤
C

N
∀N.

2.2.3 Limits of Nash equilibria in pure strategies

Let us assume is that the payoffs FN
1 , . . . , F

N
N of the players are symmetric. In particular,

under suitable bounds and uniform continuity, we know from Theorem 2.2.8 that FN
i have

a limit, which has the form F (x,m). Here, the dependence on x is to keep track of the
dependence on i of the function FN

i . So the payoffs of the players are very close to the form

F (x1,
1

N − 1

∑
j≥2

δxj), . . . , F (xN ,
1

N − 1

∑
j≤N−1

δxj).
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In order to keep the presentation as simple as possible, we suppose that the payoffs already
have this form. That is, we suppose that there is a continuous map F : Q× P(Q)→ R such
that, for any i ∈ {1, . . . , N}

FN
i (x1, . . . , xN) = F

(
xi,

1

N − 1

∑
j 6=i

δxj

)
∀(x1, . . . , xN) ∈ QN .

Let us recall that a pure Nash equilibrium for the game (FN
1 , . . . , F

N
N ) is (x̄N1 , . . . , x̄

N
N) ∈ QN

such that

FN
i (x̄N1 , . . . , x̄

N
i−1, yi, x̄

N
i+1, . . . , x̄

N
N) ≥ FN

i (x̄N1 , . . . , x̄
N
N) ∀yi ∈ Q .

We set

X̄N = (x̄N1 , . . . , x̄
N
N) and mN

X̄N =
1

N

N∑
i=1

δx̄Ni .

Theorem 2.2.11 Assume that X̄N = (x̄N1 , . . . , x̄
N
N) is a Nash equilibrium in pure strategies

for the game FN
1 , . . . , F

N
N . Then up to extraction of a subsequence, the sequence of mea-

sures mN
X̄N converges to a measure m̄ ∈ P(Q) such that∫

Q

F (y, m̄)dm̄(y) = inf
m∈P(Q)

∫
Q

F (y, m̄)dm(y) . (2.2.16)

Remark 2.2.12 The “mean field equation” (2.2.16) is equivalent to saying that the support
of m̄ is contained in the set of minima of F (y, m̄). Indeed, if Spt(m̄) ⊂ argminy∈QF (y, m̄),
then clearly m̄ satisfies (2.2.16). Conversely, if (2.2.16) holds, then choosing m = δx shows
that ∫

Q

F (y, m̄)dm̄(y) ≤ F (x, m̄) for any x ∈ Q.

Therefore, we have ∫
Q

F (y, m̄)dm̄(y) ≤ min
x∈Q

F (x, m̄),

which implies that m̄ is supported in argminy∈QF (y, m̄).

Proof. Without loss of generality we can assume that the sequence mN
X̄N converges to

some m̄. Let us check that m̄ satisfies (2.2.16). Note that, by the definition of a pure Nash
equilibrium, the measure δx̄Ni is a minimizer of the problem

inf
m∈P(Q)

∫
Q

F (y,
1

N − 1

∑
j 6=i

δx̄Nj )dm(y).

Since

d1

( 1

N − 1

∑
j 6=i

δx̄Nj ,m
N
X̄N

)
≤ 2

N
,
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and since F is uniformly continuous, the measure δx̄Ni is also ε−optimal for the problem

inf
m∈P(Q)

∫
Q

F (y,mN
X̄N )dm(y),

as soon as N is sufficiently large, and this is true for all i = 1, . . . , N . By linearity, so is mN
X̄N :∫

Q

F (y,mN
X̄N )dmN

X̄N (y) ≤ inf
m∈P(Q)

∫
Q

F (y,mN
X̄N )dm(y) + ε.

Letting N → +∞ gives the result.

2.2.4 Limit of the Nash equilibria in mixed strategies

Theorem 2.2.11 is not completely satisfying because it requires the existence of a pure Nash
equilibrium in the N−player game, which does not always hold. However a Nash equilibrium
in mixed strategies always exists, and we now discuss the corresponding result.

We now assume that the players play the same game FN
1 , . . . , F

N
N as before, but they

are allowed to play in mixed strategies – they minimize over elements of P(Q) instead of
minimizing over elements of Q. If the players play the mixed strategies π1, . . . , πN ∈ P(Q),
then the outcome of player i (still denoted, by abuse of notation, F i

N) is

FN
i (π1, . . . , πN) =

∫
QN

F
(
xi,

1

N − 1

∑
j 6=i

δxj

)
dπ1(x1) . . . dπN(xN) . (2.2.17)

Recall that that symmetric Nash equilibria do exist for mixed strategies, unlike for pure
strategies.

Theorem 2.2.13 Assume that F is Lipschitz continuous. Let (π̄N , . . . , π̄N) be a symmetric
Nash equilibrium in mixed strategies for the game FN

1 , . . . , F
N
N . Then, up to a subsequence, π̄N

converges to a measure m̄ satisfying (2.2.16).

Remark 2.2.14 In particular the above Theorem proves the existence of a solution to the
“mean field equation” (2.2.16).

Proof. Let m̄ be a limit, up to extracting a subsequence, of π̄N . Fix y ∈ Q and consider
the map

F̃ (y, x) = F (y,
1

N − 1

∑
j 6=i

δxj) : QN−1 → R.

Note that F̃ is Lip(F )/(N − 1)−Lipschitz continuous in each coordinate xj ∈ Q, hence twe
have, by the definition of the distance d1:∣∣∣ ∫

QN−1

F̃ (y, x)
∏
j 6=i

dπ̄N(xj)−
∫
QN−1

F̃ (y, x)
∏
j 6=i

dm̄(xj)
∣∣∣ ≤ Lip(F )d1(π̄N , m̄) ∀y ∈ Q .

(2.2.18)
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Since (π̄1, . . . , π̄N) is a Nash equilibrium, inequality (2.2.18) implies that, for any ε > 0 and
if we choose N large enough, we have∫

QN
F (y,

1

N − 1

∑
j 6=i

δxj)
∏
j 6=i

dm̄(xj)dm̄(y) ≤
∫
QN

F (y,
1

N − 1

∑
j 6=i

δxj)
∏
j 6=i

dm̄(xj)dm(y) + ε ,

(2.2.19)
for any m ∈ P(Q). Note also that we have

lim
N→+∞

∫
QN−1

F (y,
1

N − 1

∑
j 6=i

δxj)
∏
j 6=i

dm̄(xj) = F (y, m̄) , (2.2.20)

where the convergence is uniform with respect to y ∈ Q thanks to the (Lipschitz) continuity
of F . Letting N → +∞ in both sides of (2.2.19) gives, in view of (2.2.20),∫

Q

F (y, m̄)dm̄(y) ≤
∫
Q

F (y, m̄)dm(y) + ε ∀m ∈ P(Q) ,

which finishes the proof, since ε is arbitrary.
We can also investigate the converse statement: suppose that a measure m̄ satisfying the

equilibrium condition (2.2.16) is given. To what extent can it be used in an N−player game?

Theorem 2.2.15 Let F be as in Theorem 2.2.13. For any ε > 0, there exists N0 ∈ N such
that, if N ≥ N0, the symmetric mixed strategy (m̄, ·, m̄) is ε−optimal in the N−player game
with costs (FN

i ) defined by (2.2.17). Namely, we have

FN
i (m̄, . . . , m̄) ≤ FN

i (xi, (m̄)j 6=i) + ε ∀xi ∈ Q.

Proof. Indeed, as explained in the proof of Theorem 2.2.13, see (2.2.20). we have

lim
N→+∞

FN
i (xi, (m̄)j 6=i) = F (xi, m̄)

and this limit holds uniformly with respect to xi ∈ Q. So we can find N0 such that

sup
xi∈Q

∣∣FN
i (xi, (m̄)j 6=i)− F (xi, m̄)

∣∣ ≤ ε/2 ∀N ≥ N0. (2.2.21)

Then, for any xi ∈ Q, we have

FN
i (xi, (m̄)j 6=i) ≥ F (xi, m̄)− ε/2 ≥

∫
Q

F (yi, m̄)dm̄(yi)− ε/2 (2.2.22)

where the last inequality comes from the mean-field equaiton (2.2.16) for m̄ by using m = δxi .
Using again (2.2.21) and (2.2.22), we finally get

FN
i (xi, (m̄)j 6=i) ≥

∫
Q

F (yi, m̄)dm̄(yi)− ε/2 ≥ FN
i (m̄, . . . , m̄)− ε.
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2.2.5 A uniqueness result

One obtains the full convergence of the measure mN
X̄N (or π̄N), rather than along a subse-

quence, if there is a unique measure m̄ satisfying the mean-field equation (2.2.16). This is
the case under the following (very strong) assumption:

Proposition 2.2.16 Assume that F satisfies∫
Q

(F (y,m1)− F (y,m2))d(m1 −m2)(y) > 0 ∀m1 6= m2 . (2.2.23)

Then there is at most one measure satisfying (2.2.16).

Remark 2.2.17 Requiring at the same time the continuity of F and the above monotonicity
condition seems rather restrictive for applications.

Condition (2.2.23) is more easily fulfilled for mappings defined on strict subsets of P(Q).
For instance, if Q is a compact subset of Rd of positive measure and Pac(Q) is the set of
absolutely continuous measures on Q, with respect to the Lebesgue measure, then

F (y,m) =

{
G(m(y)) if m ∈ Pac(Q)
+∞ otherwise

satisfies (2.2.23) as soon as G : R→ R is continuous and increasing. Here, we denote by m(y)
the density of m at y.

If we assume that Q is the closure of a smooth open bounded subset Ω of Rd, another
example is given by

F (y,m) =

{
um(y) if m ∈ Pac(Q) ∩ L2(Q)
+∞ otherwise

where um is the solution in H1(Q) of{
−∆um = m in Ω
um = 0 on ∂Ω

Note that in this case the map y → F (y,m) is continuous.

Proof. [Proof of Proposition 2.2.16] Let m̄1, m̄2 satisfying (2.2.16). Then∫
Q

F (y, m̄1)dm̄1(y) ≤
∫
Q

F (y, m̄1)dm̄2(y)

and ∫
Q

F (y, m̄2)dm̄2(y) ≤
∫
Q

F (y, m̄2)dm̄1(y) .

Therefore ∫
Q

(F (y, m̄1)− F (y, m̄2))d(m̄1 − m̄2)(y) ≤ 0 ,

which implies that m̄1 = m̄2 thanks to assumption (2.2.23).
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2.2.6 An example: potential games

We now consider a class of nonatomic games for which the mean-field game equilibria can be
found by minimizing a functional. To fix the idea, we assume that Q ⊂ Rd, and that F (x,m)
has the form

F (y,m) =

{
F (m(y)) if m ∈ Pac(Q)
+∞, otherwise

where Pac(Q) is the set of absolutely continuous measures on Q, with respect to the Lebesgue
measure, and m(y) is the density of m at y ∈ Q. If F (x,m) can be represented as the
derivative of some mapping Φ(x,m) with respect to the m−variable, and if the problem

inf
m∈P(Q)

∫
Q

Φ(x,m)dx

has a minimum m̄, then the first variation tells us that∫
Q

Φ′(x, m̄)(dm− dm̄) ≥ 0 ∀m ∈ P(Q),

so ∫
Q

F (x, m̄)dm ≥
∫
Q

F (x, m̄)dm̄ ∀m ∈ P(Q) ,

which shows that m̄ is a solution of the mean-field game equation.
For instance let us assume that

F (x,m) =

{
V (x) +G(m(x)) if m ∈ Pac(Q)
+∞ otherwise

where V : Q → R is continuous and G : (0,+∞) → R is continuous, strictly increasing,
with G(0) = 0 and G(s) ≥ cs for some c > 0. Then let

Φ(x,m) = V (x)m(x) +H(m(x)) if m is a.c.

where H is a primitive of G with H(0) = 0. Note that H is strictly convex with

H(s) ≥ c

2
s2.

Hence the problem

inf
m∈Pac(Q)

∫
Q

V (x)m(x) +H(m(x))dx

has a unique solution m̄ ∈ L2(Q). Then we have, for any m ∈ Pac(Q),∫
Q

(V (x) +G(m̄(x)))m(x)dx ≥
∫
Q

(V (x) +G(m̄(x)))m̄(x)dx ,

so that m̄ satisfies (a slightly modified version of) the mean field equation (2.2.16). In par-
ticular, we have

V (x) +G(m(x)) = min
y
V (y) +G(m̄(y)) for any x ∈ Spt(m̄).

Let us set λ = miny V (y) +G(m̄(y)). Then

m̄(x) = G−1((λ− V (x))+)

For instance, if we plug formally Q = Rd, V (x) = |x|2/2 and G(s) = log(s) into the above
equality, we get m(x) = e−|x|

2/2/(2π)d/2.
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2.2.7 Comments

There is a huge literature on games with a continuum of players, starting from the seminal
work by Aumann [154]. Schmeidler [260], and then Mas-Colell [251], introduced a notion
of non-cooperative equilibrium in games with a continuum of agents and established several
existence results in a much more general framework where the agents have types, i.e., personal
characteristics; in that set-up, the equilibria are known under the name of Cournot-Nash equi-
libria. Blanchet and Carlier [159] investigated classes of problems in which such equilibrium
is unique and can be fully characterized.

The variational approach described in Section 2.2.6 presents strong similarities with the
potential games of Monderer and Shapley [253].

2.3 The mean field game system with a non-local cou-

pling

This part is devoted to the mean field game (MFG) system

(i) −∂tu−∆u+H(x,Du) = F (x,m)
(ii) ∂tm−∆m− div (mDpH(x,Du(t, x))) = 0

(iii) m(0) = m0 , u(T, x) = G(x,m(T )).
(2.3.1)

The Hamiltonian H : Td × Rd → R is assumed to be convex with respect to the second
variable. The two equations in (2.3.1) are coupled via the functions F and G. For simplicity,
we work with the data which are periodic in space: although this situation is completely
unrealistic in terms of applications, this assumption simplifies the proofs and avoids the
technical discussion on the boundary conditions. Note that we have set the diffusivity to be
equal to one, to simplify the notation. We will also consider the case when the diffusivity
vanishes, so the system is of the first order.

The MFG system can be interpreted as a Nash equilibrium for a system for nonatomic
agents with a cost (or pay-off) depending of the density of the other agents. More precisely,
at the initial time t = 0 the agents are distributed according to the probability density m0.
We make the strong assumption that the agents also share a common belief on the future
behavior of the density of agents m(t), with, of course, m(0) = m0. Each player starting from
a position x at time t = 0, has to solve an optimization problem of the form

inf
α
E
[∫ T

0

(L(Xs, αs) + F (Xs,m(s)))ds+G(XT ,m(T ))

]
where L is the Legendre transform of H with respect to the last variable:

H(p, x) = inf
v∈A

[L(x, v) + v · p] , p ∈ Rn, (2.3.2)

and Xs is the solution to the SDE

dXs = αsds+
√

2dBs, X0 = x.
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Here, Bs is a standard d−dimensional Brownian motion and the infimum is taken over
controls α : [0, T ] → Rd adapted to the filtration generated by Bs. Note that the final
cost G(XT ,m(T )) depends not only on the final position but also on the distribution of the
other players at the final time T , and that the component F (Xs,m(s)) of the running cost
depends on the position Xs and m(s) but not directly on the control αs. The cost associated
with the control comes only into the Lagrangian L(Xs, αs).

As it is standard in the control theory, it is convenient to introduce the value func-
tion u(t, x) for this problem:

u(t, x) := inf
α
E
[∫ T

t

(L(Xs, αs) + F (Xs,ms))ds+G(XT ,mT ))

]
where

dXs = αsds+
√

2dBs, Xt = x.

As we have discussed, if mt is known, then u is a classical solution to the Hamilton-Jacobi
equation (2.3.1)-(i) with the terminal condition u(T, x) = G(x,mT ). Moreover, the optimal
control parameter of each agent is given by

α∗(t, x) := −DpH(x,Du(t, x)).

Hence, the best policy for each individual agent at position x at time t, is to ”play” (use
the control) α∗(t, x). Then, the actual density m̃(t) of agents would evolve according to
the Fokker-Planck equation (2.3.1)-(ii), with the initial condition m̃(0) = m0. We say that
the pair (u,m) is a Nash equilibrium of the game if the pair (u,m) satisfies the MFG sys-
tem (2.3.1). This agrees with our discussion in the previous section.

We discuss here several regimes for the MFG system: first, the uniformly parabolic case,
for which existence of a classical solution for the system is expected to hold. When there is
no diffusion, one has to introduce a suitable notion of a weak solution. We will also have to
consider various smoothing properties of the couplings F and G, depending on whether the
couplings are regularizing or not. This is what leads us to separate the ”more regularizing”
non-local couplings from ”not so much regularizing” local couplings.

2.3.1 The existence theorem

Let us start with the second order mean field games with a nonlocal coupling:

(i) −∂tu−∆u+H(x,Du) = F (x,m) in (0, T )× Td,
(ii) ∂tm−∆m− div (m DpH(x,Du(t, x))) = 0 in (0, T )× Td,

(iii) m(0) = m0 , u(T, x) = G(x,m(T )) in Td.
(2.3.3)

Our aim is to prove the existence of classical solutions for this system and give some inter-
pretation in terms of a game with finitely many players.

Let us describe various assumptions used throughout the section. Our main hypothesis
is that F and G are regularizing on the set of probability measures on Td in the following
sense. Let P(Td) be the set of such Borel probability measures on Td endowed with the
Kantorovitch-Rubinstein distance:

d1(µ, ν) = sup
{∫

Td
φ(x)(µ− ν)(dx) s.t φ : Td → R is 1-Lipschitz continuous

}
. (2.3.4)
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Recall that the distance metricizes the weak-* topology on P(Td) and that P(Td) is a compact
space.

Here are our main assumptions on F , G and m0:
(i) The functions F (x,m) and G(x,m) are Lipschitz continuous in Td × P(Td),
(ii) Uniform regularity of F and G in space: F (·,m) and G(·,m) are bounded in C1+β(Td)
and C2+β(Td) (for some β ∈ (0, 1)) uniformly with respect to m ∈ P(Td).
(iii) The Hamiltonian H : Td × Rd → R is locally Lipschitz continuous, DpH exists and is
continuous on Td × Rd, and H satisfies the condition

〈DxH(x, p), p〉 ≥ −C0(1 + |p|2) (2.3.5)

for some constant C0 > 0.
(iv) The probability measure m0 is absolutely continuous with respect to the Lebesgue mea-
sure, and has a C2+β continuous density, still denoted m0.

Let us comment on the Lipschitz continuity in m assumption. For example, if we fix a
Lipschitz function f and take

F (m) =

∫
Td
f(x)dm,

then

|F (m1)− F (m2)| ≤ ‖f‖Lipd1(m1,m2),

thus F (m) is Lipschitz continuous. On the other hand, if we take a function g : R → R and
define F (x,m) = g(m(x)) for measures m that are absolutely continuous with respect to the
Lebesgue measure, then F (x,m) is not Lipschitz continuous in the d1-metric on P(Td), no
matter how nice g is. This is why this assumption implies that coupling is non-local.

A pair (u,m) is a classical solution to (2.3.3) if u,m : Rd × [0, T ]→ R are continuous, of
class C2 in space and C1 in time and (u,m) satisfies (2.3.3) in the classical sense. The main
result of this section is the following:

Theorem 2.3.1 Under the above assumptions, there is at least one classical solution to (2.3.3).

The proof is relatively easy and relies on the basic estimates for Hamilton-Jacobi equations
and on some remarks on the Fokker-Planck equation (2.3.3-(ii)). We give the details below.

2.3.2 On the Fokker-Planck equation

Let b : Tn × [0, T ] → Rn be a given vector field. Our aim is to analyze the Fokker-Planck
equation

∂tm−∆m− div(mb) = 0,

m(0, x) = m0(x),
(2.3.6)

as an evolution equation in the space of probability measures. We assume here that the vector
field b(t, x) is continuous in time and Lipschitz continuous in space.
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Definition 2.3.2 We say that m ∈ L1(Td × [0, T ]) is a weak solution to (2.3.6) if for any
test function ϕ ∈ C∞c (Rd × [0, T )), we have∫

Td
φ(x, 0)dm0(x)−

∫
Td
φ(x, t)dm(t)(x)

+

∫ T

0

∫
Td

(∂tϕ(t, x) + ∆ϕ(t, x)− 〈Dϕ(t, x), b(t, x)〉) dm(t)(x) = 0.

In order to analyze some particular solutions of (2.3.6), it is convenient to introduce the
following stochastic differential equation (SDE)

dXt = −b(t,Xt)dt+
√

2dBt, t ∈ [0, T ]

X0 = Z0.
(2.3.7)

Here, the initial condition Z0 ∈ L1(Ω) is possibly random and independent of the Brownian
motion Bt. Under the above assumptions on b, there is a unique solution to (2.3.7). This
solution is closely related to the Fokker-Planck equation (2.3.6).

Lemma 2.3.3 If L(Z0) = m0, then m(t) := L(Xt) a weak solution of (2.3.6).

Proof. This is a straightforward consequence of the Itô formula: if ϕ(t, x) is smooth with
compact support, then

ϕ(t,Xt) = ϕ(0, Z0) +

∫ t

0

[∂sϕ(s,Xs)− 〈Dϕ(s,Xs), b(Xs, s)〉+ ∆ϕ(s,Xs)] ds

+

∫ t

0

〈Dϕ(s,Xs), dBs〉 .

Taking the expectation on both sides (with respect to the Brownian motion and the random-
ness in the initial condition) gives

E [ϕ(t,Xt)] = E
[
ϕ(0, Z0) +

∫ t

0

[ϕt(s,Xs)− 〈Dϕ(s,Xs), b(s,Xs)〉+ ∆ϕ(s,Xs)] ds
]
.

So by definition of m(t), we get∫
Rd
ϕ(t, x)dm(t)(x) =

∫
Rd
ϕ(0, x)dm0(x)

+

∫ t

0

∫
Rd

[ϕt(s, x)− 〈Dϕ(s, x), b(s, x)〉+ ∆ϕ(s, x)] dm(s)(x)ds,

thus m is a weak solution to (2.3.6). �
The interpretation of the solution of the continuity equation as the law of the corresponding

solution of the SDE allows us to get a Hölder regularity estimate on m(t) in P(Td).

Lemma 2.3.4 There is a constant c0 = c0(T ), independent of ν ∈ (0, 1], such that

d1(m(t),m(s)) ≤ c0(1 + ‖b‖∞)|t− s|1/2 ∀s, t ∈ [0, T ] .
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Proof. We write

d1(m(t),m(s)) = sup
{∫

Td
φ(x)(m(t)−m(s))(dx) s.t φ is 1-Lipschitz continuous

}
≤ sup

{
E [φ(Xt)− φ(Xs)] s.t φ is 1-Lipschitz continuous

}
≤ E [|Xt −Xs|] .

Moreover, if, for instance, s < t we have

E [|Xt −Xs|] ≤ E
[∫ t

s

|b(Xτ , τ)| dτ +
√

2 |Bt −Bs|
]
≤ ‖b‖∞(t− s) +

√
2ν(t− s).

This finishes the proof. �

2.3.3 Proof of the existence Theorem

We are now ready to prove Theorem 2.3.1. We fix the initial condition m0(x) and the terminal
condition G(x,m) as in the assumptions of this theorem.

For a large constant C1 to be chosen below, let C be the set of maps µ ∈ C0([0, T ],P(Td))
such that

sup
s 6=t

d1(µ(s), µ(t))

|t− s|1/2
≤ C1. (2.3.8)

Then C is a convex closed subset of C0([0, T ],P(Td)). It is actually compact thanks to Ascoli’s
Theorem and the compactness of the set P(Td).

The proof is based on a fixed point theorem. To any µ ∈ C, we associate m = Ψ(µ) ∈ C
as follows. Let u(t, x) be the unique solution to the terminal problem

−∂tu−∆u+H(x,Du) = F (x, µ(t)) in (0, T )× Td, (2.3.9)

u(x, T ) = G(x, µ(T )) in Td.

Then we define m = Ψ(µ) as the solution of the initial value problem for the Fokker-Planck
equation

∂tm−∆m− div(mDpH(x,Du)) = 0 in (0, T )× Td, (2.3.10)

m(0, x) = m0(x) in Td.

Let us check that Ψ is a well-defined and continuous map C → C. It is convenient to set

H̃(t, x, p) = H(x, p)− F (x, µ(t)).

The theory of the viscous Hamilton-Jacobi equations shows that under our present assump-
tions, equation (2.3.9) has a unique classical solution u(t, x). Moreover, because the diffusivity
in the viscous Hamilton-Jacobi equation (2.3.9) is strictly positive, we have an estimate

‖u‖C1+α/2,2+α([0,T ]×Tn) ≤ C, (2.3.11)

where α > 0 and C > 0 do not depend on µ, because of the a priori bounds on F we have
assumed. Recall that the bounds on F (x,m) are uniform in the probability measure m. The
constant C in (2.3.11) may depend on T though.

116



Next we turn to the Fokker-Planck equation (2.3.10), that we write in the form

∂tm−∆m− 〈Dm,DpH(x,Du)〉 −m div[DpH(x,Du)] = 0 .

Since u ∈ C1+α/2,2+α([0, T ]×Tn), the maps (t, x)→ DpH(x,Du) and (t, x)→ divDpH(x,Du)
belong to Cα([0, T ] × Tn), so that this advection-diffusion equation is uniquely solvable and
the solution m belongs to C2+α,1+α/2([0, T ]×Tn). Moreover, from Lemma 2.3.4, we have the
following estimate on m:

d1(m(t),m(s)) ≤ c0(1 + ‖DpH(·, Du)‖∞)|t− s|1/2 ∀s, t ∈ [0, T ],

where ‖DpH(·, Du)‖∞ is bounded by a constant C2 independent of µ, because Du is uniformly
bounded due to (2.3.11). Thus, if we choose C1 in (2.3.8) sufficiently large, then m belongs
to C, and the mapping Ψ : µ→ m = Ψ(µ) is well-defined from C into itself.

Let us check that Ψ is a continuous map C → C. Let us assume that µn → µ in C, and
let (un,mn) and (u,m) be the corresponding solutions to (2.3.9)-(2.3.10). Note that

F (x, µn(t))→ (x, µ(t)) and G(x, µn(T )→ G(x, µ(T ),

both uniformly, over Td × [0, T ] and Td, respectively, thanks to our continuity assumptions
on F and G. Moreover, as the right side of the Hamilton-Jacobi equation for un is bounded
in C1+α/2,1+α([0, T ]× Tn), the functions un are uniformly bounded in C1+α/2,2+α([0, T ]× Tn)
so that un converges in C2,1([0, T ] × Tn) to the unique solution u(t, x) of the Hamilton-
Jacobi equation with the right side F (x, µ). The measures mn are then solutions to a linear
Fokker-Planck equation with uniformly Hölder continuous coefficients, which provides uni-
form C1+α/2,2+α([0, T ]×]Tn) estimates on mn. Thus, mn converge, also in C2,1([0, T ]×]Tn),
to the unique solution m of the Fokker-Planck equation associated to DpH(x,Du). The con-
vergence is then easily proved to be also in C0([0, T ],P(Td)). Now, the Schauder fixed point
theorem implies that the continuous map µ → m = Ψ(µ) has a fixed point in C: this fixed
point (and the corresponding u) is a solution to (2.3.3).

2.3.4 Uniqueness of the solution

Let us assume that, besides the assumptions given at the beginning of the section, the following
monotonicity conditions hold:∫

Td
(F (x,m1)− F (x,m2))d(m1 −m2)(x) ≥ 0 ∀m1,m2 ∈ P(Td) (2.3.12)

and ∫
Td

(G(x,m1)−G(x,m2))d(m1 −m2)(x) ≥ 0 ∀m1,m2 ∈ P(Td) . (2.3.13)

Physically, the monotonicity properties (2.3.12) and (2.3.13) mean that the cost of visiting
places with a high density of other agents is higher than staying in sparsely populated regions.

Such monotonicity properties are easier to fulfill for mappings defined on subsets of P(Q).
For instance, if Q is a compact subset of Rd of positive measure and Pac(Q) is the set of
absolutely continuous measures on Q, with respect to the Lebesgue measure, then

F (y,m) =

{
G(m(y)) if m ∈ Pac(Q)
+∞ otherwise
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satisfies (2.2.23) as soon as G : R→ R is continuous and increasing. Here, we denote by m(y)
the density of m at y.

If we assume that Q is the closure of a smooth open bounded subset Ω of Rd, another
example is given by

F (y,m) =

{
um(y) if m ∈ Pac(Q) ∩ L2(Q)
+∞ otherwise

where um is the solution in H1(Q) of{
−∆um = m in Ω
um = 0 on ∂Ω

Note that in this case the map y → F (y,m) is continuous.
We also assume that H is uniformly convex with respect to the momentum variable:

1

C
Id ≤ D2

ppH(x, p) ≤ CId, (2.3.14)

with some C > 0.

Theorem 2.3.5 Under the above conditions, there is a unique classical solution to the mean
field equation (2.3.3).

Proof. Let (u1,m1) and (u2,m2) be two classical solutions of (2.3.3), and set

ū = u1 − u2, m̄ = m1 −m2,

then

d

dt

∫
Td
ūm̄dx =

∫
Td

[(∂tū)m̄+ ū(∂tm̄)]dx (2.3.15)

=

∫
Td

(−∆ū+H(x,Du1)−H(x,Du2)− F (x,m1) + F (x,m2))m̄dx

+

∫
Td
ū(∆m̄+ div(m1DpH(x,Du1))− div(m2DpH(x,Du2)))dx.

Integration by parts shows that∫
Td
−(∆ū)m̄+ ū(∆m̄)dx = 0,

and, from the monotonicity condition on F , we have∫
Td

(−F (x,m1) + F (x,m2))m̄dx =

∫
Td

(−F (x,m1) + F (x,m2))(m1 −m2)dx ≤ 0.

We now rewrite the remaining terms in the right side of (2.3.15) in the following way:

R :=

∫
Td

[(H(x,Du1)−H(x,Du2))m̄− 〈Dū,m1DpH(x,Du1)−m2DpH(x,Du2)〉]dx

= −
∫
Td
m1 [H(x,Du2)−H(x,Du1)− 〈DpH(x,Du1), Du2 −Du1〉] dx

−
∫
Td
m2 [H(x,Du1)−H(x,Du2)− 〈DpH(x,Du2), Du1 −Du2〉] dx.
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The uniform convexity assumption (2.3.14) on H implies that

R ≤ −
∫
Td

(m1 +m2)

2C
|Du1 −Du2|2dx ≤ 0.

Putting the estimates together we get

d

dt

∫
Td
ūm̄dx ≤ 0. (2.3.16)

We integrate this inequality on the time interval [0, T ] to obtain∫
Td
ū(T )m̄(T )dx ≤

∫
Td
ū(0)m̄(0)dx−

∫ T

0

∫
Td

(m1 +m2)

2C
|Du1 −Du2|2dx. (2.3.17)

Note that m̄(0) = 0 while, as ū(T ) = G(x,m1(T ))−G(x,m2(T )), we have∫
Td
ū(T )m̄(T )dx =

∫
Td

(G(x,m1(T ))−G(x,m2(T )))(m1(T )−m2(T ))dx ≥ 0

thanks to the monotonicity assumption on G. Now, (2.3.17) implies that∫
Td
ū(T )m̄(T )dx = 0,

but also that
Du1 = Du2 in {m1 > 0}

⋃
{m2 > 0}.

As a consequence, m2 actually solves the same equation as m1, with the same drift

DpH(x,Du1) = DpH(x,Du2),

hence m1 = m2. This, in turn, implies that u1 and u2 solve the same Hamilton-Jacobi
equation, so that u1 = u2. �

2.3.5 An application to games with finitely many players

A single player strategy in an MFG soup

We now discuss the implications of the solutions of the MFG system to games with a large but
finite number of players. Let us fix a solution u(t, x),m(t, x) to the mean field system (2.3.3)
and investigate the optimal strategy of a generic player who considers the density m(t, x)
“of the other players” as given. In other words, the player faces the following minimization
problem

inf
α
J (α) where J (α) = E

[∫ T

0

L(Xs, αs) + F (Xs,m(s)) ds+G (XT ,m(T ))

]
.

(2.3.18)
Here, L(x, v) is a kind of Legendre transform of H with respect to the last variable:

L(x, v) := sup
p∈Rd

[−〈p, v〉 −H(x, p)].
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Let us stress that the density m(s, x) in (2.3.18) is assumed to be given and be a solution to
the MFG system (2.3.3). The process Xt in (2.3.18) is given by

Xt = X0 +

∫ t

0

αsds+
√

2Bs,

with X0 a fixed random initial condition with the law m0, independent of Bt. The control αt
is adapted to the filtration Ft of the d−dimensional Brownian motion Bt. In this model,
the player does not have any information about the other players, and simply assumes that
they all follow the control prescribed by the solution to the MFG system, so that that their
density also evolves according to the solution m(t, x) to that system. We claim that then the
strategy α∗(t, x) := −DpH(x,Du(t, x) is optimal for this stochastic control problem for the
single player. This confirms that the solution to the MFG system is, in some loose sense, a
Nash equilibrium.

Lemma 2.3.6 Let X̄t be the solution of the stochastic differential equation{
dX̄t = α∗(t, X̄t)dt+

√
2dBt

X̄0 = X0

and set ᾱ(t) = α∗(t,Xt). Then

inf
α
J (α) = J (ᾱ) =

∫
RN
u(0, x) dm0(x) .

Proof. This kind of result is known as a verification Theorem: one has a good candi-
date for an optimal control, and one checks, using the equation satisfied by the value func-
tion u(t, x), that this is indeed the minimum. Let α be an adapted control. We have, by the
Itô formula, applied to the function u(t,Xt)

E[G(XT ,m(T ))] = E[u(XT , T )]

= E
[
u(0, X0) +

∫ T

0

(∂tu(s,Xs) + 〈αs, Du(s,Xs)〉+ ∆u(s,Xs)) ds

]
= E

[
u(0, X0) +

∫ T

0

(H(Xs, Du(s,Xs)) + 〈αs, Du(s,Xs)〉 − F (Xs,m(s))) ds

]
.

We have used the Hamilton-Jacobi equation satisfied by u(t, x) in the last equality. Thus, by
definition of L(x, v), we have

E[G(XT ,m(T ))] ≥ E
[
u(0, X0) +

∫ T

0

(−L(Xs, αs)− F (Xs,m(s))) ds

]
.

This shows that

E [u(0, X0)] ≤ E
[∫ T

0

(L(Xs, αs) + F (Xs,m(s))) ds+G(XT ,m(T ))

]
= J(α) (2.3.19)

for any adapted control α. Let us replace αs by ᾱs = −DpH(X̄s, Du(s, X̄s) in the above
computations. Then, since

H(X̄s, Du(s, X̄s)) + 〈ᾱs, Du(s, X̄s)〉 = H(X̄s, Du(s, X̄s)) + 〈α∗(X̄s), Du(s, X̄s))〉
= −L(X̄s, α

∗(X̄s, Du(s, X̄s))) = −L(X̄s, ᾱs)),
(2.3.20)
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all the above inequalities become equalities, so that

E [u(X0, 0)] = J (ᾱ). (2.3.21)

This, together with (2.3.19) shows that J (ᾱ) ≤ J(α) for any adapted control αs. �

A game with a large number of players

We now consider a differential game with a large but finite number of N players and ask if
the mean field game model is a good approximation for it in any sense. In this game, each
player i = 1, . . . , N , is controlling, through the corresponding control αi, a dynamics of the
form

dX i
t = αitdt+

√
2dBi

t. (2.3.22)

The initial conditions X i
0 for this system are also random and all have the same law m0. We

assume that all X i
0 and all the Brownian motions Bi

t, i = 1, . . . , N , are independent. Player i
can choose its control αi adapted to the full filtration Ft = σ{Xj

0 , B
j
s , s ≤ t, j = 1, . . . , N},

In other words, the players ”know about each other”. The payoff of the player i is then given
by

J N
i (α1, . . . , αN) = E

[∫ T

0

L(X i
s, α

i
s) + F (X i

s,m
N,i
Xs

)ds+G(X i
T ,m

N,i
XT

)

]
,

where

mN,i
Xs

:=
1

N − 1

∑
j 6=i

δXj
s

is the empirical distribution of the players Xj, with j 6= i. Our aim is to explain that the
strategy given by the mean field game nearly gives a Nash equilibrium for this problem. More
precisely, let u(t, x), m(t, x) be a classical solution to the MFG system (2.3.3) and let us define
the control

α∗(t, x) := −DpH(x,Du(t, x)).

Given α∗(t, x) we can define the control ᾱi obtained by solving the SDE

dX̄ i
t = α∗(t, X̄ i

t)dt+
√

2dBi
t (2.3.23)

with random initial condition X i
0 and setting ᾱit = α∗(t, X̄ i

t). Note that this control is adapted
to the filtration F it = σ(X i

0, B
i
s, s ≤ t}, and does not use the information in the full

filtration Ft defined above – the players do not use the precise information about the other
players. That is, each player simply uses the control generated by the MFG system and
then solves the SDE (2.3.23), completely oblivious to what the other players do. Of course,
a strong assumption here is that this is what everyone does. However, as we have seen in
Lemma 2.3.6, we do know that if everyone else uses the MFG strategy, then this is also the
best strategy for a single player in such soup.

Theorem 2.3.7 Assume that F and G are Lipschitz continuous in Td × P (Td). Then there
exists a constant C > 0 such that the strategy (ᾱ1, . . . , ᾱN) is an ε−Nash equilibrium in the
game J N

1 , . . . ,J N
N for ε := CN−1/(d+4): namely

J N
i (ᾱ1, . . . , ᾱN) ≤ J N

i ((ᾱj)j 6=i, α
i) + CN−1/(d+4)

for any control αi adapted to the filtration (Ft) and any i ∈ {1, . . . , N}.
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The Lipschitz continuity assumptions on F and G allow to quantify the error. If F
and G are just continuous, one can only say that, for any ε > 0, there exists N0 such that
the symmetric strategy (ᾱ1, . . . , ᾱN) is an ε−Nash equilibrium in the game J N

1 , . . . ,J N
N for

any N ≥ N0.
Before starting the proof, we need the following result on product measures due to

Horowitz and Karandikar (see for instance Rashev and Rüschendorf [258], Theorem 10.2.1).

Lemma 2.3.8 Assume that Zi are i.i.d. random variables with a law µ. Then there is a
constant C, depending only on d, such that

E[d1(mN
Z , µ)] ≤ CN−1/(d+4), where mN

Z =
N∑
i=1

δZi .

Proof of Theorem 2.3.7. Fix ε > 0. Since the problem is symmetric, it is enough to
show that

J N
1 (ᾱ1, . . . , ᾱN) ≤ J N

1 ((ᾱj)j 6=1, α) + ε (2.3.24)

for any control α, as soon as N is large enough. Recall that X̄j
t is the solution of the

stochastic differential equation (2.3.23) with the initial condition Xj
0 . We note that X̄j

t are
independent and identically distributed with the law m(t) – see Lemma 2.3.3. Therefore,
using Lemma 2.3.8, we have for any t ∈ [0, T ],

E
[
d1(mN,i

X̄t
,m(t))

]
≤ CN−1/(d+4).

By the Lipschitz continuity of F and G with respect to the variable m, we have therefore:

E
[∫ T

0

sup
x∈Td
|F (x,mN,1

X̄t
)− F (x,m(t))|dt

]
+E

[
sup
x∈Td
|G(x,mN,1

X̄T
)−G(x,m(T ))|

]
≤ CN−1/(d+4).

Let now α1 be a control adapted to the filtration Ft and X1
t be the solution to

dX1
t = α1

tdt+
√

2dB1
t

with a random initial condition X1
0 . We have

J N
1 ((ᾱj)j 6=2, α

1) = E
[ ∫ T

0

(L(X1
s , α

1
s) + F (X1

s ,m
N,i

X̄s
)) ds+G(X1

T ,m
N,i

X̄T
)
]

≥ E
[ ∫ T

0

(L(X1
s , α

1
s) + F

(
X1
s ,m(s)

)
) ds+G

(
X1
T ,m(T )

) ]
− CN−1/(d+4)

≥ J N
1 ((ᾱj)j 6=1, ᾱ

1)− CN−1/(d+4).

The last inequality comes from the optimality of ᾱ in Lemma 2.3.6. This proves the result. �

2.3.6 Extensions

Several other classes of MFG systems have be studied in the literature. We discuss only a
few of them, since the number of models has grown exponentially in the last years.
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The ergodic MFG system

One may be interested in the large time average of the MFG system (2.3.3) as the horizon T
tends to infinity. It turns out that the limit system takes the following form:

(i) λ−∆u+H(x,Du) = F (x,m) in Td,
(ii) −∆m− div (m DpH(x,Du(x))) = 0 in Td.

(2.3.25)

Here the unknown are now (λ, u,m), where λ ∈ R is the so-called ergodic constant. The
interpretation of the system is the following: each player wants to minimize his ergodic cost

J (x, α) := lim sup
T→+∞

inf
α
E
[

1

T

∫ T

0

[H∗(Xt,−αt) + F (Xt,m(t))]dt

]
where Xt in the solution to

dXt = αtdt+
√

2dBt

X0 = x.
(2.3.26)

It turns out that, if (λ, u,m) is a classical solution to (2.3.25), then the optimal strategy of
each tiny player is given by the feedback

α∗(t, x) := −DpH(x,Du(x))

and, if ᾱ is the solution to {
dXt = α∗(t,Xt)dt+

√
2dBt

X0 = x
(2.3.27)

and if we set ᾱt := α∗(t,Xt), then J (x, ᾱ) = λ is independent of the initial position. Finally,m
is the invariant measure associated with the SDE (2.3.27).

The infinite horizon problem

Another natural model pops up when each player aims at minimizing a infinite horizon cost:

J (x, α) = inf
α
E
[∫ +∞

0

e−rt (H∗(Xt,−αt) + F (Xt,m(t))) dt

]
where r > 0 is a fixed discount rate. Note that there is no reason for the equilibrium for been
given by the initial repartition of the players. This implies that the infinite horizon MFG
system is not stationary. It is actually a system of evolution equations in infinite horizon,
given by:

(i) − ∂tu+ ru−∆u+H(x,Du) = F (x,m(t)) in (0,+∞)× Td

(ii) ∂tm−∆m− div (m DpH(x,Du(t, x))) = 0 in (0,+∞)× Td

(iii) m(0) = m0 in Td, u(t, x) bounded.

(2.3.28)

Note that for the infinite horizon problem the terminal condition for u(t, x) above is replaced
by the requirement that u(t, x) is bounded.
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2.3.7 Comments

Existence: Existence of solutions for the MFG system can be achieved either by Banach fixed
point Theorem (as in the papers by Caines, Huang and Malham [228], under a smallness
assumption on the coefficients or on the time interval) or by Schauder arguments (as in The-
orem 2.3.1, due to Lasry and Lions [244, 243]). Carmona and Delarue [184] use a stochastic
maximum principle to derive an MFG system which takes the form of a system of forward-
backward stochastic differential equations of a McKean-Vlasov type.

Uniqueness: Concerning the uniqueness of the solution, one can distinguish two kinds
of regimes. Of course the Banach fixed point argument provides directly uniqueness of the
solution of the MFG system. However, as explained above, it mostly concerns local in time
results. For the large time uniqueness, one can rely on the monotonicity conditions (2.3.12)
and (2.3.13). These conditions first appear in Lasry and Lions [244, 243].

Nash equilibria for the N−player games: the use of the MFG system to obtain ε−Nash
equilibria (Theorem 2.3.7) has been initiated—in a slightly different framework—in a series of
papers due to Caines, Huang and Malham: see in particular [226] (for linear dynamics) and
[228] (for nonlinear dynamics). In these papers, the dependence with respect of the empirical
measure of dynamics and payoff occurs through an average, so that the CTL implies that the
error term is a order N−1/2 (instead of N−1/(d+4) as in Theorem 2.3.7). The genuinely non
linear version of the result given above is a variation on a result by Carmon and Delarue [184].

We discuss below the reverse statement: in what extend the MFG system pops up as the
limit of Nash equilibria.

Extensions: it is difficult to discuss all the extensions of the MFG systems since the number
of papers on this subject has grown exponentially in the last years. We give here only a brief
overview.

The ergodic MFG system has been introduced by Lasry and Lions in [245] as the limit,
when the number of players tends to infinity, of Nash equilibria in ergodic differential games.
As explained in Lions [248], this system also pops up as the limit, as the horizon tends to
infinity, of the finite horizon MFG system. We discuss this convergence in the next section,
in a slightly simpler setting.

The natural issue of boundary conditions has not been thoroughly investigated up to now.
For the PDE approach, the authors have mostly worked with periodic data (as we did above),
which completely eliminates this question. In the “probabilistic literature” (as in the work by
Caines, Huang and Malham), the natural set-up is the full space. Beside these two extreme
cases, little has been written (see however Cirant [188], for Neumann boundary condition in
ergodic multi-population MFG systems).

The interesting MFG systems with several populations were introduced in the early paper
by Caines, Huang and Malham [228] and revisited by Cirant [188] (for Neuman boundary
conditions) and by Kolokoltsov, Li and Yang [235] (for very general diffusions, possibly with
jumps).

A very general MFG model for a single population is described in Gomes, Patrizi and
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Voskanyan [207] and Gomes and Voskanyan[208], in which the velocity of the population is a
nonlocal function of the (repartition of) actions of the players.

2.4 Second order MFG systems with a local coupling

In this section, we consider the MFG system with a local coupling:

(i) −∂tu−∆u+H(x,Du) = f(x,m(x, t)), in Td × (0, T ),

(ii) ∂tm− ∆m− div (DpH(x,Du)m) = 0 in Td × (0, T ) (2.4.1)

(iii) m(0, x) = m0(x) , u(x, T ) = G(x).

Here, the Hamiltonian H : Td × Rd → R is as before but the map f : Td × [0,+∞) → R
is now a local coupling between the value function of the optimal control problem and the
density of the distribution of the players. Our aim is first to show that the problem has a
unique solution under suitable assumptions on H and a monotonicity condition on f . Then we
explain that the system (2.4.1) can be interpreted as an optimality condition of two optimal
control problems of partial differential equations. We complete the section by the analysis of
the long time average of the system and its link with the ergodic MFG system.

2.4.1 Existence of a solution

Let us assume that the coupling f : Td× [0,+∞)→ R is smooth (say, C3) and that the initial
and terminal conditions m0 and G are C2+β.

Theorem 2.4.1 Under the above assumptions, if

• either the Hamiltonian is quadratic: H(x, p) =
1

2
|p|2, and the coupling f is bounded,

• or H is of the class C2 and globally Lipschitz continuous,

then (2.4.1) has at least one classical solution.

Proof. We first assume that the Hamiltonian is quadratic and f is bounded. Let us
mollify f to turn the coupling into a non-local one. We take a smooth nonnegative kernel ξ(x)
with compact support such that ∫

Rd
ξ(x)dx = 1,

and define, for any m ∈ P (Td),

f ε(x,m) = f(x, ξε ? m), ξε(s) = ε−dξ(s/ε).

Now, f ε is defined on all m ∈ P(Td), not only measures absolutely continuous with respect
to the Lebesgue measure. As f ε is regularizing, Theorem 2.3.1 states that the system

(i) −∂tuε −∆uε +
1

2
|Duε|2 = f ε(x,mε), in Td × (0, T )

(ii) ∂tm
ε −∆mε − div (mεDuε) = 0, in Td × (0, T )

(iii) mε(0) = m0 , u
ε(x, T ) = G(x),

(2.4.2)
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has at least one classical solution. In order to proceed, one needs estimates on this solution,
uniform in ε ∈ (0, 1). Note that, in view of the boundedness condition on f , the term f ε(x,mε)
is uniformly bounded. So, by the maximum principle, uε are also uniformly bounded:

‖uε‖∞ ≤ C.

Here, C depends on ‖f‖∞ and T . We now use the Hopf-Cole transform, setting wε = e−u
ε/2.

A straightforward computation shows that wε solves

(i) − ∂twε −∆wε + wεf ε(x,mε) = 0, in Td × (0, T ),

(ii) wε(x, T ) = e−G(x)/2.
(2.4.3)

Since uε(t, x) are uniformly bounded, so are wε(t, x). The standard estimates on the linear
equations imply the Hölder bounds on wε and Dwε:

‖wε‖Cα,α/2 + ‖Dwε‖Cα,α/2 ≤ C,

where α and C depends only on the L∞-bound on f and on the C2+β regularity of G. As uε

is bounded, we immediately derive similar estimates for uε:

‖uε‖Cα,α/2 + ‖Duε‖Cα,α/2 ≤ C. (2.4.4)

Next we estimate mε: as mε solves the linear equation (2.4.2)-(ii) that is in the divergence
form, a standard estimate implies that mε are bounded in Hölder norm:

‖mε‖Cα,α/2 ≤ C.

Accordingly the coefficients of (2.4.3) are bounded in Cα,α/2 because f is smooth in both
arguments. Now, we can bootstrap (2.4.4) to obtain a C2+α,1+α/2 estimate of the solution wε,
which can be rewritten as an estimate on uε:

‖uε‖C2+α,1+α/2 ≤ C. (2.4.5)

In turn, mε solve an equation with Hölder continuous coefficients, therefore one has C2+α,1+α/2

estimates on mε. So we can extract a subsequence of the (mε, uε) which converges in C2,1

to (m,u), where (m,u) is a solution to (2.4.1).
Let us now explain the proof when H is of class C2 and is globally Lipschitz continuous.

The idea is basically the same: let (mε, uε) be a solution of the equation with a regularized
right side:

(i) −∂tuε −∆uε +H(x,Duε) = f ε(x,mε) in Td × (0, T )
(ii) ∂tm

ε −∆mε − div (mεDpH(x,Duε)) = 0 in Td × (0, T )
(iii) mε(0) = m0 , u

ε(x, T ) = G(x).
(2.4.6)

As DpH(x,Duε) is globally bounded, mε solves a linear equation with bounded coefficients:
therefore mε is bounded in Hlder norm. Then we come back to (2.4.6)-(i), which has a
right-hand side bounded in the Hölder norm: this implies that the solution uε is bounded
in C2+α,1+α/2. One can then conclude as before. �
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2.4.2 Uniqueness of a solution

We now discuss uniqueness issues. For doing so, we work in a very general framework and
exhibit a structure condition on a coupled Hamiltonian H : Td × Rd × [0,+∞) → R for
uniqueness of classical solutions (u,m) : [0, T ]× Rd → R2 to the local MFG system:

(i) −∂tu−∆u+H(x,Du,m) = 0,
(ii) ∂tm−∆m− div(m DpH(x,Du,m)) = 0,

(iii) m(0, x) = m0(x), u(T, x) = G(x) in Td.
(2.4.7)

In the above system, H = H(x, p,m) is a Hamiltonian that is convex in p and depends on
the density m, the function G : Td → T is smooth, and m0 is a probability density on Rd.

Theorem 2.4.2 Assume that H(x, p,m) is a C2 function, such that
m∂2

ppH
1

2
m∂2

pmH

1

2
m(∂2

pmH)T −∂mH

 > 0, for all (x, p,m) with m > 0. (2.4.8)

Then the system (2.4.7) has at most one classical solution.

Remark 2.4.3 1. Condition (2.4.8) implies, in particular, that H(x, p,m) is uniformly
convex with respect to p and strictly decreasing with respect to m but these conditions
are not sufficient for it to hold.

2. For a separate H(x, p,m), of the form H(x, p,m) = H̃(x, p)− f(x,m), condition (2.4.8)

reduces to D2
ppH̃ > 0 and Dmf > 0, so that the above conditions become sufficient.

Before starting the proof of Theorem 2.4.2, let us reformulate condition (2.4.8) in a more
convenient way (omitting the x dependence for simplicity):

Lemma 2.4.4 Condition (2.4.8) implies the inequality

(H(p2,m2)−H(p1,m1))(m2−m1)−〈p2−p1,m2DpH(p2,m2)−m1DpH(p1,m1)〉 ≤ 0, (2.4.9)

with equality if and only if (m1, p1) = (m2, p2).

Remark 2.4.5 In fact the above implication is almost an equivalence, in the sense that,
if (2.4.9) holds, then 

m∂2
ppH

1

2
m∂2

pmH

1

2
m(∂2

pmH)T −∂mH

 ≥ 0
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Proof of Lemma 2.4.4. Set p̃ = p2 − p1, m̃ = m2 −m1 and, for θ ∈ [0, 1],

pθ = p1 + θ(p2 − p1), mθ = m1 + θ(m2 −m1).

Let us consider

I(θ) = (H(pθ,mθ)−H(p1,m1))m̃− 〈p̃,mθDpH(pθ,mθ)−m1DpH(p1,m1)〉.

Then, we have I(0) = 0 and

I ′(θ) = (〈DpH, p̃〉+ m̃Hm)m̃− m̃〈p̃, DpH〉 −mθp̃kp̃j
∂2H(pθ,mθ)

∂pk∂pj
− m̃mθp̃k

∂H(pθ,mθ)

∂pk∂m

= −
(
p̃T m̃

) mθ ∂
2
ppH

1

2
mθ ∂

2
pmH

1

2
mθ (∂2

pmH)T −∂mH

( p̃
m̃

)
.

(2.4.10)
Hence if condition (2.4.8) holds and (p1,m1) 6= (p2,m2), then

0 > I(1) = (H(p2,m2)−H(p1,m1))(m2−m1)−〈p2− p1,m2DpH(p2,m2)−m1DpH(p1,m1)〉,

finishing the proof. �
Proof of Theorem 2.4.2. Let (u1,m1) and (u2,m2) be solutions to (2.4.7). Let us set

m̃ = m2 −m1, ũ = u2 − u1, H̃ = H(x,Du2,m2)−H(x,Du1,m1),

d̃iv = div(m2DpH(x,Du2,m2))− div(m1DpH(x,Du1,m1))

Then, we have

d

dt

∫
Td

(u2(t)− u1(t))(m2(t)−m1(t))dx

=

∫
Td

[
(∂tu2 − ∂tu1)(m2 −m1) + (u2 − u1)(∂tm2 − ∂tm1)

]
dx

=

∫
Td

[
(−ν∆ũ+ H̃)m̃+ ũ(ν∆m̃+ d̃iv)

]
dx

=

∫
Td

[
H̃m̃− 〈Dũ,m2DpH(Du2,m2)−m1DpH(Du1,m1)〉

]
dx ≤ 0,

(2.4.11)

by condition (2.4.8) and Lemma 2.4.4. Due to the terminal and initial conditions we have
both u1(T, x) = u2(T, x) = G(x) and m1(0, x) = m2(0, x) = m0(x. It follows that

0 =
[ ∫

Td
(u2(t)− u1(t))(m2(t)−m1(t))

]T
0
.

Thus, integrating (2.4.23) between 0 and T gives∫ T

0

∫
Td

(
H̃ m̃− 〈Dũ,m2DpH(Du2,m2)−m1DpH(Du1,m1)〉

)
dxdt = 0.

In view of Lemma 2.4.4, this implies that Dũ = 0 and m̃ = 0, so that m1 = m2 and u1 = u2. �
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2.4.3 Optimal control interpretation of an MFG system

Here, we show that the MFG system (2.4.1) can be related to two genuine optimal control
problems: the first one is an optimal control of the Hamilton-Jacobi equation and the second
one concerns the optimal control of the Fokker-Planck equation.

To motivate this discussion, let us recall that, long before we have introduced the MFG
system, we have already encountered a dynamical system that consists of two evolution equa-
tions, with the initial condition prescribed for one of them and a terminal condition prescribed
for the other, which is a salient feature of the MFG systems. This happened when we con-
sidered the optimal control problem

v(t, x) = inf
{∫ t

0

L(γ(s), γ̇(s))ds+ u0(γ(0)) : γ(t) = x.
}
. (2.4.12)

In that case, the optimal trajectory γ̄(s), together with p̄(s) = ∇v(γ(s)) satisfied the Hamil-
tonian system

dγ̄(s)

ds
= ∇pH̃(γ̄(s), p̄(s)),

dp̄(s)

ds
= −∇xH̃(γ̄(s), p̄(s)),

(2.4.13)

with the initial condition p̄(0) = ∇u0(γ̄(0)) for the momentum variable and the terminal con-

dition γ̄(t) = x for the position. Recall that the Hamiltonian H̃(x, p) that appears in (2.4.13)
is the Legendre transform of the Lagrangian L(x, v):

H(x, p) = sup
v

(
〈p, v〉 − L(x, v)

)
. (2.4.14)

The question is if we can find an optimal control problem for which the MFG system (2.4.7)

−∂tu−∆u+H(x,Du,m) = 0,
∂tm−∆m− div(m DpH(x,Du,m)) = 0,
m(0, x) = m0(x), u(T, x) = G(x),

(2.4.15)

would be the analog of (2.4.13). Of course, such optimal control problem would be infinite-
dimensional: the state space would now be not Td or Rd but a space of functions.

We now describe two such constructions. Let us assume, without loss of generality,
that f(x, 0) = 0. Otherwise we can always subtract f(x, 0) from both sides of (2.4.1) and
add this term to the Hamiltonian H(x, p,m). Let us also define

F (x,m) =

∫ m

0

f(x, ρ)dρ, m ≥ 0,

with F (x,m) = 0 for m < 0. We also assume that the function f(x,m) is nondecreasing with
respect to the second variable, so that F = F (x,m) is convex with respect to m. We have
already seen that this assumption leads to uniqueness of a solution.

We denote by F ∗(x, α) the Legendre transform of F (x,m) in the m-variable:

F ∗(x, α) = sup
m≥0

(αm− F (x,m)) ∀(x, α) ∈ Td × R . (2.4.16)
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Note that F ∗(x, α) is convex and nondecreasing with respect to α. Convexity of F ∗ follows
immediately from its definition as a supremum of a family of linear functions in α, while
monotonicity is a consequence of the fact that the functions under the supremum in (2.4.16)
are increasing in α since m ≥ 0.

We also introduce the Legendre transform H∗(x, ξ) of H(x, p) with respect to the second
variable:

H∗(x, ξ) = sup
p∈Rd

(〈ξ, p〉 −H(x, p)) .

We assume throughout this section that F ∗ and H∗ are smooth enough to perform the com-
putations.

The first optimal control problem we consider is the following: the control parameter is
a function α : Td × [0, T ] → R, and the state parameter is the function u(t, x). We fix the
functions m0(x) and G(x) and aim at minimizing the functional

J HJ(α) =

∫ T

0

∫
Td
F ∗ (x, α(t, x)) dxdt−

∫
Td
u(0, x)dm0(x), (2.4.17)

over Lipschitz continuous maps α : Td × (0, T )→ Rd. Given a control α(t, x), we find u(t, x)
as the unique classical solution to the Hamilton-Jacobi equation with the prescribed terminal
condition:

− ∂tu−∆u+H(x,Du) = α(t, x),

u(T, x) = G(x).
(2.4.18)

This gives the value of u(0, x) and defines the terminal cost term in (2.4.17). Alternatively,
the optimal control problem can be rewritten as

inf
u

∫ T

0

∫
Td
F ∗ (x,−∂tu(t, x)−∆u(t, x) +H(x,Du(t, x))) dxdt−

∫
Td
u(0, x)dm0(x), (2.4.19)

under the constraint that the function u(t, x) sufficiently smooth and satisfies the terminal
condition u(T, x) = G(x). In other words, this is an infinite-dimensional minimization prob-
lem, with the path γ(s) = u(s, ·) taking values in the space of functions, and the Lagrangian
defined as

L(u(s, ·), u̇(s, ·)) =

∫
Td
F ∗ (x,−u̇(t, x)−∆u(t, x) +H(x,Du(t, x))) dx. (2.4.20)

As H(x, p) is convex with respect to the last variable and F ∗(x, α) is convex and increasing
with respect to the last variable, it is clear that the above Lagrangian is convex in u.

The second optimal control problem is related to the Fokker-Planck equation: the control
is now a vector valued function v : [0, T ]×Td → Rd and the state is the function m(t, x). We
minimize the functional

J FP (v) =

∫ T

0

∫
Td

[m(t, x)H∗ (x,−v(t, x))+F (x,m(t, x))]dxdt+

∫
Td
G(x)m(T, x)dx, (2.4.21)

where the trajectory m(t, ·) is determiend by the control v(t, ·) as the solution to the initial
value problem for the Fokker-Planck equation

∂tm−∆m(x, t) + div(mv) = 0 in Td × (0, T ), m(0, x) = m0(x). (2.4.22)
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This optimal control problem is also convex, up to a change of variables which appears
frequently in optimal transportation theory: let us set w = mv. Then the problem can be
rewritten as

inf
(m,w)

∫ T

0

∫
Td

[
m(x, t)H∗

(
x,−w(x, t)

m(x, t)

)
+ F (x,m(x, t))

]
dxdt+

∫
Td
G(x)m(T, x)dx, (2.4.23)

where the pair (m,w) solves the Fokker-Planck equation

∂tm−∆m(x, t) + div(w) = 0 in Td × (0, T ), m(0) = m0. (2.4.24)

This problem is convex because the constraint (2.4.24) is linear and the map

H1(m,w) := mH∗
(
x,−w

m

)
= m sup

p

(
− 1

m
〈w, p〉 −H(x, p)

)
= sup

p

(
− 〈w, p〉 −mH(x, p)

) (2.4.25)

is convex in m and w as a supremum of linear functions in m and w.
Here is a very elegant observation.

Theorem 2.4.6 Assume that the functions m̄(t, x) and ū(t, x) satisfy the initial and terminal
conditions: m̄(0, x) = m0(x), and ū(T, x) = G(x), and m̄, ū ∈ C2(Td × [0, T ]). Suppose also
that m̄(x, t) > 0 for any (t, x) ∈ [0, T ]× Td. Then the following statements are equivalent:

(i) The pair (ū, m̄) is a solution of the MFG system (2.4.1).

(ii) The control ᾱ(t, x) := f(x, m̄(t, x)) is optimal for J HJ(α) and the corresponding solution
to (2.4.18) is given by ū(t, x). That is, ū(t, x) is the minimizer in (2.4.19).

(iii) The control v̄(t, x) := −DpH(x,Dū(t, x)) is optimal for J FP , and m̄(t, x) is the corre-
sponding solution to (2.4.22).

Proof. The proof is by verification. We will show only the equivalence between (i)
and (ii), as the equivalence between (i) and (iii) can be established similarly, by using the
reformulation in (2.4.23).

Let us first assume that (m̄, ū) is a solution to the MFG system (2.4.1), and set

ᾱ(t, x) := f(x, m̄(t, x)). (2.4.26)

Consider any Lipschitz continuous map α(t, x) and the corresponding solution u(t, x) to (2.4.18).
Then, by (2.4.18) and the convexity of F ∗(x, α) in α, we have

J HJ(α) =

∫ T

0

∫
Td
F ∗(x, α(t, x))dxdt−

∫
Td
u(0, x)dm0(x)

≥
∫ T

0

∫
Td

(
F ∗(x, ᾱ(t, x)) + ∂αF

∗(x, ᾱ(t, x))(α(t, x)− ᾱ(t, x))dxdt−
∫
Td
u(0, x)dm0(x).

(2.4.27)
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Next, we re-write the right side as

J HJ(α) = J HJ(ᾱ) +

∫ T

0

∫
Td
∂αF

∗(x, ᾱ) (−∂t(u− ū)−∆(u− ū) +H(x,Du)−H(x,Dū)) dxdt

−
∫
Td

(u(0, x)− ū(0, x))dm0(x).

(2.4.28)
The next step is to use the convexity of H(x, p) in p to bound the right side above as

J HJ(α) ≥ J HJ(ᾱ) +

∫ T

0

∫
Td
∂αF

∗(x, ᾱ) (−∂t(u− ū)−∆(u− ū) + 〈DpH(x,Dū)), D(u− ū)〉) dxdt

−
∫
Td

(u− ū)(0, x)dm0(x).

(2.4.29)
In order to compute the derivative ∂αF

∗(x, ᾱ) that appears in the above expression, let us go
back to (2.4.16):

F ∗(x, α) = sup
m≥0

(αm− F (x,m)) ∀(x, α) ∈ Td × R . (2.4.30)

The optimizer m̄(x, α) in (2.4.30) is determined by

α = Fm(x, m̄(x, α)) = f(x, m̄(x, α)), (2.4.31)

so that
F ∗(x, α) = αm̄(x, α)− F (x, m̄(x, α)). (2.4.32)

Differentiating in α and using (2.4.31), we obtain

∂αF
∗(x, α) = m̄(x, α) + α∂αm̄(x, α)− Fm(x, m̄(x, α))∂αm̄(x, α) = m̄(x, α). (2.4.33)

Using this expression in (2.4.29) gives

J HJ(α) ≥J HJ(ᾱ) +

∫ T

0

∫
Td
m̄ (−∂t(u− ū)−∆(u− ū) + 〈DpH(x,Dū)), D(u− ū)〉) dxdt

−
∫
Td

(u− ū)(0, x)dm0(x).

(2.4.34)
Integrating by parts we get

J HJ(α) ≥J HJ(ᾱ) +

∫ T

0

∫
Td

(u− ū) (∂tm̄−∆m̄− div(m̄DpH(x,Dū))) dxdt

+

∫
Td

(u(T, x)− ū(T, x))m(T, x)dx ≥ J HJ(ᾱ).

(2.4.35)

The last inequality comes from the Fokker-Planck equation satisfied by m̄(t, x) and since

u(T, x) = ū(T, x) = G(x).
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Thus, we have proved that the control ᾱ(t, x) = f(x, m̄(t, x)) is optimal for the minimization
problem for J HJ(α).

Conversely, let us assume that the control ᾱ(t, x) is optimal for the functional J HJ(α),
and ū(t, x) be the corresponding solution to (2.4.18):

− ∂tū−∆ū+H(x,Dū) = ᾱ(t, x), inTd × (0, T ),

ū(x, T ) = G(x).
(2.4.36)

We also set
m̄(t, x) = ∂αF

∗(x, ᾱ(t, x)), (2.4.37)

so that
ᾱ(t, x) := f(x, m̄(t, x)), (2.4.38)

as follows from (2.4.31)-(2.4.33). In particular, this shows that ū(t, x) is a solution to the
Hamilton-Jacobi equation (2.4.1)-(i) in the MFG system.

The main issue is to show that the function m̄(t, x) defined by (2.4.37) satisfies the Fokker-
Planck equation (2.4.1)-(ii) in the MFG system:

m̄t −∆m̄− div(mDpH(x,Dū)) = 0, (2.4.39)

as well as the initial condition m̄(0, x) = m0(x). To this end, take a smooth function a(t, x)
and, for h 6= 0, let uh(t, x) be the solution to (2.4.18) associated to the control

α(t, x) = ᾱ(t, x) + ha(t, x). (2.4.40)

That is, uh(t, x) solves
− ∂tu−∆u+H(x,Du) = α(t, x),

u(T, x) = G(x).
(2.4.41)

Then, the difference ratios

wh =
uh − ū
h

, (2.4.42)

converge, as h→ 0, to some w(t, x) that solves the linearized equation

− ∂tw −∆w + 〈DpH(x,Dū), Dw〉 = a(t, x),

w(T, x) = 0.
(2.4.43)

Using the optimality of ᾱ and (2.4.37), we obtain

0 =
dJ HJ(ᾱ + ha)

h

∣∣∣
h=0

=

∫ T

0

∫
Td
m̄ (−∂tw −∆w + 〈DpH(x,Dū)), Dw〉)−

∫
Td
w(0, x)dm0(x).

We integrate by parts to get, as w(T, x) = 0, that

0 =

∫ T

0

∫
Td
w (∂tm̄−∆m̄− div(m̄DpH(x,Dū)))−

∫
Td
w(0, x)(m0(x)− m̄(0, x))dx. (2.4.44)

Note that if one fixes w ∈ C3 such that w(T, x) = 0, we can always define a(t, x) by (2.4.43).
This implies that relation (2.4.44) holds for any w ∈ C3 such that w(T, x) = 0. Therefore, the
function m̄(t, x) is a weak solution of (2.4.1)-(ii) with the initial condition m̄(0, x) = m0(x).
This finishes the proof. �
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2.4.4 The long time averages

In this section, we study the long time average of solutions to the MFG system (2.4.1). Let
us first recall the results on the long time behavior of the solutions to the initial value for the
Hamilton-Jacobi equations of the form

ũt +H(x,∇ũ) = 0,

ũ(0, x) = u0(x).
(2.4.45)

Then, we have shown that there exists λ ∈ R and a function v̄(x) such that

H(x, v̄(x)) + λ = 0, (2.4.46)

and
|ũ(t, x)− λt− v̄(x)| → 0, as t→ +∞. (2.4.47)

If we rephrase (2.4.45) as a terminal value problem, setting u(t, x) = ũ(T − t, x), then (2.4.47)
becomes

|u(T − t, x)− λt− v̄(x)| → 0, as t→ +∞. (2.4.48)

Here, T > 0 is fixed and t → +∞. In the MFG situation, we will be interested in the
regime where T is large, while the evaluation time T − t is also large but far away from the
terminal time T . A way to reformulate a statement such as (2.4.48), if we are only interested
in times 1 � t � T , as, again, will be the case for the MFG problem, is to set t = Ts and
consider the function

υT (s, x) = u(Ts, x), (2.4.49)

with 0 ≤ s ≤ 1. Then, (2.4.48) should ”morally” become a statement of the form

|υT (1− s, x)− λTs− v̄(x)| → 0, as T → +∞, (2.4.50)

for 0 < s < 1 fixed, which is equivalent to

|υT (s, x)− λT (1− s)− v̄(x)| → 0, as T → +∞, (2.4.51)

A weaker version of (2.4.51) is∣∣∣ 1

T
υT (s, x)− λ(1− s)

∣∣∣→ 0, as T → +∞. (2.4.52)

Our goal in this section is to obtain a similar result to (2.4.52) for the MFG system

(i) − ∂tu−∆u+H(x,Du) = f(x,m(x, t)),

(ii) ∂tm−∆m− div (mDu) = 0,

(iii) m(0, x) = m0(x), u(T, x) = G(x).

(2.4.53)

We concentrate on the simple caseH(x, p) = |p|2/2. We also suppose that the coupling f(x,m)
is bounded and strictly increasing with respect to the last variable:

∂f

∂m
(x,m) > 0. (2.4.54)
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As in the previous section, we suppose, without loss of generality, that f is non negative.
Moreover, we assume that the initial density m0(x) is positive and smooth. In particular,
there exists c0 > 0 so that

m0(x) ≥ c0 > 0, for all x ∈ Td. (2.4.55)

To emphasize that we are interested in the behavior of the solution as the horizon T tends
to +∞, we denote by (uT ,mT ) the solution to

(i) − ∂tu−∆u+
1

2
|Du|2 = f(x,m(x, t)),

(ii) ∂tm−∆m− div (mDu) = 0,

(iii) m(0, x) = m0(x), u(T, x) = G(x).

(2.4.56)

This system is still considered on the torus Tn. The analog of the steady problem (2.4.46) for
the Hamilton-Jacobi equation, is, in the present situation, the system

(i) λ̄−∆ū+
1

2
|Dū|2 = f(x, m̄)

(ii) −∆m̄− div(m̄Dū) = 0

(iii)

∫
Td
ū dx = 0 ,

∫
Td
m̄ dx = 1.

(2.4.57)

The unknowns here are (λ̄, ū, m̄), similarly to (2.4.46) where the unknowns are both λ and u.
Let us first remark that the above system has a unique solution.

Proposition 2.4.7 Under the assumptions of this section, the system (2.4.57) on T,n has a
unique classical solution (λ̄, ū, m̄), and

m̄(x) = e−ū(x)

(∫
Td
e−ū(y)dy

)−1

> 0. (2.4.58)

Note that relation (2.4.58) is an immediate consequence of (2.4.57)-(ii) and the normalization
for m̄(x) in (2.4.57)-(iii). Thus, (2.4.57)-(i) is an equation for ū(x) and λ̄ alone. Their
existence essentially follows from the Lions-Papanicolaou-Varadhan theorem.

In order to understand to what extent the solution (λ̄, ū, m̄) to (2.4.57) drives the behavior
of (uT ,mT ), let us take s ∈ [0, 1] and consider the scaled functions

υT (s, x) := uT (sT, x), µT (s, x) := mT (sT, x). (2.4.59)

Theorem 2.4.8 We have the convergence

υT (s, x)

T
→ (1− s)λ̄, in L2(Td × (0, 1)), as T → +∞. (2.4.60)

Remark 2.4.9 With more estimates than presented here, one can show that µT (s, x) con-
verges to m̄(x) in Lp(Td × (0, 1)), for any p < d+2

d
.
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The proof of Theorem 2.4.8 requires several intermediate steps. The starting point is the
usual estimate, which is crucial in establishing the uniqueness of the solution to (2.4.56).

Lemma 2.4.10 For any 0 ≤ t1 < t2 ≤ T we have∫
Td

(uT − ū)(mT − m̄)dx
∣∣∣t2
t1

+

∫ t2

t1

∫
Td

(mT + m̄)

2
|DuT −Dū|2 + (f(x,mT )− f(x, m̄))(mT − m̄) dxdt = 0

Proof. Since T is fixed, we simply write m and u instead of mT and uT . We first integrate
over Td × (t1, t2) the equation satisfied by (u− ū) multiplied by (m− m̄). Since∫

Td
(m(t, x)− m̄(x))dx = 0,

and ū does not depend on time, we get, after integration by parts:∫ t2

t1

∫
Td

[
(−∂tu)(m− m̄) + 〈D(m− m̄), D(u− ū)〉+

1

2
(m− m̄)(|Du|2 − |Dū|2)

]
dxdt

=

∫ t2

t1

∫
Td

(f(x,m)− f(x, m̄))(m− m̄)dxdt.

(2.4.61)
In the same way, we integrate over Td × (t1, t2) the equation satisfied by (m− m̄) multiplied
by (u− ū):∫ t2

t1

(∫
Td

(u− ū)∂tm+ 〈D(m−m̄), D(u− ū)〉+ 〈mDu−m̄Dū,D(u− ū)〉
)
dxdt = 0 . (2.4.62)

We now compute the difference between these two equations:∫ t2

t1

∫
Td

[
∂t[(u− ū)(m− m̄)] + 〈mDu− m̄Dū,D(u− ū)〉

− 1

2
(m− m̄)(|Du|2 − |Dū|2) + (f(x,m)− f(x, m̄))(m− m̄)

]
dxdt = 0 .

(2.4.63)

To complete the proof we just note that

〈mDu− m̄Dū,D(u− ū)〉 − 1

2
(m− m̄)(|Du|2 − |Dū|2) =

(m+ m̄)

2
|Du−Dū|2 .

This finishes the proof. �
Another crucial point is given by the following lemma, which exploits the fact that (2.4.56)

has a Hamiltonian structure. Note that this is directly related to the optimal control inter-
pretation of the MFG as explained in the previous section.

Lemma 2.4.11 There exists a constant MT such that for all 0 ≤ t ≤ T we have

1

2

∫
Td
mT (t, x) |DuT (t, x)|2 dx+

∫
Td
〈DuT (t, x), DmT (t, x)〉 dx−

∫
Td
F (x,mT (t)) dx = MT ,

(2.4.64)

where F (x,m) =

∫ m

0

f(x, ρ) dρ.
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Proof. We multiply (2.4.56)-(i) by ∂tm
T (t) and (2.4.56)-(ii) by ∂tu

T (t). Summing the two
equations we get

− (∆uT )∂tm
T +

1

2
|DuT |2 ∂tmT − f(x,mT )∂tm

T = (∆mT )∂tu
T + div(mTDuT )∂tu

T (2.4.65)

Integrating with respect to x gives:∫
Td

(
〈DuT , ∂tDmT 〉+ 〈DmT , ∂tDu

T 〉
)
dx+

∫
Td

[
1

2
|DuT |2 ∂tmT +mT 〈DuT , ∂tDuT 〉

]
dx

−
∫
Td
f(x,mT )∂tm

T dx = 0.

This means that

d

dt

{∫
Td
〈DuT , DmT 〉 dx+

1

2

∫
Td
mT |DuT |2 dx−

∫
Td
F (x,mT ) dx

}
= 0 ,

Thus, (2.4.64) holds. �
The next step is to show the following.

Lemma 2.4.12 There exists a constant C > 0 that depends on m0(x) and G(x), so that for
all T > 0 we have

|MT |+
∫
Td
|Du(0, x)|2dx ≤ C. (2.4.66)

Proof. For an upper bound on MT , note that we have, since f ≥ 0 and u(T ) = G(x), that

MT =

∫
Td
〈Du(T, x), Dm(T, x)〉 dx+

1

2

∫
Td
m(T, x)|Du(T, x)|2 dx−

∫
Td
F (x,m(T )) dx

≤−
∫
Td

(∆u(T, x))m(T, x) dx+
1

2

∫
Td
m(T, x)|Du(T, x)|2 dx

≤(‖∆G‖L∞ + ‖DG‖2
L∞)‖m(T )‖L1(Td) = C .

(2.4.67)
On the other hand, we also have

MT =

∫
Td
〈Du(0, x), Dm0(x)〉 dx+

1

2

∫
Td
m0(x)|Du(0, x)|2 dx−

∫
Td
F (x,m0) dx. (2.4.68)

However, since m0 > 0, we can write∣∣∣∣∫
Td
〈Du(0, x), Dm0(x)〉dx

∣∣∣∣ ≤ 1

4

∫
Td
m0(x)|Du(0, x)|2 dx+

∫
Td

|Dm0(x)|2

m0(x)
dx . (2.4.69)

Note that the last integral in the right side above is finite because of the assumption (2.4.55)
on the positivity and smoothness of the initial condition m0(x). We deduce from (2.4.68)
and (2.4.69) that

MT ≥ 1

4

∫
Td
m0(x)|Du(0, x)|2 dx− C . (2.4.70)
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It follows from (2.4.67) and (2.4.70) that MT is bounded both from above and from below.
We also deduce from (2.4.70) and the boundedness of MT that∫

Td
|Du(0, x)|2 dx ≤ C , (2.4.71)

finishing the proof of (2.4.66). �
Combining Lemma 2.4.12 with Lemma 2.4.10 we get:

Lemma 2.4.13 There exists C > 0 so that∫ T

0

∫
Td

[(mT + m̄)

2
|DuT −Dū|2 + (f(x,mT )− f(x, m̄))(mT − m̄)

]
dxdt ≤ C (2.4.72)

Proof. Using Lemma 2.4.10, we have∫ T

0

∫
Td

(mT + m̄)

2
|DuT −Dū|2 + (f(x,mT )− f(x, m̄))(mT − m̄) dxdt

=

∫
Td

(uT (0)− ū)(m0 − m̄)dx−
∫
Td

(uT (T )− ū)(mT (T )− m̄)dx.

(2.4.73)

Recalling that uT (T, x) = G(x) and the bounds assumed onG, as well as the mass conservation
property of mT (t, x), we see that the last term in the right side above is bounded. If we set

ũT (t) =

∫
Td
uT (t, x)dx, (2.4.74)

we can use the same mass conservation property for m(t, x) to write∫
Td
uT (0, x)(m0(x)− m̄(x))dx =

∫
Td

(uT (0, x)− ũT (0))(m0(x)− m̄(x))dx

≤ C (‖m0‖∞ + ‖m̄‖∞) ‖DuT (0, ·)‖L2(Td).

(2.4.75)

Corollary 2.4.12 implies that this term is bounded. This gives (2.4.72). �
Rewriting Lemma 2.4.13 in terms of υT and µT we obtain:

Corollary 2.4.14 The map DυT (s, x) converges to Dū(x) in L2(Td × (0, 1)) as T → +∞,
while f(x, µT (s, x)) converges to f(x, m̄(x)), in L1(Td × (0, 1)) as T → +∞.

Proof. Since m̄(x) andm0(x) are bounded from below by a positive constant, Lemma 2.4.13
implies that ∫ 1

0

∫
Td
|DυT (s, x)−Dū(x)|2 dxds ≤ C

T
.

This implies the convergence of DυT .
To prove the convergence of f(x, µT (s, x)), note that due to the strict monotonicity

of f(x,m) in m, see assumption (2.4.54), there exists δ > 0 such that

∂f

∂m
(x,m) ≥ δ, for all (x,m) ∈ Td × [0, 2‖m̄‖∞].
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Thus, it follows from (2.4.72) and uniform bounds on both mT (t, x) and m̄(x) that

C

T
≥
∫ 1

0

∫
Td

(f(x, µT (s, x))− f(x, m̄(x)))(µT (s, x)− m̄(x)) dxds

≥C
∫∫
{µT (s,x)≥2‖m̄‖∞}

∣∣f(x, µT (s, x))− f(x, m̄(x))
∣∣ dxds

+ δ

∫∫
{µT (s,x)<2‖m̄‖∞}

∣∣µT (s, x)− m̄(x)
∣∣ dxds.

(2.4.76)

Therefore, we have

‖f(·, µT )− f(·, m̄)‖L1 ≤
∫∫
{µT (s,x)≥2‖m̄‖∞}

∣∣f(x, µT (s, x))− f(x, m̄(x))
∣∣ dxds

+

∫∫
{µT (s,x)<2‖m̄‖∞}

∣∣f(x, µT (s, x))− f(x, m̄(x))
∣∣ dxds

≤
∫∫
{µT (s,x)≥2‖m̄‖∞}

∣∣f(x, µT (s, x))− f(x, m̄(x))
∣∣ dxds

+ sup
0≤m≤2‖m̄‖∞

∣∣∣∣ ∂f∂m
∣∣∣∣ ∫∫

{µT (s,x)<2‖m̄‖∞}

∣∣µT (s, x)− m̄(x)
∣∣ dxds ≤ C

T

(
1 +

1

δ

)
,

(2.4.77)

which implies the convergence of f(x, µT (s, x)) to f(x, m̄(x)) in L1. �
Proof of Theorem 2.4.8. We now prove the convergence of υT (sT, x)/T to λ̄(1 − s).

Let us integrate the equation satisfied by υT on Td × (t, 1):

1

T

(∫
Td
υT (s, x)dx−

∫
Td
G(x)dx

)
+

1

2

∫ 1

s

∫
Td
|DυT (τ, x)|2dxdτ =

∫ 1

s

∫
Td
f(x, µT (τ, x))dxdτ.

(2.4.78)
We know from Corollary 2.4.14 thatDυT (s, x)→ Dū(x) in L2 and f(x, µT (s, x))→ f(x, m̄(x))
in L1. We deduce that

lim
T→+∞

1

T

∫
Td
υT (s, x)dx = (1− s)

∫
Td

[
−1

2
|Dū|2 + f(x, m̄)

]
dx = (1− s)λ̄ , (2.4.79)

the last equality being obtained by integrating over Td equation (2.4.57)-(i). Let us set

〈υT 〉(s) =

∫
Td
υT (s, x)dx, υ̃T (s, x) = υT (s, x)− 〈υT 〉(s).

Using the Poincaré inequality, we get∫ 1

0

∫
Td

∣∣υ̃T (s, x)− ū(x)
∣∣2 ≤ C

∫ 1

0

∫
Td
|DυT (s, x)−Dū(x))|2 → 0. (2.4.80)

This shows the convergence of υ̃T (s, x) to ū(x) in L2, as T → +∞. In addition, (2.4.79)
implies the convergence

〈υT 〉(s)
T

→ (1− s)λ̄. (2.4.81)

Together, these imply the convergence in L2 of υT (s, x)/T to (1− s)λ̄. �

Exercise 2.4.15 Recall that we have already seen a similar situation in the construction in
the proof of the Lions-Papanicolaou-Varadhan theorem: the solution becomes large but its
gradient stays bounded. Make this connection more precise.
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2.4.5 Comments

Other existence results of classical solutions of second order MFG systems with local coupling
can be found in Cardaliaguet, Lasry, Lions and Porretta [180] (for quadratic Hamiltonian,
without conditions on the coupling f) and for more general Hamiltonians under various struc-
ture conditions on the coupling in a series of papers by Gomes, Pires and Sanchez-Morgado
[206, 209, 211] and Gomes and Pimentel [213]. The case of MFG system with congestion is
considered in Gomes and Mitake [214].

Even for some data, it is not known if there always exists a classical solution to the MFG
system. To overcome this issue, concepts of weak solutions have been introduced in Lasry
and Lions [243] and in Porretta [257].

The general uniqueness criterium given in Theorem 2.4.2 has been introduced by Lions
[248], who explains the sharpness of the condition.

The fact that the MFG system with local coupling possesses a variational structure is
pointed out in Lasry and Lions in [243]. This plays a key role for the first order MFG system
with local coupling, since this allows to build solutions in that setting.

Finally the long time behavior of the MFG system is described in section 2.4.4 has been
first discussed by Lions in [248] and sharpened in Cardaliaguet, Lasry, Lions and Porretta
[181]. Other results in that direction can be found in Gomes, Mohr and Suza [203] (for
discrete MFG systems), Cardaliaguet, Lasry, Lions and Porretta [180] (for MFG system with
a nonlocal coupling), Cardaliaguet [177] (for the first order MFG with a nonlocal coupling)
and in Cardaliaguet and Graber [176] (for the first order MFG with local coupling). For
second order MFG systems, the rate of this convergence is exponential (see [180, 181]).

2.5 The space of probability measures

We have already seen the important role of the space of probability measures in the mean field
game theory. It is now time to investigate the basic properties of this space more thoghroughly.

The first two parts of this section are dedicated to metric aspects of probability measures
spaces. The results are given mostly without proofs, which can be found, for instance, in
Villani’s monographs [263, 264] or in the monograph by Ambrosio, Gigli and Savar [152].

2.5.1 The Monge-Kantorovich distances

Let X be a Polish space (i.e., separable metric space) and P(X) be the set of Borel probability
measures on X. A sequence of measures µn is narrowly convergent to a measure µ ∈ P(X) if

lim
n→+∞

∫
X

f(x)dµn(x) =

∫
X

f(x)dµ(x) ∀f ∈ C0
b (X) ,

where C0
b (X) is the set of continuous, bounded maps on X. The Prokhorov Theorem states

that a subset K of P(X) is relatively compact in P(X) if and only if it is tight: for all ε > 0
there exists a compact set Xε ⊂ X such that µ(X\Xε) ≤ ε for all µ ∈ K. In particular, for
any µ ∈ P(X) and any ε > 0, there is a compact subset Xε of X with µ(X\Xε) ≤ ε (Ulam’s
Lemma).
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There are several ways to metrize the topology of narrow convergence, at least on some
subsets of P(X). Let us denote by d the distance on X and, for p ∈ [1,+∞), by Pp(X) the
set of probability measures m such that∫

X

dp(x0, x)dm(x) < +∞ for some (and hence for all) point x0 ∈ X.

The Monge-Kantorowich distance on Pp(X) is given by

dp(m,m
′) = inf

γ∈Π(m,m′)

[∫
X2

d(x, y)pdγ(x, y)

]1/p

(2.5.1)

where Π(µ, ν) is the set of Borel probability measures on X such that γ(A×X) = µ(A) and
γ(X ×A) = ν(A) for any Borel set A ⊂ X. In other words, a Borel probability measure γ on
X ×X belongs to Π(m,m′) if and only if∫

X2

ϕ(x)dγ(x, y) =

∫
X

ϕ(x)dm(x) and

∫
X2

ϕ(y)dγ(x, y) =

∫
X

ϕ(y)dm′(y) ,

for any Borel and bounded measurable map ϕ : X → R. Note that Π(µ, ν) is non-empty,
because for instance µ ⊗ ν always belongs to Π(µ, ν). Moreover, by the Hölder inequality,
Pp(X) ⊂ Pp′(X) for any 1 ≤ p′ ≤ p and

dp(m,m
′) ≤ dp′(m,m

′) ∀m,m′ ∈ Pp(X) .

We now explain that there exists at least an optimal measure in (2.5.1). This optimal
measure is often refered to as an optimal transport plan from m to m′.

Lemma 2.5.1 (Existence of an optimal transport plan) For any m,m′ ∈ Pp(X), there
is at least one measure γ̄ ∈ Π(m,m′) with

dp(m,m
′) =

[∫
X2

d(x, y)pdγ̄(x, y)

]1/p

.

Proof. We first show that Π(µ, ν) is tight. For any ε > 0 there exists a compact set
Kε ⊂ X such that µ(Kε) ≥ 1− ε/2 and ν(Kε) ≥ 1− ε/2. Then, for any γ ∈ Π(µ, ν), we have

γ(Kε×Kε) ≥ γ(Kε×X)−γ(Kε×(X\Kε)) ≥ µ(Kε)−γ(X×(X\Kε)) ≥ 1−ε/2−ν(X\Kε) ≥ 1−ε.

This means that Π(µ, ν) is tight. It is also closed for the weak-* convergence. Since the map

γ →
∫
X2

d(x, y)pdγ(x, y)

is lower semi-continuous for the weak-* convergence, it has a minimum on Π(m,m′).
Let us now check that dp is a distance.

Lemma 2.5.2 For any p ≥ 1, dp is a distance on Pp.

141



Proof. Only the triangle inequality presents some difficulty. Let m,m′,m′′ ∈ Pp and γ, γ′

be optimal transport plans from m to m′ and from m′ to m′′ respectively. We desintegrate the
measures γ and γ′ with respect to m′: dγ(x, y) = dγy(x)dm′(y) and dγ′(y, z) = dγ′y(z)dm′(y)
and we defined the measure π on X ×X by∫

X×X
ϕ(x, z)dπ(x, z) =

∫
X×X×X

ϕ(x, z)dγy(x)dγ′y(z)dm′(y) .

Then one easily checks that π ∈ Π(m,m′′) and we have, by Hlder inequality,[∫
X×X

dp(x, z)dπ(x, z)

]1/p

≤
[∫

X×X×X
(d(x, y) + d(y, z))pdγy(x)dγ′y(z)dm′(y)

]1/p

≤
[∫

X×X
dp(x, y)dγy(x)dm′(y)

]1/p

+

[∫
X×X

dp(y, z)dγy(z)dm′(y)

]1/p

= dp(m,m
′) + dp(m

′,m′′)

So dp(m,m
′′) ≤ dp(m,m

′) + dp(m
′,m′′).

We now prove that the distance dp metricize the weak-* convergence of measures.

Proposition 2.5.3 If a sequence of measures (mn) of Pp(X) converges to m for dp, then
(mn) weakly converges to m.

“Conversely”, if the (mn) are concentrated on a fixed compact subset of X and weakly
converge to m, then the (mn) converge to m in dp.

Remark 2.5.4 The sharpest statement can be found in [263]: a sequence of measures (mn)
of Pp(X) converges to m for dp if and only if (mn) weakly converges to m and

lim
n→+∞

∫
X

dp(x, x0)dmn(x) =

∫
X

dp(x, x0)dm(x) for some (and thus any) x0 ∈ X .

Proof. In a first step, we only show now that, if (mn) converges to m for dp, then

lim
n→+∞

∫
X

ϕ(x)dmn(x) =

∫
X

ϕ(x)dm(x) (2.5.2)

for any ϕ ∈ C0
b (X). The proof of the converse statement is explained after Theorem 2.5.5.

We first prove that (2.5.2) holds for Lipschitz continuous maps: indeed, if ϕ is Lipschitz
continuous for some Lipschitz constant L, then, for any optimal transport plan γn ∈ Π(mn,m)
from mn to m, we have∣∣∣∣∫

X

ϕ(x)dmn(x)−
∫
X

ϕ(x)dm(x)

∣∣∣∣ =

∣∣∣∣∫
X

(ϕ(x)− ϕ(y))dγn(x)

∣∣∣∣
≤ L

∫
X

d(x, y)dγn(x) ≤ Ldp(mn,m) .

So (2.5.2) holds for any Lipschitz continuous ϕ.
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If now ϕ ∈ C0
b (X), we approximate ϕ by the Lipschitz continuous map

ϕε(x) = inf
y∈X

{
ϕ(y)− 1

ε
d(x, y)

}
∀x ∈ X .

Then it is an easy exercise to show that ϕε(x)→ ϕ(x) as ε→ 0. Moreover ϕε is (1/ε)−Lipschitz
continuous, bounded by ‖ϕ‖∞ and satisfies ϕε ≥ ϕ. In particular, from Lebesgue Theorem,

lim
ε→0

∫
X

ϕε(x)dm(x) =

∫
X

ϕ(x)dm(x) .

Applying (2.5.2) to the Lipschitz continuous map ϕε we have

lim sup
n→+∞

∫
X

ϕ(x)dmn(x) ≤ lim sup
n→+∞

∫
X

ϕε(x)dmn(x) =

∫
X

ϕε(x)dm(x) .

Then, letting ε→ 0, we get

lim sup
n→+∞

∫
X

ϕ(x)dmn(x) ≤
∫
X

ϕ(x)dm(x) .

Applying the above inequality to −ϕ also gives

lim inf
n→+∞

∫
X

ϕ(x)dmn(x) ≥
∫
X

ϕ(x)dm(x) .

So (2.5.2) holds for any ϕ ∈ C0
b (X).

In these notes, we are mainly interested in two Monge-Kantorovich distances, d1 and d2.
The distance d2, which is often called the Wasserstein distance, is particularly usefull when
X is a Euclidean or a Hilbert space. Its analysis will be the object of the next subsection.

As for the distance d1, which often takes the name of the Kantorovich-Rubinstein distance,
we have already encountered it several times. Let us point out a very important equivalent
representation:

Theorem 2.5.5 (Kantorovich-Rubinstein Theorem) For any m,m′ ∈ P1(X),

d1(m,m′) = sup

{∫
X

f(x)dm(x)−
∫
X

f(x)dm′(x)

}
where the supremum is taken over the set of all 1−Lipschitz continuous maps f : X → R.

Remark 2.5.6 In fact the above “Kantorovich duality result” holds for much more general
costs (i.e., it is not necessary to minimize the power of a distance). The typical assertion in
this framework is, for any lower semicontinuous map c : X ×X → R+ ∪ {+∞}, the following
equality holds:

inf
γ∈Π(m,m′)

∫
X×X

c(x, y)dγ(x, y) = sup
f,g

∫
X

f(x)dm(x) +

∫
X

g(y)dm′(y) ,

where the supremum is taken over the maps f ∈ L1
m(X), g ∈ L1

m′(X) such that

f(x) + g(y) ≤ c(x, y) for dm−almost all x and dm′−almost all y.
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Proof. [Ideas of proof of Theorem 2.5.5.] The complete proof of this result exceeds the
scope of these note and can be found in several text books (see [263] for instance). First note
that, if f is 1−Lipschitz continuous, then

f(x)− f(y) ≤ d(x, y) (x, y) ∈ X ×X .

Integrating this inequality over any measure γ ∈ Π(m,m′) gives∫
X

f(x)dm(x)−
∫
X

f(y)dm′(y) ≤
∫
X×X

d(x, y)dγ(x, y) ,

so that, taking the infimum over γ and the supremum of f gives

sup

{∫
X

f(x)dm(x)−
∫
X

f(x)dm′(x)

}
≤ d1(m,m′) .

The opposite inequality is much more subtle. We now assume that X is compact and
denote by M+(X2) the set of all nonnegative Borel measures on X ×X. We first note that,
for any γ ∈M+(X2)

sup
f,g∈C0(X)

∫
X

f(x)dm(x)+

∫
X

g(y)dm′(y)−
∫
X×X

(f(x)+g(y))dγ(x, y) =

{
0 if γ ∈ Π(m,m′)
+∞ otherwise

So

d1(m,m′) = inf
γ∈M(X2)

sup
f,g∈C0(X)

∫
X×X

(d(x, y)−f(x)−g(y))dγ(x, y)+

∫
X

f(x)dm(x)+

∫
X

g(y)dm′(y)

If we could use the min-max Theorem, then we would have

d1(m,m′) = sup
f,g∈C0(X)

inf
γ∈M(X2)

∫
X×X

(d(x, y)−f(x)−g(y))dγ(x, y)+

∫
X

f(x)dm(x)+

∫
X

g(y)dm′(y)

where

inf
γ∈M(X2)

∫
X×X

(d(x, y)− f(x)− g(y))dγ(x, y) =

{
0 if f(x) + g(y) ≤ d(x, y) ∀x, y ∈ X
−∞ otherwise

So

d1(m,m′) = sup
f,g

∫
X

f(x)dm(x) +

∫
X

g(y)dm′(y)

where the supremum is taken over the maps f, g ∈ C0(X) such that f(x) + g(y) ≤ d(x, y)

holds for any x, y ∈ X. Let us fix f, g ∈ C0(X) satisfying this inequality and set f̃(x) =

miny∈X [d(x, y) − g(y)] for any x ∈ X. Then, by definition, f̃ is 1−Lipschitz continuous,

f̃ ≥ f and f̃(x) + g(y) ≤ d(x, y). So∫
X

f(x)dm(x) +

∫
X

g(y)dm′(y) ≤
∫
X

f̃(x)dm(x) +

∫
X

g(y)dm′(y) .
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We can play the same game by replacing g by g̃(y) = minx∈X d(x, y) − f̃(x), which is also

1−Lipschitz continuous and satisfies g̃ ≥ g and f̃(x) + g̃(y) ≤ d(x, y). But one easily checks

that g̃(y) = −f̃(y). So∫
X

f(x)dm(x) +

∫
X

g(y)dm′(y) ≤
∫
X

f̃(x)dm(x)−
∫
X

f̃(y)dm′(y) .

Hence

d1(m,m′) ≤ sup
f̃

∫
X

f̃(x)dm(x)−
∫
X

f̃(y)dm′(y)

where the supremum is taken over the 1−Lipschitz continuous maps f̃ . This completes the
formal proof of the result.

Proof. [End of the proof of Proposition 2.5.3.] It remains to show that, if the (mn) are
concentrated on a fixed compact subset K of X and weakly converge to m, then the (mn)
converge to m in dp. Note that m(K) = 1, so that m is also concentrated on K.

We now show that it is enough to do the proof for p = 1: indeed, if γ ∈ Π(mn,m), then
γ(K ×K) = 1 because mn and m are concentrated on K. Therefore∫

X×X
dp(x, y)dγ(x, y) =

∫
K×K

dp(x, y)dγ(x, y) ≤ [diam(K)]p−1

∫
K×K

d(x, y)dγ(x, y)

where diam(K) denotes the diameter of K, i.e., diam(K) = maxx,y∈K d(x, y), which is
bounded since K is compact. Setting C = [diam(K)](p−1)/p, we get

dp(mn,m) ≤ inf
γ∈Π(mn,m)

C

[∫
K×K

d(x, y)dγ(x, y)

]1/p

≤ C[d1(mn,m)]1/p

and it is clearly enough to show that the right-hand side has a limit.
In order to prove that (mn) converge to m in d1, we use Theorem 2.5.5 which implies that

we just have to show that

lim
n→+∞

sup
Lip(f)≤1

∫
K

f(x)d(mn −m)(x) = 0 .

Note that can can take the supremum over the set of maps f such that f(x0) = 0 (for some
fixed point x0 ∈ K). Now, by Ascoli Theorem, the set F of maps f such that f(x0) = 0
and Lip(f) ≤ 1 is compact. In particular, for any n, there is some fn ∈ F such that
d1(mn,m) =

∫
K
fn(x)d(mn −m)(x). Let f ∈ F be a limit of a subsequence of the (fn) (still

denoted (fn)). Then, by uniform convergence of (fn) to f and weak convergence of (mn) to
m, we have

lim sup
n

d1(mn,m) = lim sup
n

∫
K

fn(x)d(mn −m)(x) = 0 ,

which proves that, for any converging subsequence of the precompact family (fn) there is a
subsequence of the (d1(mn,m)) which converges to 0. This implies that the full sequence
(d1(mn,m)) converges to 0.

In the case where X = Rd, we repeatedly use the following compactness criterium:
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Lemma 2.5.7 Let r ≥ p > 0 and K ⊂ Pp be such that

sup
µ∈K

∫
Rd
|x|rdµ(x) < +∞ .

Then the set K is tight. If moreover r > p, then K is relatively compact for the dp distance.

Note carefully that bounded subsets of Pp are not relatively compact for the dk distance.
For instance, in dimension d = 1 and for p = 2, the sequence of measures µn = n−1

n
δ0 + 1

n
δn2

satisfies d2(µn, δ0) = 1 for any n ≥ 1 but µn narrowly converges to δ0.

Proof. [Proof of Lemma 2.5.7.] Let ε > 0 and R > 0 sufficiently large. We have for any
µ ∈ K:

µ(Rd\BR(0)) ≤
∫
Rd\BR(0)

|x|r

Rr
dµ(x) ≤ C

Rr
< ε ,

where C = supµ∈K
∫
Rd |x|

rdµ(x) < +∞. So K is tight.
Let now (µn) be a sequence in K. From the previous step we know that (µn) is tight and

therefore there is a subsequence, again denoted (µn), which narrowly converges to some µ.
Let us prove that the convergence holds for the distance dp. Let R > 0 be large and let us set
µRn := ΠBR(0)]µn and µR := ΠBR(0)]µ, where ΠBR(0) denotes the projection onto BR(0). Note
that

dpp(µ
R
n , µn) ≤

∫
Rd
|ΠBR(0)(x)− x|pdµn(x) ≤

∫
(BR(0))c

|x|pdµn(x)

≤ 1

Rr−p

∫
(BR(0))c

|x|rdµn(x) ≤ C

Rr−p .

In the same way, pp(µ
R, µ) ≤ C

Rr−p
. Let us fix ε > 0 and let us choose R such that C

Rr−p
≤ (ε/3)p.

Since the µRn have a support in the compact set BR(0) and weakly converge to µR, Proposition
2.5.3 states that the sequence (µRn ) converges to µR for the distance dp. So we can choose n0

large enough such that dp(µ
R
n , µ

R) ≤ ε/3 for n ≥ n0. Then

dp(µ
n, µ) ≤ dp(µ

R
n , µn) + dp(µ

R
n , µ

R) + dp(µ
R, µ) ≤ ε ∀n ≥ n0 .

2.5.2 The Wasserstein space of probability measures on Rd

From now on we work in X = Rd. Let P2 = P2(Rd) be the set of Borel probability measures
on Rd with a second ordre moment: m belongs to P2 if m is a Borel probability on Rd with∫
Rd |x|

2m(dx) < +∞. The Wasserstein distance is just the Monge-Kankorovich distance when
p = 2:

d2(µ, ν) = inf
γ∈Π(µ,ν)

[∫
R2d

|x− y|2dγ(x, y)

]1/2

(2.5.3)

where Π(µ, ν) is the set of Borel probability measures on R2d such that γ(A × Rd) = µ(A)
and γ(Rd × A) = ν(A) for any Borel set A ⊂ Rd.
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An important point, that we shall use sometimes, is the fact that the optimal transport
plan can be realized as an optimal transport map whenever µ is absolutely continuous.

Theorem 2.5.8 (Existence of an optimal transport map) If µ ∈ P2 is absolutely con-
tinuous, then, for any ν ∈ P2, there exists a convex map Φ : RN → R such that the measure
(idRd , DΦ)]µ is optimal for d2(µ, ν). In particular ν = DΦ]µ.

Conversely, if the convex map Φ : RN → R satisfies ν = DΦ]µ, then the measure
(idRd , DΦ)]µ is optimal for d2(µ, ν).

The proof of this result, due to Y. Brenier [166], exceeds the scope of these notes. It can
be found in various places, such as [263].

2.5.3 Polynomials on P(Q)

Let Q be a compact metric space and let us denote as usual by P(Q) the set of probability
measures on Q. We say that a map P ∈ C0(P(Q)) is a monomial of degree k if there are k
real-valued continuous maps φi : Q→ R (i = 1, . . . , k) such that

P (m) =
k∏
i=1

∫
Q

φi(x)dm(x) ∀m ∈ P(Q) .

If Q is a compact subset of Rd, it is usual convenient to also assume that the maps φi are C∞.
Note that the product of two monomials is still a monomial. Hence the set of polynomials,

i.e., the set of finite linear combinations of monomials, is subalgebra of C0(P(Q)). It contains
the unity: P (m) = 1 for all m ∈ P(Q) (choose φ = 1). It also separates points: indeed, if
m1,m2 ∈ P(Q) are distinct, then there is some smooth map φ : Rd → R with compact sup-
port such that

∫
Q
φ(x)dm1(x) 6=

∫
Q
φ(x)dm2(x). Then the monomial P (m) =

∫
Q
φ(x)dm(x)

separates m1 and m2. Using Stone-Weierstrass Theorem we have proved the following:

Proposition 2.5.9 The set of polynomials is dense in C0(P(Q)).

2.5.4 Hewitt and Savage Theorem

We now investigate here the asymptotic behavior of symmetric measures of a large number
of variables. Let us fix a compact probability metric space. We say that a measure µ on
Qk (where k ∈ N∗) is symmetric if, for any permutation σ on {1, . . . , k}, πσ]µ = µ, where
πσ(x1, . . . , xk) = (xσ(1), . . . , xσ(k)).

For any k ≥ 1, Let mk be a symmetric measure on Qk and let us set, for any n < k,

mk
n =

∫
Qn−k

dmk(xn+1, . . . , xn) .

Then, from a diagonal argument, we can find a subsequence k′ → +∞ such that (mk′
n ) has

a limit mn as k′ → +∞ for any n ≥ 0. Note that the mn are still symmetric and satisfies∫
Q
dmn+1(xn+1) = mn for any n ≥ 1. Hewitt and Savage describes the structure of such

sequence of measures.
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Theorem 2.5.10 (Hewitt and Savage) Let (mn) be a sequence of symmetric probability
measures on Qn such that

∫
Q
dmn+1(xn+1) = mn for any n ≥ 1. Then there is a probability

measure µ on P(Q) such that, for any continuous map f ∈ C0(P(Q)),

lim
n→+∞

∫
Qn
f

(
1

n

n∑
i=1

δxi

)
dmn(x1, . . . , xn) =

∫
P(Q)

f(m)dµ(m) . (2.5.4)

Moreover

mn(A1 × · · · × An) =

∫
P(Q)

m(A1) . . .m(An)dµ(m) (2.5.5)

for any n ∈ N∗ and any Borel sets A1, . . . , An ⊂ Q.

Remark 2.5.11 An important case is when the measure mn = ⊗ni=1m0, where m0 ∈ P(Q).
Then, because of (2.5.5), the limit measure has to be δm0 . In particular, for any continuous
map f ∈ C0(P(Q)), (2.5.4) becomes

lim
n→+∞

∫
Qn
f

(
1

n

n∑
i=1

δxi

)
dmn(x1, . . . , xn) = f(m0) .

In particular, if d1 is the Kantorovich-Rubinstein distance on P(Q), then

lim
n→+∞

∫
Qn

d1

(
1

n

n∑
i=1

δxi ,m0

)
dmn(x1, . . . , xn) = 0 .

Remark 2.5.12 (Probabilistic interpretation of the Hewitt and Savage Theorem) The above
result is strongly related with De Finetti’s Theorem (see for instance [234]). Let (Ω,A,¶) be
a probability space and (Xk) a sequence of random variables with values in Q. The sequence
(Xk) is said to be exchangeable if for all n ∈ N∗, the law of (Xσ(1), . . . , Xσ(n)) is the same as
the law of (X1, . . . , Xn) for any permutation σ of {1, . . . , n}. For instance, if the (Xn) are iid,
then the sequence is exchangeable.

De Finetti’s Theorem states that there is a σ−algebra F∞ conditional to which the (Xi)
are iid: namely

¶ [X1 ∈ A1, . . . , Xn ∈ An | F∞] =
n∏
i=1

¶ [Xi ∈ Ai | F∞]

for any n ∈ N∗ and any Borel sets A1, . . . , An ⊂ Q.

Proof. [Proof of Theorem 2.5.10.] For any n ≥ 1 let us define the linear functional
Ln ∈ (C0(P(Q)))∗ by

Ln(P ) =

∫
Qn
P (

1

n

n∑
i=1

δyi)mn(dy1, . . . , dyn) ∀P ∈ C0(P(Q)) .
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We want to show that Ln has a limit as n → +∞. Since the Ln are obviously uniformly
bounded, it is enough to show that Ln(P ) has a limit for any map P of the form

P (m) =

∫
Qj
φ(x1, . . . , xj)dm(x1) . . . dm(xj) (2.5.6)

where φ : Qj → R is continuous, because such class of functions contain the monomials
defined in subsection 2.5.3, and the set of resulting polynomials is dense in C0(P(Q)). Note
that, for any n ≥ j and any y1, . . . , yn ∈ Q,

P (
1

n

n∑
i=1

δyi) =
1

nj

∑
(i1,...,ij)

φ(yi1 , . . . , yij)

where the sum is taken over the (i1, . . . , ij) ∈ {1, . . . , n}j. So

Ln(P ) =
1

nj

∑
i1,...,ij

∫
Qn
φ(yi1 , . . . , yij)mn(dy1, . . . , dyn)

Since mn is symmetric and satisfies
∫
Qn−j

dmn(xj+1, . . . , xn) = mj, if i1, . . . , ij are distinct we
have ∫

Qn
φ(yi1 , . . . , yij)mn(dy1, . . . , dyn) =

∫
Qj
φ(y1, . . . , yj)dmj(x1, . . . , xj) .

On another hand

]{(i1, . . . , ij) , i1, . . . , ij distinct} =
n!

(n− j)!
∼n→+∞ nj ,

so that

lim
n→+∞

Ln(P ) =

∫
Qj
φ(y1, . . . , yj)dmj(x1, . . . , xj) .

This prove the existence of a limit L of Ln as n→ +∞. Note that L ∈ (C0(P(Q)))∗, that L
is nonegative and that L(1) = 1. By Riesz representation Theorem there is a unique Borel
measure µ on P(Q) such that L(P ) =

∫
P(Q)

P (m)dµ(m).

It remains to show that the measure µ satisfies relation (2.5.5). Let P be again defined
by (2.5.6). We have already proved that

L(P ) =

∫
Qj

φ(y1, . . . , yj)dmj(x1, . . . , xj) =

∫
P(Q)

P (m)µ(dm)

where ∫
P(Q)

P (m)µ(dm) =

∫
P(Q)

(∫
Qj
φ(x1, . . . , xj)dm(x1) . . . dm(xj)

)
µ(dm)

Let now A1, . . . , Aj be closed subsets of Q. We can find a nonincreasing sequence (φk) of
continuous functions on Rj which converges to 1A1(x1) . . .1Aj(xj). This gives (2.5.5) for any
closed subsets A1, . . . , Aj of Q, and therefore for any Borel measurable subset of A1, . . . , Aj
of Q.

The fact that we are working on a compact set plays little role and this assumption can
be removed, as we show in a particular case.
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Corollary 2.5.13 Let m0 be probability measure on a Polish space X with a first order mo-
ment (i.e., m0 ∈ P1(X)) and let mn = ⊗ni=1m0 be the law on XN of n iid random variables
with law m0. Then, for any Lipschitz continuous map f ∈ C0(P1(X)),

lim
n→+∞

∫
Xn

f

(
1

n

n∑
i=1

δxi

)
dmn(x1, . . . , xn) = f(m0) .

Proof. For ε > 0 let Kε be a compact subset of X such that µ0(Kε) ≥ 1 − ε. We also
choose Kε in such a way that, for some fixed x̄ ∈ X,

∫
X\Kε d(x, x̄)dm0(x) ≤ ε. Without

loss of generality we can suppose that x̄ ∈ Kε. Let us now denote by π the map defined by
π(x) = x if x ∈ Kε, π(x) = x̄ otherwise, and set mε = π]m0 and mε

n = ⊗ni=1mε. Note that
by definition mε

n = (π, . . . , π)]mn. Since mε is concentrated on a compact set, we have, from
Theorem 2.5.10,

lim
n→+∞

∫
Xn

f

(
1

n

n∑
i=1

δxi

)
dmε

n(x1, . . . , xn) = f(mε) .

On the other hand, using the Lipschitz continuity of f , one has for any n:∣∣∣∣∣
∫
Xn

f

(
1

n

n∑
i=1

δxi

)
d(mε

n −mn)

∣∣∣∣∣ ≤
∫
Xn

∣∣∣∣∣f
(

1

n

n∑
i=1

δxi

)
− f

(
1

n

n∑
i=1

δπ(xi)

)∣∣∣∣∣ dmn

≤ Lip(f)

∫
Xn

d1

(
1

n

n∑
i=1

δxi ,
1

n

n∑
i=1

δπ(xi)

)
dmn

≤ Lip(f)

∫
X\Kε

d(x, x̄) dm0(x) ≤ Lip(f)ε

In the same way,
|f(m0)− f(mε)| ≤ Lip(f)d1(m0,mε) ≤ Lip(f)ε .

Combining the above inequalities easy gives the result.
Another consequence of the Hewitt and Savage Theorem is:

Theorem 2.5.14 Let Q be compact and un : Qn → R be symmetric and converge to U :
P(Q)→ R in the sense of Theorem 2.2.8:

lim
n→+∞

sup
X∈Qn

|un(X)− U(mn
X)| = 0

and (mn) be a sequence of symmetric probability measures on Qn such that
∫
Q
dmn+1(xn+1) =

mn for all n and µ be the associate probability measure on P(Q) as in the Hewitt and Savage
Theorem. Then

lim
n→+∞

∫
Qn
un(x1, . . . , xn)dmn(x1, . . . , xn) =

∫
P(Q)

U(m)dµ(m) .

Proof. From the convergence of un to U we have

lim
n→+∞

∣∣∣∣∫
Qn
un(x1, . . . , xn)dmn(x1, . . . , xn)−

∫
Qn
U(mn

x1,...,xn
)dmn(x1, . . . , xn)

∣∣∣∣ = 0 ,
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while, since U is continuous, Hewitt and Savage Theorem states that

lim
n→+∞

∫
Qn
U(mn

x1,...,xn
)dmn(x1, . . . , xn) =

∫
P(Q)

U(m)dµ(m) .

Combining these two relations gives the result.

2.5.5 Comments

The study of optimal transport and Monge-Kantorovitch distances is probably one of the
most dynamic areas in analysis in these last two decades. The applications of this analysis are
numerous, from probability theory to P.D.Es and from to geometry. The first two subsections
of this part rely on Villani’s monographs [263, 264] or in the monograph by Ambrosio, Gigli
and Savar [152]. The definition of polynomials on P(Q) comes from [248], as well as the proof
of the Hewitt and Savage Theorem (see also the original reference by Hewitt and Savage [223]
and Kingman [234] for a survey on exchangeability).
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2.6 Derivatives in the space of measures

We are now interested in the analysis of Hamilton-Jacobi equations in the space of measures.
As we shall see later, such equations provide the right framework for the study of limits of
large systems of Hamilton-Jacobi equations in finite dimensional spaces. The first part of this
section is devoted to the notion of derivative in the Wasserstein space.

2.6.1 Derivatives in the L2(Rd) sense

Definition 2.6.1 We say that U : P1 → Rk is C1 if there exists a continuous map

δU

δm
: P1 × Td → Rk,

such that, for any m,m′ ∈ P1,

U(m′)− U(m) =

∫ 1

0

∫
Td

δU

δm
((1− s)m+ sm′, y) d(m′ −m)(y)

Note that δU/δm is defined up to an additive constant. To fix the idea, we always assume
that ∫

Td

δU

δm
(m, y)dy = 0.

If δU/δm is Lipschitz continuous with respect to the second variable, with a Lipschitz
constant bounded independently of m, then U is Lipschitz continuous and

|U(m′)− U(m)| ≤ d1(m,m′)

∫ 1

0

∥∥∥ δU
δm

((1− s)m+ sm′, ·)
∥∥∥
Lip
ds

≤ d1(m,m′) sup
m′′

∥∥∥ δU
δm

(m′′, ·)
∥∥∥
Lip
.

This leads us to define, if
δU

δm
is of class C1 with respect to the second variable with a C1

norm bounded independently of m, DmU : P1 × Td → Rd by

DmU(m, y) := Dy
δU

δm
(m, y)

Given a C1 map U : P1 → R, let us define

Lipn(
δU

δm
) := sup

m1 6=m2

(d1(m1,m2))−1

∥∥∥∥ δUδm(·,m1, ·)−
δU

δm
(·,m2, ·)

∥∥∥∥
Cn+2α×Cn−1+2α

The following Lemma explains that DmU is also a kind of derivative of U . We state the
result in a quantified way, since it is used under that form in the sequel.

Proposition 2.6.2 Assume that U : Td × P1 → R is C1 and that∥∥∥∥ δUδm(·,m, ·)
∥∥∥∥
Cn+2α×Cn−1+2α

+ Lipn

(
δU

δm

)
≤ Cn.

152



Fix m ∈ P1 and let φ ∈ L2(m,Rd) be a vector field. Then∥∥∥∥U(·, (id+ φ)]m)− U(·,m)−
∫
Td
〈DmU(·,m, y), φ(y)〉dm(y)

∥∥∥∥
Cn+2α

≤ (Cn + 1)‖φ‖2
L2(m)

Proof. Let us first check that, for any m,m′ ∈ P1, we have∥∥∥∥U(·,m′)− U(·,m)−
∫
Td

δU

∂m
(·,m, y)d(m′ −m)(y)

∥∥∥∥
Cn+2α

≤ Cnd
2
1(m,m′)

Indeed, for any l ∈ Nd with |l| ≤ n and any x, x′ ∈ Td, we have∣∣∣∣Dl
xU(x,m′)−Dl

xU(x,m)−
∫
Td
Dl
x

δU

∂m
(x,m, y)d(m′ −m)(y))

−(Dl
xU(x′,m′)−Dl

xU(x′,m)−
∫
Td
Dl
x

δU

∂m
(x′,m, y)d(m′ −m)(y))

∣∣∣∣
≤
∫ 1

0

∣∣∣∣∫
Td

(
Dl
x

δU

δm
(x, (1− s)m+ sm′, y)−Dl

x

δU

∂m
(x,m, y)

− (Dl
x

δU

δm
(x′, (1− s)m+ sm′, y)−Dl

x

δU

∂m
(x′,m, y))

)
d(m′ −m)(y)

∣∣∣∣ ds
≤ sup

s,y

∣∣∣∣DyD
l
x

δU

δm
(x, (1− s)m+ sm′, y)−DyD

l
x

δU

∂m
(x,m, y)

− (DyD
l
x

δU

δm
(x′, (1− s)m+ sm′, y)−DyD

l
x

δU

∂m
(x′,m, y))

∣∣∣∣d1(m,m′)

≤ Lipn

(
δU

δm

)
|x− x′|2αd2

1(m,m′)

This proves our claim.
Using this claim we obtain∥∥∥∥U(·, (id+ φ)]m)− U(·,m)−

∫
Td

δU

∂m
(·,m, y)d((id+ φ)]m−m)(y)

∥∥∥∥
Cn+2α

≤ Cnd
2
1(m, (id+ φ)]m).

Using once more the regularity of U , we obtain (omitting the dependence with respect to
(x,m) for simplicity):∣∣∣∣∫

Td

δU

∂m
(y)d(id+ φ)]m(y)−

∫
Td

δU

∂m
(y)dm(y)−

∫
Td
〈DmU(y), φ(y)〉dm(y)

∣∣∣∣
=

∣∣∣∣∫
Td

δU

∂m
(y + φ(y))dm(y)−

∫
Td

δU

∂m
(y)dm(y)−

∫
Td
〈DmU(y), φ(y)〉dm(y)

∣∣∣∣
≤
∣∣∣∣∫ 1

0

∫
Td
〈Dy

δU

∂m
(y + sφ(y)), φ(y)〉dm(y)ds−

∫
Td
〈DmU(y), φ(y)〉dm(y)

∣∣∣∣
≤ Cn‖φ‖2

L2(m)

As
d2

1(m, (id+ φ)]m) ≤ ‖φ‖2
L1(m),

the result is proved.
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2.7 The Master equation

In this section we investigate the well-posedness of the (first order) master equation:
−∂tU −∆xU +H(x,DxU)−

∫
Td

divyDmU(t, x,m, y) dm(y)

+

∫
Td
〈DmU(t, x,m, y), DpH(x,DxU)〉dm = F (x,m)

in (0, T )× Td × P2

U(T, x,m) = G(x,m) in Td × P2

(2.7.1)

2.7.1 Wellposedness of the equation

Definition 2.7.1 We say that a map V : [0, T ]× Td × P2 → R is a classical solution to the
Master equation if

• V is continuous in all its arguments (for the d1 distance on P2), is of class C2 in x and
C1 in time,

• V is of class C1 with respect to m with a derivative δV
δm

= δV
δm

(t, x,m, y) with globally
continuous first and second order derivatives with respect to the space variables.

• The following relation holds for any (t, x,m) ∈ (0, T )× Td × P2,
−∂tV (t, x,m)−∆xV (t, x,m) +H(x,DxV (t, x,m))−

∫
Td

divyDmV (t, x,m, y) dm(y)

+

∫
Td
〈DmV (t, x,m, y), DpH(x,DxV (t, x,m))〉dm = F (x,m)

(2.7.2)
and V (T, x,m) = G(x,m) in Td × P2.

Throughout the section, H : Td × Rd → R is smooth, globally Lipschitz continuous and
satisfies the coercivity condition:

C−1 Id
1 + |p|

≤ D2
ppH(x, p) ≤ CId for (x, p) ∈ Td × Rd. (2.7.3)

We also always assume that the maps F,G : Td × P1 → R are globally Lipschitz continuous
and monotone:

F and G are monotone. (2.7.4)

Note that assumption (2.7.4) implies that δF
δm

and δG
δm

satisfy the following monotonicity prop-
erty (explained for F ): ∫

Td

∫
Td

δF

δm
(x,m, y)µ(x)µ(y)dxdy ≥ 0

for any smooth map µ : Td → R with
∫
Td µ = 0.

Let us fix n ∈ N∗ and α ∈ (0, 1/2). We set

Lipn(
δF

δm
) := sup

m1 6=m2

(d1(m1,m2))−1

∥∥∥∥ δFδm(·,m1, ·)−
δF

δm
(·,m2, ·)

∥∥∥∥
Cn+2α×Cn−1+2α
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and use the symmetric notation for G. We call (HF(n)) the following regularity conditions
on F :

(HF(n)) sup
m∈P1

(
‖F (·,m)‖Cn+2α +

∥∥∥∥δF (·,m, ·)
δm

∥∥∥∥
Cn+2α×Cn+2α

)
+ Lipn(

δF

δm
) < ∞.

and (HG(n)) the symmetric condition on G:

(HG(n)) sup
m∈P1

(
‖G(·,m)‖Cn+2α +

∥∥∥∥δG(·,m, ·)
δm

∥∥∥∥
Cn+2α×Cn+2α

)
+ Lipn(

δG

δm
) < ∞.

In order to explain the existence of a solution to the master equation, we need to introduce
the solution of the MFG system: for any (t0,m0) ∈ [0, T )×P2, let (u,m) be the solution to:

−∂tu−∆u+H(x,Du) = F (x,m(t))
∂tm−∆m− div(mDpH(x,Du)) = 0
u(T, x) = G(x,m(T )), m(t0, ·) = m0

(2.7.5)

Thanks to the monotony condition (2.7.4), we know that the system admits a unique solution.
We set

U(t0, x,m0) := m(t0, x) (2.7.6)

Theorem 2.7.2 Assume that (HF(n)) and (HG(n)) hold for some n ≥ 4. Then the map
U defined by (2.7.6) is the unique classical solution to the master equation (2.7.2).
Moreover, U is globally Lipschitz continuous in the sense that

‖U(t0, ·,m0)− U(t0, ·,m1)‖Cn+α ≤ Cnd1(m0,m1) (2.7.7)

with Lipschitz continuous derivatives:

‖DmU(t0, ·,m0, ·)−DmU(t0, ·,m0, ·)‖Cn+α×Cn+α ≤ Cnd1(m0,m1) (2.7.8)

for any t0 ∈ [0, T ], m0,m1 ∈ P1.

The main point in the proof of Theorem 2.7.2 is to check that the map U defined by (2.7.6)
satisfies (2.7.7), (2.7.8). This exceeds the scope of these notes and we refer the reader to [?].
Once we know that U is quite smooth, the conclusion follows easily:

Proof. [Proof of Theorem 2.7.2 (existence).] Let m0 ∈ C1, m0 > 0. Let t0 > 0, (u,m) be
the solution of the MFG system (2.7.5) starting from m0 at time t0. Then

U(t0 + h, x,m0)− U(t0, x,m0)

h
=

U(t0 + h, x,m0)− U(t0 + h, x,m(t0 + h))

h

+
U(t0 + h, x,m(t0 + h))− U(t0, x,m0)

h
.

As
∂tm− div[m(D(ln(m)) +DpH(x,Du))] = 0,

Lemma 2.7.3 below says that

d1(m(t0 + h), (id− hΦ)]m0) = o(h)
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where

Φ(x) := D(ln(m0(x))) +DpH(x,Du(t0, x))

and o(h)/h→ 0 as h→ 0. So, by Lipschitz continuity of U and then differentiability of U ,

U(t0 + h, x,m(t0 + h)) = U(t0 + h, x, (id− hΦ)]m0) + o(h)

= U(t0 + h, x,m0)− h
∫
Td
〈DmU(t0 + h, x,m0, y),Φ(u)〉m0(y)dy + o(h),

and therefore, by continuity of U and DmU ,

lim
h→0

U(t0 + h, x,m(t0 + h))− U(t0 + h, x,m0)

h

= −
∫
Td

(〈DmU(t0, x,m0)(y), D(ln(m0)) +DpH(x,Du(t0))〉)m0(y)dy.

On the other hand, for h > 0,

U(t0 + h, x,m(t0 + h))− U(t0, x,m0) = u(t0 + h, x)− u(t0, x) = h∂tu(t0, x) + o(h),

so that

lim
h→0+

U(t0 + h, x,m(t0 + h))− U(t0, x,m0)

h
= ∂tu(t0, x).

Therefore ∂tU(t0, x,m0) exists and is equal to

∂tU(t0, x,m0) =

∫
Td

(〈DmU(t0, x,m0, y), D(ln(m0)) +DpH(x,Du(t0))〉)m0(y)dy + ∂tu(t0, x)

= −
∫
Td

divyDmU(t0, x,m0, y)m0(y)dy

+

∫
Td
〈DmU(t0, x,m0, y), DpH(x,Du(t0))〉m0(y)dy

−∆u(t0, x) +H(x,Du(t0, x))− F (x,m0)

= −
∫
Td

divyDmU(t0, x,m0, y)m0(y)dy

+

∫
Td
〈DmU(t0, x,m0, y), DpH(x,DxU(t0, y,m0))〉m0(y)dy

−∆xxU(t0, x,m0) +H(x,DxU(t0, x,m0))− F (x,m0)

This means that U satisfies (2.7.2) at (t0, x,m0). By continuity, U satisfies the equation
everywhere.

Lemma 2.7.3 Let V = V (t, x) be a C1 vector field, m0 ∈ P2 and m be the weak solution to{
∂tm+ div(mV ) = 0
m(0) = m0

Then

lim
h→0+

d1(m(h), (id+ hV (0, ·))]m0)/h = 0.
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Proof. Recall that m(h) = X ·(h)]m0, where Xx(h) is the solution to the ODE{
d
dt
Xx(t) = V (t,Xx(t))

Xx(0) = x

Let φ be a Lipschitz test function. Then∫
Td
φ(m(h)− (id+ hV (0, ·))]m0) =

∫
Td

(φ(Xx(h))− φ(x+ hV (0, x)))m0dx

≤ ‖Dφ‖∞
∫
Td
|Xx(h)− x− hV (0, x)|dm0(x) = ‖Dφ‖∞o(h),

which proves that d1(m(h), (id+ hV (0, ·))]m0) = o(h).
Proof. [Proof of Theorem 2.7.2 (uniqueness).] We use a technique introduced by in [248],

consisting at looking at the MFG system (2.7.5) as a system of characteristics for the master
equation (2.7.2). We reproduce it here for sake of completeness. Let V be another solution
to the master equation. The main point is that, by definition of solution D2

xy
δV
δm

is bounded,
and therefore DxV is Lipschitz continuous with respect to the measure variable.

Let us fix (t0,m0). In view of the Lipschitz continuity of DxV , one can easily uniquely
solve the PDE (by standard fixed point argument):{

∂tm̃−∆m̃− div(m̃DpH(x,DxV (t, x, m̃)) = 0
m̃(t0) = m0

Then let us set ũ(t, x) = V (t, x, m̃(t)). By the regularity properties of V , ũ is at least of class
C2,1 with

∂tũ(t, x) = ∂tV (t, x, m̃(t)) + 〈 δV
δm

(t, x, m̃(t), ·), ∂tm̃(t)〉C2,(C2)′

= ∂tV (t, x, m̃(t)) + 〈 δV
δm

(t, x, m̃(t), ·),∆m̃+ div(m̃DpH(x,DxV (t, x, m̃))〉C2,(C2)′

= ∂tV (t, x, m̃(t)) +

∫
Td

divyDmV (t, x, m̃(t), y) dm̃(t)(y)

−
∫
Td
〈DmV (t, x, m̃(t), y), DpH(x,DxV (t, x, m̃))〉 dm̃(t)(y)

Recalling that V satisfies the master equation:

∂tũ(t, x) = −∆xV (t, x, m̃(t)) +H(x,DxV (t, x, m̃(t)))− F (x, m̃(t))
= −∆ũ(t, x) +H(x,Dũ(t, x))− F (x, m̃(t))

with terminal condition ũ(T, x) = V (T, x, m̃(T )) = G(x, m̃(T )). Therefore the pair (ũ, m̃) is
a solution of the MFG system (2.7.5). As the solution of this system is unique, we get that
V (t0, x,m0) = U(t0, x,m0) is uniquely defined.

2.7.2 Comment

Most formal properties of the Master equation have been introduced and presented by Lions
in [248]. Nothing on the actual existence of solutions was really known beforeIn [169], where

157



a master equation is studied without the coupling term (F = G = 0). [202] analyzes the
first order master equation in short time. [191] obtains the existence and uniqueness for the
master equation under convexity conditions on H with respect to the space variable. The
result presented in these notes is a very simplified version of [?], where the existence and
uniqueness of solutions for the master equation with common noise is established under the
monotonicity condition on the coupling terms.

2.8 Convergence of the Nash system

In this section, we consider a classical symmetrical solution (vN,i) of the Nash system with a
common noise:

−∂tvN,i −
∑
j

∆xjv
N,i +H(xi, Dxiv

N,i)

+
∑
j 6=i

〈DpH(xj, Dxjv
N,j), Dxjv

N,i〉 = F (xi,m
N,i
X ) in (0, T )× TNd

vN,i(T, x) = G(xi,m
N,i
X ) in TNd

(2.8.1)

where we set, for X = (x1, . . . , xN) ∈ (Td)N , mN,i
X =

1

N − 1

∑
j 6=i

δxj . Our aim is to show that

the solution (vN,i) converges, in a suitable sense, to the solution of the master equation with
a common noise.

Throughout this part we denote by U = U(t, x,m) the solution of the master equation
built in Theorem 2.7.2 which satisfies (2.7.7) and (2.7.8). It solves

−∂tU −∆xU +H(x,DxU)−
∫
Td

divyDmU dm(y)

+

∫
Td
〈DmU(t, x,m, y), DpH(y,DxU(t, y,m))〉dm(y) = F (x,m)

in (0, T )× Td × P2

U(T, x,m) = G(x,m) in Td × P2

(2.8.2)

Throughout the section, we suppose that the assumptions of the previous section are in force.

2.8.1 The Nash system

In this section we recall a classical interpretation of the Nash system:
−∂tvN,i −

∑
j

∆xjv
N,i +H(xi, Dxiv

N,i)

+
∑
j 6=i

〈DpH(xj, Dxjv
N,j), Dxjv

N,i〉 = F (xi,m
N,i
X ) in (0, T )× TNd

vN,i(T, x) = G(xi,m
N,i
X ) in TNd

where we set, for X = (x1, . . . , xN) ∈ (Td)N , mN,i
X =

1

N − 1

∑
j 6=i

δxj .
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The game consists, for each player i = 1, . . . , N and for any initial position x0 = (x1
0, . . . , x

N
0 ),

in minimizing

Ji(t0, x0, (α
j)) = E

[∫ T

t0

L(X i
t , α

i
t) + F (X i

t ,m
N,i
Xt

) dt+G(X i
t ,m

N,i
Xt

)

]
where, for each i = 1, . . . , N ,

dX i
t = αitdt+

√
2dBi

t, X i
t0

= xi0

We have set Xt = (X1
t , . . . , X

N
t ). The Brownian motions (Bi

t) are independent, but the
controls (αi) are supposed to depend on the filtration F generated by all the Brownian
motions.

Proposition 2.8.1 (Verification Theorem) Let (vN,i) be a classical solution to the above
system. Then the N−uple of maps (αi,∗)i=1,...,d := (−DpH(xi, Dxiv

N,1)i=1,...,d is a Nash
equilibrium in feedback form of the game: for any i = 1, . . . , d, for any initial condition
(t0, x0) ∈ [0, T ]× TNd, for any control αi adapted to the whole filtration F , one has

Ji(t0, x0, (α
j,∗)) ≤ Ji(t0, x0, α

i, (αj,∗)j 6=i)

Proof. The proof—which is standard—relies on verification argument and is left to the
reader.

2.8.2 Finite dimensional projections of U

Let U be the solution to the master equation (2.8.2). For N ≥ 2 and i ∈ {1, . . . , N} we set

uN,i(t,X) = U(t, xi,m
N,i
X ) where X = (x1, . . . , xN) ∈ (Td)N , mN,i

X =
1

N − 1

∑
j 6=i

δxj .

Note that the uN,i are at least C2 with respect to the xi variable because so is U . Moreover,
∂tu

N,i exists and is continuous because of the equation satisfied by U . The next statement
says that uN,i is actually globally C1,1 in the space variables:

Proposition 2.8.2 For any N ≥ 2, i ∈ {1, . . . , N}, uN,i is of class C1,1 in the space variables,
with

Dxju
N,i(t,X) =

1

N − 1
DmU(t, xi,m

N
X , xj) (j 6= i)

and ∥∥Dxk,xju
N,i(t, ·)

∥∥
∞ ≤

C

N
(k 6=, j 6= i).

Proof. Let X = (xj) be such that xj 6= xk for any j 6= k. Let ε := minj 6=k |xj − xk|. For
V = (vj) ∈ (Rd)N with vi = 0, we consider a smooth vector field φ such that

φ(x) = vj if x ∈ B(xj, ε/4).
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Then, as U satisfies (2.7.7), (2.7.8), we can apply Proposition 2.6.2 which says that, (omitting
the dependence with respect to t for simplicity)

uN,i(X + V )− uN,i(X) = U((id+ φ)]mN,i
X )− U(mN,i

X )

=

∫
Td
〈DmU(mN,i

X , y), φ(y)〉dmN,i
X (y) +O(‖φ‖2

L2(mN,iX )
)

=
1

N − 1

∑
j 6=i

〈DmU(mN,i
X , xj), vj〉+O(

∑
j 6=i

|vj|2)

This shows that uN,i has a first order expansion at X with respect to the variables (xj)j 6=i
and that

Dxju
N,i(t,X) =

1

N − 1
DmU(t, xi,m

N
X , xj) (j 6= i).

As DmU is continuous with respect to all its variables, uN,i is C1 with respect to the space
variables in [0, T ]× TNd.

We now show that (uN,i) is “almost” a solution to the Nash system (2.8.1):

Proposition 2.8.3 One has, for any i ∈ {1, . . . , N},

−∂tuN,i −
∑
j

∆xju
N,i +H(xi, Dxiu

N,i)

+
∑
j 6=i

〈Dxju
N,i(t,X), DpH(xj, Dxju

N,j(t,X))〉 = F (xi,m
N,i
X ) + rN,i(t,X)

in (0, T )× TNd

uN,i(T,X) = G(xi,m
N,i
X ) in TNd

(2.8.3)

where rN,i ∈ L∞((0, T )× TdN) with

‖rN,i‖∞ ≤
C

N
.

Proof. As U solves (2.8.2), one has at a point (t, xi,m
N,i
X ):

−∂tU −∆xU +H(xi, DxU)−
∫
Td

divyDmU(t, xi,m
N,i
X , y) dmN,i

X (y)

+

∫
Td
〈DmU(t, xi,m

N,i
X , y), DpH(y,DxU(t, y,mN,i

X ))〉dmN,i
X (y) = F (xi,m

N,i
X )

So uN,i satisfies:

−∂tuN,i −∆xiu
N,i +H(xi, Dxiu

N,i)− 1

N − 1

∑
j 6=i

divyDmU(t, xi,m
N,i
X , yj)

+
1

N − 1

∑
j 6=i

〈Dxju
N,i(t,X), DpH(xj, DxU(t, xj,m

N,i
X ))〉 = F (xi,m

N,i
X )

By the Lipschitz continuity of DxU with respect to m, we have∣∣∣DxU(t, xj,m
N,i
X )−DxU(t, xj,m

N,j
X )
∣∣∣ ≤ Cd1(mN,i

X ,mN,j
X ) ≤ C

N − 1
,
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so that, by Proposition 2.8.2,∣∣∣∣ 1

N − 1
DxU(t, xj,m

N,i
X )−Dxju

N,j(t,X)

∣∣∣∣ ≤ C

N2

and
1

N − 1

∑
j 6=i

〈Dxju
N,i(t,X), DpH(xj, DxU(t, xj,m

N,i
X ))〉

=
∑
j 6=i

〈Dxju
N,i(t,X), DpH(xj, Dxju

N,j(t,X))〉+O(1/N).

On the other hand, ∑
j

∆xju
N,i = ∆xiu

N,i +
∑
j 6=i

∆xju
N,i

where, using Proposition 2.8.2 and Lipschitz continuity of DmU with respect to m,∑
j 6=i

∆xju
N,i =

∫
Td

divyDmU(t, xi,m
N,i
X , y)dmN,i

X (y) +O(1/N) a.e.

Therefore

−∂tuN,i −
∑
j

∆xju
N,i +H(xi, Dxiu

N,i)

+
∑
j 6=i

〈Dxju
N,i(t,X), DpH(xj, Dxju

N,j(t,X))〉+O(1/N) = F (xi,m
N,i
X )

which shows the result.

2.8.3 Convergence

We now consider a classical symmetrical solution (vN,i) of the Nash system:
−∂tvN,i −

∑
j

∆xjv
N,i +H(xi, Dxiv

N,i)

+
∑
j 6=i

〈DpH(xj, Dxjv
N,j), Dxjv

N,i〉 = F (xi,m
N,i
X ) in (0, T )× TNd

vN,i(T, x) = G(xi,m
N,i
X ) in TNd

(2.8.4)

By symmetrical, we mean that, for any X = (xl) ∈ TNd and for any indices j 6= k, if X̃ = (x̃l)
is the N-vector obtained from X by permuting the j and k vectors (i.e., x̃l = xl for l 6= j, k,
x̃j = xk, x̃k = xj), then

vN,i(t, X̃) = vN,i(t,X) if i 6= j, k, while vN,i(t, X̃) = vN,k(t,X) if i = j.

Note in particular that the uN,i are symmetrical.
Our main result says that the vN,i “converges” to U as N → +∞. More precisely:
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Theorem 2.8.4 Let (vN,i) be a symmetrical solution to (2.8.4). Fix N ≥ 1 and i ∈ {1, . . . , N}.
Given (t0, x,m0) ∈ [0, T ]× Td × P1, let us set

vN,i(t0, x,m0) :=

∫
Td
. . .

∫
Td
vN,i(t0, X)

∏
j 6=i

m0(dxj) where X = (x1, . . . , xN).

Then ∥∥vN,i(t0, ·,m0)− U(t0, ·,m0)
∥∥
L1(m0)

≤ CN−1/(d+4).

where C does not depend on t0, m0, i nor N .

The idea of the proof consists in comparing “optimal trajectories” for vN,i and for uN,i.
For this, let us fix t0 ∈ [0, T ), m0 ∈ P2 and let (zi) be an i.i.d family of N random variables
of law m0. We set Z = (zi). Let also (Bi) be a family of N independent B.M. which is also
independent of (zi). We consider the systems of SDEs with variables (X = (xi)i∈{1,...,N}) and
(Y = (yi)i∈{1,...,N}): {

dxi,t = −DpH(xi,t, Dxiu
N,i(t,Xt))dt+

√
2dBi

t

xi,t0 = zi

and {
dyi,t = −DpH(yi,t, Dxiv

N,i(t, Yt))dt+
√

2dBi
t

yi,t0 = zi
(2.8.5)

Note that, since the uN,i are symmetrical, all the (xi) have the same law. The same holds for
the (yi).

Theorem 2.8.5 We have

E

[
sup

t∈[t0,T ]

|yi,t − xi,t|

]
≤ CN−1/2

and

E

[
sup

t∈[t0,T ]

∣∣uN,i(t,Xt)− vN,i(t, Yt)
∣∣+

∫ T

t0

|Dxiv
N,i(t, Yt)−Dxiu

N,i(t,Xt)|dt

]
≤ CN−1/2.

(2.8.6)
where C does not depend on t0, m0 and N .

Proof. [Proof of Theorem 2.8.5.] For simplicity, we work with t0 = 0. Let us introduce
a few notations: for X = (xj)j∈{1,...,N ∈ TNd, z ∈ Td and k ∈ {1, . . . N}, let us denote by

uN,i(t, z,X i) the value of uN,i(t, ·) evaluated at the point X̃ = (x̃j)j∈{1,...,N} obtained from X
by replacing xi by z (i.e, x̃j = xj if j 6= i and x̃i = z).

As (uN,i) satisfies (2.8.3), we have by standard computation

E[uN,i(0, Z)] = E
[∫ T

0

(−H(xi,t, Dxiu
N,i) + 〈DpH(xi,t, Dxiu

N,i), Dxiu
N,i〉

+F (xi,t,m
N,i
Xt

) + rN,i) dt+G(xi,T ,m
N,i
XT

)
] (2.8.7)
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(where uN,i is always evaluated at (t,Xt)). We now compute the variation of vN,i(t, xi,t, Y
i
t ).

Since the individual B.M. driving xi,t and those driving the (yj,·)j 6=i are independent, we have,
using equation (2.8.4) satisfied by v,

dvN,i(t, xi,t, Y
i
t )

= (∂tv
N,i +

∑
j

∆xjv
N,i −

∑
j 6=i

〈Dxjv
N,i, DpH(yj,t, Dxiv

N,i(t, Yt))〉

−〈Dxiv
N,i, DpH(xi,t, Dxiu

N,i(t,Xt))〉
)
dt+

√
2
∑
j

〈Dxjv
N,i, dBj

t 〉

= (H(xi,t, Dxiv
N,i)− 〈Dxiv

N,i, DpH(xi,t, Dxiu
N,i(t,Xt))〉)dt

−F (xi,t,m
N,i
Yt

)dt+
√

2
∑
j

〈Dxjv
N,i, dBj

t 〉

where vN,i is evaluated at (t, xi,t, Y
i
t ). Taking the expectation, integrating in time and using

the terminal condition of vN,i gives:

E
[
vN,i(0, Z)

]
= E

[∫ T

0

(−H(xi,t, Dxiv
N,i) + 〈Dxiv

N,i, DpH(xi,t, Dxiu
N,i(t,Xt))〉

+F (xi,t,m
N,i
Yt

)) dt+G(xi,T ,m
N,i
YT

)
]

So

E[uN,i(0, Z)− vN,i(0, Z)]

= E
[∫ T

0

H(xi,t, Dxiv
N,i)−H(xi,t, Dxiu

N,i)− 〈DpH(xi,t, Dxiu
N,i), Dxiv

N,i −Dxiu
N,i〉

+(F (xi,t,m
N,i
Xt

)− F (xi,t,m
N,i
Yt

)) + rN,i dt+G(xi,T ,m
N,i
XT

)−G(xi,T ,m
N,i
YT

)
]

Let us set, for z ≥ 0,

Ψ(z) =

{
z2 if z ∈ [0, 1]
2z − 1 if z ≥ 1

Note for later use that Ψ is increasing and convex on [0,+∞). By assumption (2.3.14) on H,
we have, for any C0 > 0, for any x ∈ Td and p, q ∈ Rd with min{|p|, |q|} ≤ C0,

H(x, q)−H(x, p)− 〈DpH(x, p), q − p〉 ≥ C−1Ψ(|p− q|)

where C depends only on the constant in (2.3.14) and on C0. Therefore, as ‖Dxiu
N,i‖∞ is

bounded independently of N by a constant C0 and using the estimate ‖rN,i|∞ ≤ CN−1,

E[uN,i(0, Z)− vN,i(0, Z)]

≥ E
[∫ T

0

(1/C)Ψ(|Dxiv
N,i(t, xi,t, Y

i
t )−DuN,i(t,Xt)|)

+(F (xi,t,m
N,i
Xt

)− F (xi,t,m
N,i
Yt

)) dt+G(xi,T ,m
N,i
XT

)−G(xi,T ,m
N,i
YT

)
]
− CN−1

Computing in the same way the variation of the terms −uN,i(t, yi,t, X i
t) + vN,i(t, Yt), we get

E[−uN,i(0, Z) + vN,i(0, Z)]

≥ E
[∫ T

0

(1/C)Ψ(|Dxiv
N,i(t, Yt)−Dxiu

N,i(t, yi,t, X
i
t)|)

+(F (yi,t,m
N,i
Yt

)− F (yi,t,m
N,i
Xt

)) dt+G(yi,T ,m
N,i
YT

)−G(yi,T ,m
N,i
XT

)
]
− CN−1
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Therefore

CN−1 ≥ E
[∫ T

0

(1/C)Ψ(|Dxiv
N,i(t, xi,t, Y

i
t )−Dxiu

N,i(t,Xt)|)dt
]

+E
[∫ T

0

(1/C)Ψ(|Dxiv
N,i(t, Yt)−Dxiu

N,i(t, yi,t, X
i
t)|)dt

]
+E

[∫ T

0

F (xi,t,m
N,i
Xt

)− F (xi,t,m
N,i
Yt

)− F (yi,t,m
N,i
Xt

) + F (yi,t,m
N,i
Yt

))dt

]
+E

[
G(xi,T ,m

N,i
XT

)−G(xi,T ,m
N,i
YT

)−G(yi,T ,m
N,i
XT

) +G(yi,T ,m
N,i
YT

)
]
.

Let us set mN
X = 1

N

∑
j δxj . We note that d1(mN,i

X ,mN
X) ≤ CN−1. Hence

CN−1 ≥ E
[∫ T

0

(1/C)Ψ(|Dxiv
N,i(t, xi,t, Y

i
t )−Dxiu

N,i(t,Xt)|)dt
]

+E
[∫ T

0

(1/C)Ψ(|Dxiv
N,i(t, Yt)−Dxiu

N,i(t, yi,t, X
i
t)|)dt

]
+E

[∫ T

0

F (xi,t,m
N
Xt)− F (xi,t,m

N
Yt)− F (yi,t,m

N
Xt) + F (yi,t,m

N
Yt))dt

]
+E

[
G(xi,T ,m

N
XT

)−G(xi,T ,m
N
YT

)−G(yi,T ,m
N
XT

) +G(yi,T ,m
N
YT

)
]
.

We now sum these expressions over i. Since∑
i

G(xi,T ,m
N
XT

)−G(xi,T ,m
N
YT

)−G(yi,T ,m
N
XT

) +G(yi,T ,m
N
YT

)

= N

∫
Td

(G(x,mN
XT

)−G(x,mN
YT

))d(mN
XT
−mN

YT
)) ≥ 0,

and the same holds for the terms involving F , we obtain:

C ≥
∑
i

E
[∫ T

0

Ψ(|Dxiv
N,i(t, xi,t, Y

i
t )−Dxiu

N,i(t,Xt)|)dt
]

+
∑
i

E
[∫ T

0

Ψ(|Dxiv
N,i(t, Yt)−Dxiu

N,i(t, yi,t, X
i
t)|)dt

]
By symmetry of the (uN,i) and of the (vN,i), the random variables

Dxiv
N,i(t, xi,t, Y

i
t )−Dxiu

N,i(t,Xt)

have the same law for any i. We have therefore

E
[∫ T

0

Ψ(|Dxiv
N,i(t, xi,t, Y

i
t )−Dxiu

N,i(t,Xt)|)dt
]
≤ CN−1 ∀i ∈ {1, . . . , N}

and, in the same way

E
[∫ T

0

Ψ(|Dxiv
N,i(t, Yt)−Dxiu

N,i(t, yi,t, X
i
t)|)dt

]
≤ CN−1 ∀i ∈ {1, . . . , N}. (2.8.8)
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We are now ready to estimate the difference xi,t − yi,t. In view of the equation satisfied
by xi and by yi, we have

|xi,t − yi,t| ≤
∫ t

0

| −DpH(xi,s, Dxiu
N,i(s,Xs)) +DpH(yi,s, Dxiu

N,i(s, yi,s, X
i
s))| ds

+

∫ t

0

| −DpH(yi,s, Dxiu
N,i(s, yi,s, X

i
s)) +DpH(yi,s, Dxiv

N,i(s, Ys)) ds

≤ C

∫ t

0

|xi,s − yi,s| ds+ C

∫ T

0

|Dxiu
N,i(s, yi,s, X

i
s)−Dxiv

N,i(s, Ys)| ds

where we have used the uniform Lipschitz bound of Dxiu
N,i in the variable xi. Note that by

convexity of Ψ and (2.8.8),

E
[∫ T

0

|Dxiu
N,i(s, yi,s, X

i
s)−Dxiv

N,i(s, Ys)| ds
]

≤ Ψ−1
(
E
[∫ T

0
Ψ(|Dxiu

N,i(s, yi,s, X
i
s)−Dxiv

N,i(s, Ys)|) ds
])
≤ Ψ−1(CN−1) ≤ CN−1/2.

So, by Gronwall inequality, we obtain

E

[
sup
t∈[0,T ]

|xi,t − yi,t|

]
≤ CN−1/2 ∀i ∈ {1, . . . , N}. (2.8.9)

We now estimate the difference between uN,i and vN,i: recall first that, for any t ∈ [0, T ],

uN,i(t,Xt) = EZ,t
[∫ T

t

(−H(xi,s, Dxiu
N,i) + 〈DpH(xi,s, Dxiu

N,i), Dxiu
N,i〉

+F (xi,s,m
N,i
Xs

) + rN,i) + rN,i ds+G(xi,T ,m
N,i
XT

)
]

where EZ,t = E [· | Z, Ft]. The symmetrical expression holds for vN,i(t, Yt). Hence

E
[
supt∈[0,T ]

∣∣uN,i(t,Xt)− vN,i(t, Yt)
∣∣]

≤ E
[∫ T

0

C
[
|xi,t − yi,t|+ |Dxiv

N,i(t, Yt)−Dxiu
N,i(t,Xt)|

]
+|F (xi,t,m

N,i
Xt

)− F (yi,t,m
N,i
Yt

)| dt+ |G(xi,T ,m
N,i
XT

)−G(yi,t,m
N,i
Yt

)|
]

+ CN−1

We estimate the various terms in the above inequality. The difference |xi,t − yi,t| is bounded
by (2.8.9). The second expression can be treated as above:

E
[∫ T

0

|Dxiv
N,i(t, Yt)−Dxiu

N,i(t,Xt)|
]

≤ E
[∫ T

0

|Dxiv
N,i(t, Yt)−Dxiu

N,i(t, xi,t, Y
i
t )|+ |Dxiv

N,i(t, xi,t, Y
i
t )−Dxiu

N,i(t,Xt)|
]

≤ CN−1/2
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where the last inequality is given by (2.8.8). In particular this proves the second half of

inequality (2.8.6). Let us proceed with the first half. As d1(mN,i
X ,mN,i

Y ) ≤ 1

N − 1

∑
j 6=i

|xj−yj|,

we get, by the Lipschitz continuity of F and G,

E
[∫ T

0

|F (xi,t,m
N,i
Xt

)− F (yi,t,m
N,i
Yt

)| dt+ |G(xi,T ,m
N,i
XT

)−G(yi,t,m
N,i
Yt

)|
]

≤ CE

[
sup
t∈[0,T ]

(
|xi,t − yi,t|+N−1

∑
j 6=i

|xj,t − yj,t|

)]
≤ CN−1/2.

Putting the above estimates together:

E

[
sup
t∈[0,T ]

∣∣uN,i(t,Xt)− vN,i(t, Yt)
∣∣] ≤ CN−1/2.

Proof. [Proof of Theorem 2.8.4.] From the Lipschitz continuity of U and Horowitz and
Karandikar Lemma (Lemma 2.3.8), we have, for any xi ∈ Td,∫

Td(N−1)

|uN,i(t,X)− U(t, xi,m0)|
∏
j 6=i

m0(dxj)

=

∫
Td(N−1)

|U(t, xi,m
N,i
X )− U(t, xi,m0)|

∏
j 6=i

m0(dxj)

≤ C

∫
Td(N−1)

d1(mN,i
X ,m0)

∏
j 6=i

m0(dxj) ≤ CN−1/(d+4).

Combining Theorem 2.8.5 with the above inequality, we obtain therefore∫
Td

∣∣∣∣∣
∫
Td(N−1)

vN,i(t, (xj))
∏
j 6=i

m0(dxj)− U(t, xi,m0)

∣∣∣∣∣ dm0(xi)

≤ E
[
|vN,i(t, Z)− uN,i(t, Z)|

]
+

∫
TdN
|uN,i(t,X)− U(t, xi,m0)|

∏
j

m0(dxj)

≤ CN−1/2 + CN−1/(d+4) ≤ CN−1/(d+4).

2.8.4 Comment

The convergence of the Nash system as the number of players tends to infinity was known in
only two cases: for ergodic mean field games (Larsy-Lions [245]), because in this case the Nash
equilibrium system reduces to a coupled system of N equations in Td (instead of N equations
in TNd as (??)); or in short time (Lions [248]), where the estimates on the derivatives of the
vN,i propagate from the initial condition. The result presented here is a simplified version of
[?].
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Histoire de l’académie royale des sciences et belles lettres de Berlin, 3 (1747), 214–219

[46] R. Dautray and J.-L. Lions, Mathematical Analysis and Numerical Methods for Science
and Technology, Vol. 3: Spectral Theory and Applications, Springer, 2000.

169



[47] M. del Pino, M. Kowalczyk, and J. Wei, On a conjecture by De Giorgi in dimensions 9
and higher. Symmetry for elliptic PDEs, 115–137, Contemp. Math., 528, Amer. Math.
Soc., Providence, RI, 2010.

[48] M. Dabkowski, A. Kiselev, L. Silvestre and V. Vicol, Global well-posedness of slightly
supercritical active scalar equations, Anal. PDE 7 (2014), no. 1, 43–72

[49] S. Denisov, Infinite superlinear growth of the gradient for the two-dimensional Euler
equation, Discrete Contin. Dyn. Syst. A, 23 (2009), 755–764

[50] S. Denisov, Double-exponential growth of the vorticity gradient for the two-dimensional
Euler equation, Proc. Amer. Math. Soc. 143 (2015), no. 3, 1199–1210

[51] S. Denisov, The sharp corner formation in 2D Euler dynamics of patches: infinite double
exponential rate of merging, Arch. Ration. Mech. Anal. 215 (2015), no. 2, 675–705

[52] C.R. Doering and J.D. Gibbon, Applied Analysis of the Navier-Stokes Equations, Cam-
bridge Texts in Applied Mathematics (Book 12), Cambridge University Press, 1995

[53] H. Dong and D. Du, Global well-posedness and a decay estimate for the critical quasi-
geostrophic equation, Discrete Contin. Dyn. Syst., 21 (2008) no. 4, 1095–1101

[54] H. Dong, D. Du and D. Li, Finite time singularities and global well-posedness for fractal
Burgers’ equation, Indiana Univ. Math. J., 58 (2009), 807-
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