Math 52H Homework 1 Solutions

January 19, 2012

1. To verify that (-, ) is an inner product we check the axioms. First, (X,Y) = Tr(XY) =
Tr(YX)=(Y,X). Also (aX+Y,Z) =Tr((aX +Y)Z) =aTr(XZ2)+ Tr(YZ) = (X, Z) +
(Y, Z). Finally, for X symmetric, recall that the trace is invariant under change of basis.
Because X is symmetric, X is diagonalizable over R with real eigenvalues \; and 5. Thus
(X, X) =Tr(X?) = A\2+)3 > 0. Equality holds if and only if \; = Ay = 0 which is equivalent
to X = 0.

Let Ay = ((9), A2 = (%)), and A3 = (3?). It is easy to check that A;A; has zeros on
the diagonal unless i = j. Moreover Tr(A?) = 1 if i = 1,3 and Tr(A2%) = 2. Thus the matrix

J-
for the biliear form is ( é (é %)

2. Pick the standard basis {ei,...,e,} for V.= R". The basis of V* is then given by the
coordinate functions x1, ..., z,. The columns of the matrix of D are then given by expanding
De; in the basis z1,...,2,. We have as a function of z, De;(z) = (e;, z). Expanded in the
basis for V, ¢; = (0,...,1,...,0), with the 1 appearing in the 7 place, and in the basis for
V* x=(xy,...,2,). Then

De;(z) = (ej,x) =1 -1 x;.
So the i-th column of the matrix of D with respect to these bases is 0 everywhere, except
for an ¢ in the ¢-th place. Hence the matrix is

10 0
02 ... 0
. ) 0

n

3. Let {ey,...,e,} be the usual basis for R", dual to 1, ..., z,. We have

Fog= Y f@gle i i)ty @y, @ 31, @ T4,

1<iy,i2,i3,14<n



[Proof: Let
H = Z f ® g(ein €igs Cizs ei4)xi1 ® Liy ® Lig ® Ly -

1<i1,i2,i3,84<n

Then H(ej,, €j,,€j5,€5,) = [ @g(ej,, €jy, €45, €j,). Equality at general vy, vo, v3,v4 then follows
by multilinearity of both H and f ® ¢.]

But
f @ g, €y €isy€iy) = [€i),€i,)G(€isy €1)) = iy inbisiy
SO
fog= Z QiyigDigiy Tiy @ Tiy ® Tig @ Ty

1<iy,i2,i3,14<n

4. (Assume 8 # 0.) Let o = ajwe A w3 + asx3 A x1 + azxy A xo and § = byxy + boxs + byws.
Then oo A B = (a1by + agbs + azbs)xy A x9 A 3 SO

aNpf=0 < (ab)y=0,

where we consider a,b as elements of R3, and ( , ) is the standard dot product. This is to
say that a and b are orthogonal vectors in R3, so we can use the standard cross product to
construct a ¢ so that a = b x ¢ for some ¢ € R3. Calling ¢ = (cy, ¢9, ¢3), and writing out the
formulae for the cross product, we have

a; = bycg — b3cy, ag = bzcy — bics, az = bicy — bacy
which says exactly that if v := ¢y + coxs + c3x3 then

a = (blIl + bQZ‘Q + b3l‘3) A (clxl + Coo + Cgl’g) = 6 A\ Y-

n—1 n—1
5. Wehave 0 = > " 2, @ xip1 — Dy Tir1 @ X; SO

n—1 n—1
0(A,B)=> ABi1— > AinbB
=1 =1

n—1 n—1
~ ~ 2 if n even
_ 1)+l 1)t
- Z—1( 1) Z( )= { 0 if nodd -

=1

6. a. First think about what w is: if a;, 8 € R?", then w is the function of two vector inputs
given by

n

w(a, B) = Z%(O‘)yi(ﬁ) — yi(a)z;(B).

i=1



Now, note that (La)* : A?((R*)*) — A?((R™)*), so that for any two v = (vy,...,v,) and
w = (wy,...,w,) € R"

(La)*w(v,w) = w(Lav, Law) = w((v, Av), (w, Aw))

= > ail(v, A0))yi((w, Aw)) = yi((v, Av))zs((w, Aw))

i=1
n n n

= E V; E a,-jwj — W; E aijvj.
i=1 j=1 7=1

Basically, this says that if we call the bilinear form associated to A by fa(v,w), then
(La)*w(v,w) = fa(v,w) — fa(w,v). This is 0 iff fa(v,w) = fa(w,v) for all v,w, i.e. iff
A is a symmetric matrix.

b. Call the standard basis for V by {ey,...,e,, fi1,..., fn} and the dual basis for V* by
{z1,...,20,y1,...,Yn} as in part a. The first n columns of the matrix of C, are given by
expanding C,(ex) in the basis x1, ..., y,, and the second n columns are given by expanding
Co(fr). If Z = (z1,...,29,) is an arbitrary element of V', we have

Coler)(Z) = wlew, Z) = Z%(%)%(Z) —viler)ri(2) = ye(2) = Znh-
Meanwhile,
Colfi)(2) = w(fi, Z) = le(fk)yz<z) = ¥i(fo)7i(2) = —a2x(Z) = — 2.

So Cy(ex) € V* is the linear function that returns the n+ k-th coordinate of Z, i.e. expanded
in the dual basis, C,(ex) = (0,...,0,1,0,...,0), with the 1 appearing in the n + k-th place.
Likewise, C,(fx) = (0,...,0,—1,0,...,0), with a —1 in the k-th place. Thus, the 2n x 2n
matrix for C, is (& B), where each of A, B,C, D represents the n x n block given by A =
0,B=—-I1,C=1Tand D =0.

c. The determinant is the only skew-symmetric 2n-form on R?" up to scaling. So this
motivates us to take the n-fold wedge product of w with itself. We compute that it is given
by

(W' =wA..Aw=nl(z1 Ay1) A (T2 Ay2) A oo A (T A Yn)-
n times

Lemma:
F*<OJAn) — (F*w)/\n.



Proof. This follows by repeatedly applying (i.e. with induction) the identity
F*(w1 N LUQ) = (F*wl) N (F*LUQ)
valid for any w; € A¥(V*), wy € AY(V*). To prove the identity, write

F*(wl /\CdQ)(Ul, coey Uky Ukt 1 ...,Uk+l)
= wy Awe(Foy, ..., Fog, Fugg, ..., Fupy)

= Z (—l)inv(il""’ik+l)wl(Fvil7 ...,FUik)WQ(FUZ‘k+17 “'7Fvik+l)
11 <o <Oyl 1 <o TR
= Z (—1)inv(il""’ik+Z)F*wl(UZ’I, ...,Uik)F*WQ(’UZ’k_‘_l, ""Uik+l>

i1<...<ik,ik+1<...<ik+l

= (F*wl) VAN (F*WQ)(’Ul, ey Uky Ukt 1y -evy Uk—i—l)-

So the lemma and the assumption F*w = w give us that
PIF* (1 Ayn) A e A Ayn)) =0l (@ Ayr) Ao A (T A Yn).

On the other hand, since the space of skew-symmetric 2n forms on R?" is 1-dimensional, we
must have
F*((z1 Ay) Ao A Ayn)) = (1 Aya) Ao A (2 A yn)

for some constant ¢. We can compute ¢ by evaluating on the standard basis {eq, ..., ea,},

c = F*((xi Ayp) Ao A Ayn)) (€1, ..y €25)
= (@1 Ay) Ao Az Ayn))(Feq, ..., Feay)

| |
= det F61 Fegn

| |
= det F.

Thus we are forced to have det F' = 1. Note: The third equality above can be checked by
induction starting with the case of a 2 x 2 determinant.



