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Chapter 1

Linear and multilinear functions

1.1 Dual space

Let V be a finite-dimensional real vector space. The set of all linear functions on V will be denoted

by V ∗.

Proposition 1.1. V ∗ is a vector space of the same dimension as V .

Proof. One can add linear functions and multiply them by real numbers:

(l1 + l2)(x) = l1(x) + l2(x)

(λl)(x) = λl(x) for l, l1, l2 ∈ V ∗, x ∈ V, λ ∈ R

It is straightforward to check that all axioms of a vector space are satisfied for V ∗. Let us now

check that dimV = dimV ∗.

Choose a basis v1 . . . vn of V . For any x ∈ V let


x1

...

xn

 be its coordinates in the basis v1 . . . vn.

Notice that each coordinate x1, . . . , xn can be viewed as a linear function on V . Indeed,

1) the coordinates of the sum of two vectors are equal to the sum of the corresponding coordinates;
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2) when a vector is multiplied by a number, its coordinates are being multiplied by the same

number.

Thus x1, . . . , xn are vectors from the space V ∗. Let us show now that they form a basis of V ∗.

Indeed, any linear function l ∈ V ∗ can be written in the form l(x) = a1x1 + . . .+anxn which means

that l is a linear combination of x1 . . . xn with coefficients a1, . . . , an. Thus x1, . . . , xn generate V ∗.

On the other hand, if a1x+ . . .+anxn is the 0-function, then all the coefficients must be equal to 0;

i.e. functions x1, . . . , xn are linearly independent. Hence x1, . . . , xn form a basis of V and therefore

dimV ∗ = n = dimV. �

The space V ∗ is called dual to V and the basis x1, . . . , xn dual to v1 . . . vn.1

Exercise 1.2. Prove the converse: given any basis l1, . . . , ln of V ∗ we can construct a dual basis

w1, . . . , wn of V so that the functions l1, . . . , ln serve as coordinate functions for this basis.

Recall that vector spaces of the same dimension are isomorphic. For instance, if we fix bases in

both spaces, we can map vectors of the first basis into the corresponding vectors of the second basis,

and extend this map by linearity to an isomorphism between the spaces. In particular, sending a

basis S = {v1, . . . , vn} of a space V into the dual basis x1, . . . , xn of the dual space V ∗ we can

establish an isomorphism iS : V → V ∗. However, this isomorphism is not canonical, i.e. it depends

on the choice of the basis v1, . . . , vn.

If V is a Euclidean space, i.e. a space with a scalar product 〈x, y〉, then this allows us to define

another isomorphism V → V ∗, different from the one described above. This isomorphism associates

with a vector v ∈ V a linear function lv(x) = 〈v, x〉. We will denote the corresponding map V → V ∗

by D. Thus we have D(v) = lv for any vector v ∈ V .

Exercise 1.3. Prove that D : V → V ∗ is an isomorphism. Show that D = iS for any orthonormal

basis S.

The isomorphism D is independent of a choice of an orthonormal basis, but is still not completely

canonical: it depends on a choice of a scalar product. However, when talking about Euclidean spaces,

this isomorphism is canonical.

1It is sometimes customary to denote dual bases in V and V ∗ by the same letters but using lower indices for V

and upper indices for V ∗, e.g. v1, . . . , vn and v1, . . . , vn. However, in these notes we do not follow this convention.
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Remark 1.4. The definition of the dual space V ∗ also works in the infinite-dimensional case.

Exercise 1.5. Show that both maps iS and D are injective in the infinite case as well. However,

neither one is surjective if V is infinite-dimensional.

1.2 Canonical isomorphism between (V ∗)∗ and V

The space (V ∗)∗, dual to the dual space V , is canonically isomorphic in the finite-dimensional case

to V . The word canonically means that the isomorphism is “god-given”, i.e. it is independent of

any additional choices.

When we write f(x) we usually mean that the function f is fixed but the argument x can vary.

However, we can also take the opposite point of view, that x is fixed but f can vary. Hence, we can

view the point x as a function on the vector space of functions.

If x ∈ V and f ∈ V ∗ then the above argument allows us to consider vectors of the space V as

linear functions on the dual space V ∗. Thus we can define a map I : V → V ∗∗ by the formula

x 7→ I(x) ∈ (V ∗)∗, where I(x)(l) = l(x) for any l ∈ V ∗ .

Exercise 1.6. Prove that if V is finite-dimensional then I is an isomorphism. What can go wrong

in the infinite-dimensional case?

1.3 The map A∗

Given a map A : V → W one can define a dual map A∗ : W ∗ → V ∗ as follows. For any linear

function l ∈ W ∗ we define the function A∗(l) ∈ V ∗ by the formula A∗(l)(x) = l(A(x)), x ∈ V . In

other words, A∗(l) = l ◦ A.2

2 In fact, the above formula makes sense in much more general situation. Given any map Φ : X → Y between two

sets X and Y the formula Φ∗(h) = h ◦Φ defines a map Φ∗ : F (Y )→ F (X) between the spaces of functions on Y and

X. Notice that this map goes in the direction opposite to the direction of the map Φ.
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Given bases Bv = {v1, . . . , vn} and Bw = {w1, . . . , wk} in the vector spaces V and W one can

associate with the map A a matrix A = MBvBw(A). Its columns are coordinates of the vectors

A(vj), j = 1, . . . , n, in the basis Bw. Dual spaces V ∗ and W ∗ have dual bases X = {x1, . . . xn}

and Y = {y1, . . . , yk} which consist of coordinate functions corresponding to the basis Bv and Bw.

Let us denote by A∗ the matrix of the dual map A∗ with respect to the bases Y and X, i. e.

A∗ = MY X(A∗).

Proposition 1.7. The matrices A and A∗ are transpose to each other, i.e. A∗ = AT .

Proof. By the definition of the matrix of a linear map we should take vectors of the basis Y =

{y1, . . . , yk}, apply to them the map A∗, expand the images in the basis X = {x1, . . . xn} and write

the components of these vectors as columns of the matrix A∗. Set ỹi = A∗(yi), i = 1, . . . , k. For

any vector u =
n∑
j=i

ujvj ∈ V, we have ỹi(u) = yi(A(u)). The coordinates of the vector A(u) in the

basis w1, . . . , wk may be obtained by multiplying the matrix A by the column


u1

...

un

. Hence,

ỹi(u) = yi(A(u)) =
n∑
j=1

aijuj .

But we also have
n∑
j=1

aijxj(u) =
n∑
j=1

aijuj .

Hence, the linear function ỹi ∈ V ∗ has an expansion
n∑
j=1

aijxj in the basis X = {x1, . . . xn} of the

space V ∗. Hence the i-th column of the matrix A∗ equals


ai1
...

ain

, so that the whole matrix A∗

has the form

A∗ =


a11 · · · ak1

· · · . . . · · ·

a1n · · · akn

 = AT .

�
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Exercise 1.8. Given a linear map A : V →W with a matrix A, find A∗(yi).

Answer. The map A∗ sends the coordinate function yi on W to the function
n∑
j=1

aijxj on V , i.e. to

its expression in coordinates xi.

Proposition 1.9. Consider linear maps

U
A→V

B→W .

Then (B ◦ A)∗ = A∗ ◦ B∗.

Proof. For any linear function l ∈W ∗ we have

(B ◦ A)∗(l)(x) = l(B(A(x)) = A∗(B∗(l))(x)

for any x ∈ U . �

Exercise 1.10. Suppose that V is a Euclidean space and A is a linear map V → V . Prove that

for any two vectors X,Y ∈ V we have

〈A(X), Y 〉 = 〈X,D−1 ◦ A∗ ◦ D(Y )〉. (1.3.1)

Solution. By definition of the operator D we have

〈X,D−1(Z)〉 = Z(X)

for any vector Z ∈ V ∗. Applying this to Z = A∗ ◦D(Y ) we see that the right-hand send of (1.3.1) is

equal to to A∗ ◦D(Y )(X). On the other hand, the left-hand side can be rewritten as D(Y )(A(X)).

But A∗ ◦ D(Y )(X) = D(Y )(A(X)). �

Let us recall that if V is an Euclidean space, then operator B : V → V is called adjoint to

A : V → V if for any two vectors X,Y ∈ V one has

〈A(X), Y 〉 = 〈X,B(Y )〉.

The adjoint operator always exist and unique. It is denoted by A?. Clearly, (A?)? = A. In any

orthonormal basis the matrices of an operator and its adjoint are transpose to each other. An
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operator A : V → V is called self-adjoint if A? = A, or equivalently, if for any two vectors

X,Y ∈ V one has

〈A(X), Y 〉 = 〈X,A(Y )〉.

The statement of Exercise 1.10 can be otherwise expressed by saying that the adjoint operator

A? is equal to D−1 ◦ A∗ ◦ D : V → V . In particular, an operator A : V → V is self-adjoint if and

only if A∗ ◦ D = D ◦ A.

Remark 1.11. As it follows from Proposition 1.7 and Exercise 1.10 the matrix of a self-adjoint

operator in any orthonormal basis is symmetric. This is not true in an arbitrrary basis.

1.4 Multilinear functions

A function l(X1, X2, . . . , Xk) of k vector arguments X1, . . . , Xk ∈ V is called k-linear (or multi-

linear) if it is linear with respect to each argument when all other arguments are fixed. We say

bilinear instead of 2-linear. Multilinear functions are also called tensors. Sometimes, one may also

say a “k-linear form”, or simply k-form instead of a “k-linear functions”. However, we will reserve

the term k-form for a skew-symmetric tensors which will be defined in Section 2.3 below.

If one fixes a basis v1 . . . vn in the space V then with each bilinear function f(X,Y ) one can

associate a square n× n matrix as follows. Set aij = f(vi, vj). Then A = (aij)i,j=1,...,n is called the

matrix of the function f in the basis v1, . . . , vn. For any 2 vectors

X =
n∑
1

xivi, Y =
n∑
1

yjvj

we have

f(X,Y ) = f

 n∑
i=1

xivi,
n∑
j=1

yjvj

 =
n∑

i,j=1

xiyjf(vi, vj) =
n∑

i,j=1

aijxiyj = XTAY .

Exercise 1.12. How does the matrix of a bilinear function depend on the choice of a basis?

Answer. The matrices A and Ã of the bilinear form f(x, y) in the bases v1, . . . , vn and ṽ1, . . . , ṽn

are related by the formula Ã = CTAC, where C is the matrix of transition from the basis v1 . . . vn
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to the basis ṽ1 . . . ṽn, i.e the matrix whose columns are the coordinates of the basis ṽ1 . . . ṽn in the

basis v1 . . . vn.

Similarly, with a k-linear function f(X1, . . . , Xk) on V and a basis v1, . . . , vn one can associate

a “k-dimensional” matrix

A = {ai1i2...ik ; 1 ≤ i1, . . . , ik ≤ n},

where

ai1i2...ik = f(vi1 , . . . , vik) .

If Xi =
n∑
j=1

xijvj , i = 1, . . . , k , then

f(X1, . . . , Xk) =

n∑
i1,i2,...ik=1

ai1i2...ikx1i1x2i2 . . . xkik ,

see Proposition 2.1 below.

1.5 Quotient space

Let V be a vector space and L ⊂ V be its linear subspace. Given a vector a ∈ V let us denote byLa

the affine subspace a + L = {a + x; x ∈ L}. Note that two affine subspaces La and Lb, a, b ∈ V

concide if a − b ∈ L and are disjoint if a − b /∈ L. Consider the set, denoted by V/L of all affine

subspaces parallel to L. The set can be made into a vector space by defining the operations by the

formulas

La + Lb := La+b, λLa := Lλa; a, b ∈ V, λ ∈ R

If a′ and b′ are other vectors in V such that a′ − a, b′ − b ∈ L then (a′ + b′) − (a + b) ∈ L and

λa′ − λa ∈ L, and hence La′+b′ = La+b, Lλa′ =  Lλa.

The vector space V/L is called the quotient space of V by L.

In other words, we can say that V/L is obtained from V by identifying vectors which differ by

a vector in L. The operations in V then naturally descend to the opertions on the quotient space.

If N ⊂ V be any linear subspace such that dimL + dimN = dimV and L ∩ N = 0 then the

map N → V/L given by the formula x ∈ N 7→ Lx ∈ V/L is an isomorphism (why?). In particular,

dim(V/L) = dimV − dimL = codimV L.
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If V is a Euclidean space then we can choose as N the orthogonal complement L⊥ of L in V ,

and thus L/V is isomorphic to L⊥. The advantage of the quotient construction that it is canonical

while L⊥ depends on a choice of the Euclidean structure (scalar product).

1.6 Symmetric bilinear functions and quadratic forms

A function Q : V → R on a vector space V is called quadratic if there exists a bilinear function

f(X,Y ) such that

Q(X) = f(X,X), X ∈ V. (1.6.1)

One also uses the term quadratic form. The bilinear function f(X,Y ) is not uniquely determined

by the equation (1.6.1). For instance, all the bilinear functions x1y2, x2y1 and 1
2(x1y2 + x2y1) on

R2 define the same quadratic form x1x2.

On the other hand, there is a 1-1 corerspondence between quadratic form and symmetric bilinear

functions. A bilinear function f(X,Y ) is called symmetric if f(X,Y ) = f(Y,X) for all X,Y ∈ V .

Lemma 1.13. Given a quadratic form Q : V → R there exists a unique symmetric bilinear form

f(X,Y ) such that Q(X) = f(X,X), X ∈ V .

Proof. If Q(X) = f(X,X) for a symmetric f then

Q(X + Y ) = f(X + Y,X + Y ) = f(X,X) + f(X,Y ) + f(Y,X) + f(Y, Y )

= Q(X) + 2f(X,Y ) +Q(Y ),

and hence

f(X,Y ) =
1

2

(
Q(X + Y )−Q(X)−Q(Y )

)
. (1.6.2)

I leave it as an exercise to check that the formula (1.6.2) always defines a symmetric bilinear

function. �

Let S = {v1, . . . , vn} is a basis of V . The matrix A = (aij) of a symmetric bilinear form f(X,Y )

in the basis S is called also the matrix of the corresponding quadratic form Q(X) = f(X,X). This

matrix is symmetric, and

Q(X) =
∑
ij

aijxixj = a11x
2
1 + · · ·+ annx

2
n + 2

∑
i<j

aijxixj .
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Thus the matrix A is diagonal if and only if the quadratic form Q is the sum of squares (with

coefficients). Let us recall that if one changes the basis S to a basis S̃ = {ṽ1, . . . , ṽn} then the

matrix of a bilinear form f changes to C̃ = CTAC.

Exercise 1.14. (Sylvester’s inertia law) Prove that there is always exists a basis S̃ = {ṽ1, . . . , ṽn}

in which a quadratic form Q is reduced to a sum of squares. The number of positive, negative and

zero coefficients with the squares is independent of the choice of the basis.

Thus, in some coordinate system a quadratic form can always be written as

−
k∑
1

x2
i +

k+l∑
k+1

x2
j , k + l ≤ n.

The number k of negative squares is called the negative index or simply the index of the quadratic

form Q, the total number of k + l of non-zero squares is called the rank of the form. It coincides

with the rank of the matrix of the form in any basis. A bilinear (and quadratic) form is called

non-degenerate if its rank is maximal possible, i.e. equal to n. For a non-degenerate quadratic for

Q the difference l− k between the number of positive and negative squares is called the signature.

A quadratic form Q is called positive definite if Q(X) ≥ 0 and if Q(X) = 0 then X = 0.

Equivalently, one can say that a form is positive definite if it is non-degenerate and its negative

index is equal to 0.
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Chapter 2

Tensor and exterior products

2.1 Tensor product

Given a k-linear function φ and a l-linear function ψ, one can form a (k+ l)-linear function, which

will be denoted by φ⊗ ψ and called the tensor product of the functions φ and ψ. By definition

φ⊗ ψ(X1, . . . , Xk, Xk+1, . . . , Xk+l) := φ(X1, . . . , Xk) · ψ(Xk+1, . . . , Xk+l).

For instance, the tensor product two linear functions l1 and l2 is a bilinear function l1 ⊗ l2 defined

by the formula

l1 ⊗ l2(U, V ) = l1(U)l2(V ).

Let v1 . . . vn be a basis in V and x1, . . . , xn a dual basis in V ∗, i.e. x1, . . . , xn are coordinates of a

vector with respect to the basis v1, . . . , vn.

The tensor product xi ⊗ xj is a bilinear function xi ⊗ xj(Y,Z) = yizj . Thus a bilinear function

f with a matrix A can be written as a linear combination of the functions xi ⊗ xj as follows:

f =

n∑
i,j=1

aij xi ⊗ xj ,

where aij is the matrix of the form f in the basis v1 . . . vn. Similarly any k-linear function f with

a “k-dimensional” matrix A = {ai1i2...ik} can be written (see 2.1 below) as a linear combination of

functions

xi1 ⊗ xi2 ⊗ · · · ⊗ xik , 1 ≤ i1, i2, . . . , ik ≤ n .
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Namely, we have

f =
n∑

i1,i2,...ik=1

ai1i2...ikxi1 ⊗ xi2 ⊗ · · · ⊗ xik .

2.2 Spaces of multilinear functions

All k-linear functions, or k-tensors, on a given n-dimensional vector space V themselves form a

vector space, which will be denoted by V ∗⊗k. The space V ∗⊗1 is, of course, just the dual space V ∗.

Proposition 2.1. Let v1, . . . vn be a basis of V , and x1, . . . , xk be the dual basis of V ∗ formed

by coordinate functions with respect to the basis V . Then nk k-linear functions xi1 ⊗ · · · ⊗ xik ,

1 ≤ i1, . . . , ik ≤ n, form a basis of the space V ∗⊗k.

Proof. Take a k-linear function F from V ∗⊗k and evaluate it on vectors vi1 , . . . , vik :

F (vi1 , . . . , vik) = ai1...ik .

We claim that we have

F =
∑

1≤i1,...,ik≤n
ai1...ikxi1 ⊗ · · · ⊗ xik .

Indeed, the functions on the both sides of this equality being evaluated on any set of k basic vectors

vi1 , . . . , vik , give the same value ai1...ik . The same argument shows that if
∑

1≤i1,...,ik≤n
ai1...ikxi1 ⊗

· · · ⊗ xik = 0 , then all coefficients ai1...ik should be equal to 0. Hence the functions xi1 ⊗ · · · ⊗ xik ,

1 ≤ i1, . . . , ik ≤ n, are linearly independent, and therefore form a basis of the space V ∗⊗k �

Similar to the case of spaces of linear functions, a linear map A : V →W induces a linear map

A∗ : W ∗⊗k → V ∗⊗k, which sends a k-linear function F ∈W ∗⊗k to a k-linear functionA∗(F ) ∈ V ∗⊗k,

defined by the formula

A∗(F )(X1, . . . , Xk) = F (A(X1), . . . ,A(Xk)) for any vectors X1, . . . Xk ∈ V .

Exercise 2.2. Suppose V is provided with a basis v1, . . . , vn and xi1⊗· · ·⊗xik , 1 ≤ i1, . . . , ik ≤ n, is

the corresponding basis of the space V ∗⊗k. Suppose that the map A : V → V has a matrix A = (aij)

in the basis v1, . . . , vn. Find the matrix of the map A∗ : V ∗⊗k → V ∗⊗k in the basis xi1 ⊗ · · · ⊗ xik .
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2.3 Symmetric and skew-symmetric tensors

A multilinear function (tensor) is called symmetric if it remains unchanged under the transposition

of any two of its arguments:

f(X1, . . . , Xi, . . . , Xj , . . . , Xk) = f(X1, . . . , Xj , . . . , Xi, . . . , Xk)

Equivalently, one can say that a k-tensor f is symmetric if

f(Xi1 , . . . , Xik) = f(X1, . . . , Xk)

for any permutation i1, . . . , ik of indices 1, . . . , k.

Exercise 2.3. Show that a bilinear function f(X,Y ) is symmetric if and only if its matrix (in any

basis) is symmetric.

Notice that the tensor product of two symmetric tensors usually is not symmetric.

Example 2.4. Any linear function is (trivially) symmetric. However, the tensor product of two

functions l1 ⊗ l2 is not a symmetric bilinear function unless l1 is proportional to l2. On the other

hand, the function l1 ⊗ l2 + l2 ⊗ l1 is symmetric.

A tensor is called skew-symmetric (or anti-symmetric) if it changes its sign when one transposes

any two of its arguments:

f(X1, . . . , Xi, . . . , Xj , . . . , Xk) = −f(X1, . . . , Xj , . . . , Xi, . . . , Xk).

Equivalently, one can say that a k-tensor f is anti-symmetric if

f(Xi1 , . . . , Xik) = (−1)inv(i1...ik)f(X1, . . . , Xk)

for any permutation i1, . . . , ik of indices 1, . . . , k, where inv(i1 . . . ik) is the number of inversions in

the permutation i1, . . . , ik. Recall that two indices ik, il form an inversion if k < l but ik > il.

The matrix A of a bilinear skew-symmetric function is skew-symmetric, i.e.

AT = −A.
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Example 2.5. The determinant det(X1, . . . , Xn) (considered as a function of columns X1, . . . , Xn

of a matrix) is a skew-symmetric n-linear function.

Exercise 2.6. Prove that any n-linear skew-symmetric function on Rn is proportional to the de-

terminant.

Linear functions are trivially anti-symmetric (as well as symmetric).

As in the symmetric case, the tensor product of two skew-symmetric functions is not skew-

symmetric. We will define below in Section 2.5 a new product, called an exterior product of skew-

symmetric functions, which will again be a skew-symmetric function.

2.4 Symmetrization and anti-symmetrization

The following constructions allow us to create symmetric or anti-symmetric tensors from arbitrary

tensors. Let f(X1, . . . , Xk) be a k-tensor. Set

fsym(X1, . . . , Xk) :=
∑

(i1...ik)

f(Xi1 , . . . , Xik)

and

fasym(X1, . . . , Xk) :=
∑

(i1...ik)

(−1)inv(i1,...,ik)f(Xi1 , . . . , Xik)

where the sums are taken over all permutations i1, . . . , ik of indices 1, . . . , k. The tensors fsym

and fasym are called, respectively, symmetrization and anti-symmetrization of the tensor f . It is

now easy to see that

Proposition 2.7. The function f sym is symmetric. The function fasym is skew-symmetric. If f

is symmetric then f sym = k!f and fasym = 0. Similarly, if f is anti-symmetric then fasym = k!f ,

f sym = 0.

Exercise 2.8. Let x1, . . . , xn be coordinate function in Rn. Find (x1 ⊗ x2 ⊗ . . .⊗ xn)asym.

Answer. The determinant.
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2.5 Exterior product

For our purposes skew-symmetric functions will be more important. Thus we will concentrate on

studying operations on them.

Skew-symmetric k-linear functions are also called exterior k-forms. Let φ be an exterior k-form

and ψ an exterior l-form. We define an exterior (k + l)-form ψ ∧ ψ, the exterior product of φ and

ψ, as

φ ∧ ψ :=
1

k!l!
(φ⊗ ψ)asym.

In other words,

φ∧ψ(X1, . . . , Xk, Xk+1, . . . , Xk+l) =
1

k!l!

∑
i1,...ik+l

(−1)inv(i1,...,ik+l)φ(Xi1 . . . , Xik)ψ(Xik+1
, . . . , Xik+l),

where the sum is taken over all permutations of indices 1, . . . , k + l.

Note that because the anti-symmetrization of an anti-symmetric k-tensor amounts to its mul-

tiplication by k!, we can also write

φ ∧ ψ(X1, . . . , Xk+l) =
∑

i1<...<ik,ik+1<...<ik+l

(−1)inv(i1,...,ik+l)φ(Xi1 , . . . , Xik)ψ(Xik+1
, . . . , Xik+l),

where the sum is taken over all permutations i1, . . . , ik+l of indices 1, . . . , k + l.

Exercise 2.9. The exterior product operation has the following properties:

• For any exterior k-form φ and exterior l-form ψ we have φ ∧ ψ = (−1)klψ ∧ φ.

• Exterior product is linear with respect to each factor:

(φ1 + φ2) ∧ ψ = φ1 ∧ ψ + φ2 ∧ ψ

(λφ) ∧ ψ = λ(φ ∧ ψ)

for k-forms φ, φ1, φ2, l-form ψ and a real number λ.

• Exterior product is associative: (φ ∧ ψ) ∧ ω = φ ∧ (ψ ∧ ω).
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First two properties are fairly obvious. To prove associativity one can check that both sides of

the equality (φ ∧ ψ) ∧ ω = φ ∧ (ψ ∧ ω) are equal to

1

k!l!m!
(φ⊗ ψ ⊗ ω)asym.

In particular, if φ, ψ and ω are 1-forms, i.e. if k = l = m = 1 then

ψ ∧ φ ∧ ω = (φ⊗ ψ ⊗ ω)asym .

This formula can be generalized for computing the exterior product of any number of 1-forms:

φ1 ∧ · · · ∧ φk = (φ1 ⊗ · · · ⊗ φk)asym . (2.5.1)

Example 2.10. x1 ∧ x2 = x1 ⊗ x2 − x2 ⊗ x1. For 2 vectors, U =


u1

...

un

 , V =


v1

...

vn

 , we have

x1 ∧ x2(U, V ) = u1v2 − u2v1 =

∣∣∣∣∣∣ u1 v1

u2 v2

∣∣∣∣∣∣ .
For 3 vectors U, V,W we have

x1 ∧ x2 ∧ x3(U, V,W ) =

= x1 ∧ x2(U, V )x3(W ) + x1 ∧ x2(V,W )x3(U) + x1 ∧ x2(W,U)x3(V ) =

(u1v2 − u2v1)w3 + (v1w2 − v2w1)u3 + (w1u2 − w2u1)v3 =

∣∣∣∣∣∣∣∣∣
u1 v1 w1

u2 v2 w2

u3 v3 w3

∣∣∣∣∣∣∣∣∣ .
The last equality is just the expansion formula of the determinant according to the last row.

Proposition 2.11. Any exterior 2-form f can be written as

f =
∑

1≤i<j≤n
aij xi ∧ xj
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Proof. We had seen above that any bilinear form can be written as f =
∑
ij
ai,j xi ⊗ xj . If f is

skew-symmetric then the matrix A = (aij) is skew-symmetric, i.e. aii = 0, aij = −aji for i 6= j.

Thus, f =
∑

1≤i<j≤n
aij(xi ⊗ xj − xj ⊗ xi) =

∑
1≤i<j≤n

aij xi ∧ xj . �

Exercise 2.12. Prove that any exterior k-form f can be written as

f =
∑

1≤i,<...<ik≤n
ai1...ik xi1 ∧ xi2 ∧ . . . xik .

The following proposition can be proven by induction over k, similar to what has been done in

Example 2.10 for the case k = 3.

Proposition 2.13. For any k 1-forms l1, . . . , lk and k vectors X1, . . . , Xk we have

l1 ∧ · · · ∧ lk(X1, . . . , Xk) =

∣∣∣∣∣∣∣∣∣
l1(X1) . . . l1(Xk)

. . . . . . . . .

lk(X1) . . . lk(Xk)

∣∣∣∣∣∣∣∣∣ . (2.5.2)

Corollary 2.14. The 1-forms l1, . . . , lk are linearly dependent as vectors of V ∗ if and only if

l1 ∧ . . . ∧ lk = 0. In particular, l1 ∧ . . . ∧ lk = 0 if k > n = dimV .

Proof. If l1, . . . , lk are dependent then for any vectors X1, . . . , Xk ∈ V the rows of the determinant

in the equation (2.13) are linearly dependent. Therefore, this determinant is equal to 0, and hence

l1 ∧ . . . ∧ lk = 0. In particular, when k > n then the forms l1, . . . , lk are dependent (because

dimV ∗ = dimV = n).

On the other hand, if l1, . . . , lk are linearly independent, then the vectors l1, . . . , lk ∈ V ∗ can be

completed to form a basis l1, . . . , lk, lk+1, . . . , ln of V ∗. According to Exercise 1.2 there exists a basis

w1, . . . , wn of V that is dual to the basis l1, . . . , ln of V ∗. In other words, l1, . . . , ln can be viewed as

coordinate functions with respect to the basis w1, . . . , wn. In particular, we have li(wj) = 0 if i 6= j

and li(wi) = 1 for all i, j = 1, . . . , n. Hence we have

l1 ∧ · · · ∧ lk(w1, . . . , wk) =

∣∣∣∣∣∣∣∣∣
l1(w1) . . . l1(wk)

. . . . . . . . .

lk(w1) . . . lk(wk)

∣∣∣∣∣∣∣∣∣ =

∣∣∣∣∣∣∣∣∣
1 . . . 0

. . . 1 . . .

0 . . . 1

∣∣∣∣∣∣∣∣∣ = 1 ,
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i.e. l1 ∧ · · · ∧ lk 6= 0. �

Proposition 2.13 can be also deduced from formula (2.5.1).

Corollary 2.14 and Exercise 2.12 imply that there are no non-zero k-forms on an n-dimensional

space for k > n.

2.6 Spaces of symmetric and skew-symmetric tensors

As was mentioned above, k-tensors on a vector space V form a vector space under the operation of

addition of functions and multiplication by real numbers. We denoted this space by V ∗⊗k. Symmet-

ric and skew-symmetric tensors form subspaces of this space V ∗⊗k, which we denote, respectively,

by Sk(V ∗) and Λk(V ∗). In particular, we have

V ∗ = S1(V ∗) = Λ1(V ∗)

.

Exercise 2.15. What is the dimension of the spaces Sk(V ∗) and Λk(V ∗)?

Answer.

dim Λk(V ∗) =

 n

k

 =
n!

k!(n− k)!

dimSk(V ∗) =
(n+ k − 1)!

k!(n− 1)!
.

The basis of Λk(V ∗) is formed by exterior k-forms xi1 ∧ xi2 ∧ . . . ∧ xik , 1 ≤ i1 < i2 < . . . < ik ≤ n.

2.7 Operator A∗ on spaces of tensors

For any linear operator A : V →W we introduced above in Section 1.3 the notion of a dual linear

operator A∗ : W ∗ → V ∗. Namely A∗(l) = l ◦ A for any element l ∈ V ∗, which is just a linear

function on V . In this section we extend this construction to k-tensors for k ≥ 1, i.e. we will define

a map A∗ : W ∗⊗k → V ∗⊗k.
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Given a k-tensor φ ∈W ∗⊗k and k vectors X1, . . . , Xk ∈ V we define

A∗(φ)(X1, . . . , Xk) = φ (A(X1), . . . ,A(Xk)) .

Note that if φ is symmetric, or anti-symmetric, so is A∗(φ). Hence, the map A∗ also induces the

maps Sk(W ∗) → Sk(V ∗) and Λk(W ∗) → Λk(V ∗). We will keep the same notation A∗ for both of

these maps as well.

Proposition 2.16. Let A : V →W be a linear map. Then

1. A∗(φ⊗ ψ) = A∗(φ)⊗A∗(ψ) for any φ ∈W ∗⊗k, ψ ∈W ∗⊗l;

2. A∗(φasym) = (A∗(φ))asym , A∗(φsym) = (A∗(φ))sym;

3. A∗(φ ∧ ψ) = A∗(φ) ∧ A∗(ψ) for any φ ∈ Λk(W ∗), ψ ∈ Λl(W ∗).

If B : W → U is another linear map then (B ◦ A)∗ = A∗ ◦ B∗.

Proof.

1. Take any k + l vectors X1, . . . , Xk+l ∈ V . Then by definition of the operator A∗ we have

A∗(φ⊗ ψ)(X1, . . . , Xk+l) =φ⊗ ψ(A(X1), . . . ,A(Xn+k) =

φ(A(X1), . . . ,A(Xk)ψ(A(Xk+1), . . . ,A(Xn+k)) =

A∗(φ)(X1, . . . , Xk)A∗(ψ)(Xk+1, . . . , Xk+n) =

A∗(φ)⊗A∗(ψ)(X1, . . . , Xk+l).

2. Given k vectors X1, . . . , Xk ∈ V we get

A∗(φasym)(X1, . . . , Xk) = φasym(A(X1), . . . ,A(Xk)) =
∑

(i1...ik)

(−1)inv(i1,...,ik)φ(A(Xi1), . . . ,A(Xik)) =

∑
(i1...ik)

(−1)inv(i1,...,ik)A∗(φ)(Xi1 , . . . , Xik) = (A∗(φ))asym (X1, . . . , Xk),

where the sum is taken over all permutations i1, . . . , ik of indices 1, . . . , k. Similarly one proves that

A∗(φsym) = (A∗(φ))sym.

3. A∗(φ ∧ ψ) = 1
k!l!A

∗ ((φ⊗ ψ)asym)) = 1
k!l! (A∗(φ⊗ ψ))asym = A∗(φ) ∧ A∗(ψ).

The last statement of Proposition 2.16 is straightforward and its proof is left to the reader.

27



Let us now discuss how to compute A∗(φ) in coordinates. Let us fix bases v1, . . . , vm and

w1, . . . , wn in spaces V and W . Let x1, . . . , xm and y1, . . . , yn be coordinates and

A =


a11 . . . a1m

...
...

...

an1 . . . anm


be the matrix of a linear map A : V →W in these bases. Note that the map A in these coordinates

is given by n linear coordinate functions:

y1 = l1(x1, . . . , xm) = a11x1 + a12x2 + . . .+ a1mxm

y2 = l2(x1, . . . , xm) = a21x1 + a22x2 + . . .+ a2mxm

. . .

yn = ln(x1, . . . , xk) = an1x1 + an2x2 + . . .+ anmxn

We have already computed in Section 1.3 that A∗(yk) = lk =
m∑
j=1

akjxj , k = 1, . . . , n. Indeed, the

coefficients of the function lk = A∗(yk) form the k-th column of the transpose matrix AT . Hence,

using Proposition 2.16 we compute:

A∗(yj1 ⊗ · · · ⊗ yjk) = lj1 ⊗ · · · ⊗ ljk

and

A∗(yj1 ∧ · · · ∧ yjk) = lj1 ∧ · · · ∧ ljk .

Consider now the case when V = W , n = m, and we use the same basis v1, . . . , vn in the source

and target spaces.

Proposition 2.17.

A∗(x1 ∧ · · · ∧ xn) = detAx1 ∧ · · · ∧ xn.

Note that the determinant detA is independent of the choice of the basis. Indeed, the matrix

of a linear map changes to a similar matrix C−1AC in a different basis, and detC−1AC = detA.

Hence, we can write detA instead of detA, i.e. attribute the determinant to the linear operator A

rather than to its matrix A.
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Proof. We have

A∗(x1 ∧ · · · ∧ xn) = l1 ∧ · · · ∧ ln =
n∑

i1=1

a1i1xi1 ∧ · · · ∧
n∑

in=1

aninxin =

n∑
i1,...,in=1

a1i1 . . . aninxi1 ∧ · · · ∧ xin .

Note that the in the latter sum all terms with repeating indices vanish, and hence we can replace

this sum by a sum over all permutations of indices 1, . . . , n. Thus, we can continue

A∗(x1 ∧ · · · ∧ xn) =
∑
i1,...,in

a1i1 . . . aninxi1 ∧ · · · ∧ xin = ∑
i1,...,in

(−1)inv(i1,...,in)a1i1 . . . anin

x1 ∧ · · · ∧ xn = detAx1 ∧ · · · ∧ xn.

Exercise 2.18. Apply the equality

A∗(x1 ∧ · · · ∧ xk ∧ xk+1 ∧ · · · ∧ xn) = A∗(x1 ∧ · · · ∧ xk) ∧ A∗(xk+1 ∧ · · · ∧ xn)

for a map A : Rn → Rn to deduce the formula for expansion of a determinant according to its first

k rows:

detA =
∑

i1<···<ik, j1<···<jn−k; im 6=jl

(−1)inv(i1,...,jn−k)

∣∣∣∣∣∣∣∣∣
a1,i1 . . . a1,ik

...
...

...

ak,i1 . . . ak,ik

∣∣∣∣∣∣∣∣∣

∣∣∣∣∣∣∣∣∣
ak+1,j1 . . . ak+1,jn−k

...
...

...

an,j1 . . . an,jn−k

∣∣∣∣∣∣∣∣∣ .
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Chapter 3

Orientation and Volume

3.1 Orientation

We say that two bases v1, . . . , vk and w1, . . . , wk of a vector space V define the same orientation of

V if the matrix of transition from one of these bases to the other has a positive determinant. Clearly,

if we have 3 bases, and the first and the second define the same orientation, and the second and the

third define the same orientation then the first and the third also define the same orientation. Thus,

one can subdivide the set of all bases of V into the two classes. All bases in each of these classes

define the same orientation; two bases chosen from different classes define opposite orientation of

the space. To choose an orientation of the space simply means to choose one of these two classes of

bases.

There is no way to say which orientation is “positive” or which is “negative”—it is a question

of convention. For instance, the so-called counter-clockwise orientation of the plane depends from

which side we look at the plane. The positive orientation of our physical 3-space is a physical, not

mathematical, notion.

Suppose we are given two oriented spaces V,W of the same dimension. An invertible linear map

(= isomorphism) A : V → W is called orientation preserving if it maps a basis which defines the

given orientation of V to a basis which defines the given orientation of W .

Any non-zero exterior n-form η on V induces an orientation of the space V . Indeed, the preferred

set of bases is characterized by the property η(v1, . . . , vn) > 0.
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3.2 Orthogonal transformations

Let V be a Euclidean vector space. Recall that a linear operator U : V → V is called orthogonal if

it preserves the scalar product, i.e. if

〈U(X),U(Y )〉 = 〈X,Y 〉, (3.2.1)

for any vectors X,Y ∈ V . Recall that we have

〈U(X),U(Y )〉 = 〈X,U? (U(Y ))〉,

where U? : V → V is the adjoint operator to U , see Section 1.3 above.

Hence, the orthogonality of an operator U is equivalent to the identity U?◦U = Id, or U? = U−1.

Here we denoted by Id the identity operator, i.e. Id(X) = X for any X ∈ V .

Let us recall, see Exercise 1.10, that the adjoint operator U? is related to the dual operator

U∗ : V ∗ → V ∗ by the formula

U? = D−1 ◦ U∗ ◦ D.

Hence, for an orthogonal operator U , we have D−1 ◦ U∗ ◦ D = U−1, i.e.

U∗ ◦ D = D ◦ U−1. (3.2.2)

Let v1, . . . , vn be an orthonormal basis in V and U be the matrix of U in this basis. The matrix

of the adjoint operator in an orthonormal basis is the transpose of the matrix of this operator.

Hence, the equation U∗ ◦ U = Id translates into the equation UTU = E, or equivalently UUT = E,

or U−1 = UT for its matrix. Matrices, which satisfy this equation are called orthogonal. If we write

U =


u11 . . . u1n

. . . . . . . . .

un1 . . . unn

 ,

then the equation UTU = E can be rewritten as

∑
i

ukiuji =


1, if k = j,

0, if k 6= j,

.
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Similarly, the equation UUT = E can be rewritten as

∑
i

uikuij =


1, if k = j,

0, if k 6= j,

.

The above identities mean that columns (and rows) of an orthogonal matrix U form an or-

thonormal basis of Rn with respect to the dot-product.

In particular, we have

1 = det(UTU) = det(UT ) detU = (detU)2 ,

and hence detU = ±1. In other words, the determinant of any orthogonal matrix is equal ±1. We

can also say that the determinant of an orthogonal operator is equal to ±1 because the determinant

of the matrix of an operator is independent of the choice of a basis. Orthogonal transformations

with det = 1 preserve the orientation of the space, while those with det = −1 reverse it.

Composition of two orthogonal transformations, or the inverse of an orthogonal transformation

is again an orthogonal transformation. The set of all orthogonal transformations of an n-dimensional

Euclidean space is denoted by O(n). Orientation preserving orthogonal transformations sometimes

called special, and the set of special orthogonal transformations is denoted by SO(n). For instance

O(1) consists of two elements and SO(1) of one: O(1) = {1,−1}, SO(1) = {1}. SO(2) consists of

rotations of the plane, while O(2) consists of rotations and reflections with respect to lines.

3.3 Determinant and Volume

We begin by recalling some facts from Linear Algebra. Let V be an n-dimensional Euclidean space

with an inner product 〈 , 〉. Given a linear subspace L ⊂ V and a point x ∈ V , the projection

proj L(x) is a vector y ∈ L which is uniquely characterized by the property x − y ⊥ L, i.e.

〈x − y, z〉 = 0 for any z ∈ L. The length ||x − proj L(x)|| is called the distance from x to L; we

denote it by dist(x, L).

Let U1, . . . , Uk ∈ V be linearly independent vectors. The k-dimensional parallelepiped spanned

by vectors U1, . . . , Uk is, by definition, the set

P (U1, . . . , Uk) =

{
k∑
1

λjUj ; 0 ≤ λ1, . . . , λk ≤ 1

}
⊂ Span(U1, . . . , Uk).
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Given a k-dimensional parallelepiped P = P (U1, . . . , Uk) we will define its k-dimensional volume

by the formula

VolP = ||U1||dist(U2, Span(U1))dist(U3,Span(U1, U2)) . . . dist(Uk,Span(U1, . . . , Uk−1)). (3.3.1)

Of course we can write dist(U1, 0) instead of ||U1||. This definition agrees with the definition of the

area of a parallelogram, or the volume of a 3-dimensional parallelepiped in the elementary geometry.

Proposition 3.1. Let v1, . . . , vn be an orthonormal basis in V . Given n vectors U1, . . . , Un let us

denote by U the matrix whose columns are coordinates of these vectors in the basis v1, . . . , vn:

U :=


u11 . . . u1n

...

un1 . . . unn


Then

VolP (U1, . . . , Un) = | detU |.

Proof. If the vectors U1, . . . , Un are linearly dependent then VolP (U1, . . . , Un) = detU = 0.

Suppose now that the vectors U1, . . . , Un are linearly independent, i.e. form a basis. Consider first

the case where this basis is orthonormal. Then the matrix U is orthogonal. i.e. UUT = E, and

hence detU = ±1. But in this case VolP (U1, . . . , Un) = 1, and hence VolP (U1, . . . , Un) = |detU |.

Now let the basis U1, . . . , Un be arbitrary. Let us apply to it the Gram-Schmidt orthonormaliza-

tion process. Recall that this process consists of the following steps. First, we normalize the vector

U1, then subtract from U2 its projection to Span(U1), Next, we normalize the new vector U2, then

subtract from U3 its projection to Span(U1, U2), and so on. At the end of this process we obtain

an orthonormal basis. It remains to notice that each of these steps affected VolP (U1, . . . , Un) and

| detU | in a similar way. Indeed, when we multiplied the vectors by a positive number, both the

volume and the determinant were multiplied by the same number. When we subtracted from a vec-

tor Uk its projection to Span(U1, . . . , Uk−1), this affected neither the volume nor the determinant.

�

Corollary 3.2. 1. Let x1, . . . , xn be a Cartesian coordinate system.1 Then

VolP (U1, . . . , Un) = |x1 ∧ . . . xn(U1, . . . , Un)|.
1i.e. a coordinate system with respect to an orthonormal basis
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2. Let A : V → V be a linear map. Then

VolP (A(U1), . . . ,A(Un)) = |detA|VolP (U1, . . . , Un).

Proof.

1. According to 2.13, x1 ∧ . . . xn(U1, . . . , Un) = detU .

2. x1 ∧ . . . xn(A(U1), . . . ,A(Un)) = A∗(x1 ∧ · · · ∧ xn)(U1, . . . , Un) = detAx1 ∧ . . . xn(U1, . . . , Un). �

In view of Proposition 3.1 and the first part of Corollary 3.2 the value

x1 ∧ . . . xn(U1, . . . , Un) = detU

is called sometimes the signed volume of the parallelepiped P (U1, . . . , Un). It is positive when the

basis U1, . . . , Un defines the given orientation of the space V , and it is negative otherwise.

Note that x1 ∧ . . . xk(U1, . . . , Uk) for 0 ≤ k ≤ n is the signed k-dimensional volume of the

orthogonal projection of the parallelepiped P (U1, . . . , Uk) to the coordinate subspace {xk+1 =

· · · = xn = 0}.

For instance, let ω be the 2-form x1 ∧ x2 + x3 ∧ x4 on R4. Then for any two vectors U1, U2 ∈ R4

the value ω(U1, U2) is the sum of signed areas of projections of the parallelogram P (U1, U2) to the

coordinate planes spanned by the two first and two last basic vectors.

3.4 Volume and Gram matrix

In this section we will compute the VolkP (v1, . . . , vk) in the case when the number k of vectors is

less than the dimension n of the space.

Let V be an Euclidean space. Given vectors v1, . . . , vk ∈ V we can form a k × k-matrix

G(v1, . . . , vk) =


〈v1, v1〉 . . . 〈v1, vk〉

. . . . . . . . .

〈vk, v1〉 . . . 〈vk, vk〉

 , (3.4.1)

which is called the Gram matrix of vectors v1, . . . , vk.

Suppose we are given Cartesian coordinate system in V and let us form a matrix C whose

columns are coordinates of vectors v1, . . . , vk. Thus the matrix C has n rows and k columns. Then

G(v1, . . . , vk) = CTC,
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because in Cartesian coordinates the scalar product looks like the dot-product.

We also point out that if k = n and vectors v1, . . . , vn form a basis of V , then G(v1, . . . , vk) is

just the matrix of the bilinear function 〈X,Y 〉 in the basis v1, . . . , vn. It is important to point out

that while the matrix C depends on the choice of the basis, the matrix G does not.

Proposition 3.3. Given any k vectors v1, . . . , vk in an Euclidean space V the volume VolkP (v1, . . . , vk)

can be computed by the formula

VolkP (v1, . . . , vk)
2 = detG(v1, . . . , vk) = detCTC, (3.4.2)

where G(v1, . . . , vk) is the Gram matrix and C is the matrix whose columns are coordinates of

vectors v1, . . . , vk in some orthonormal basis.

Proof. Suppose first that k = n. Then according to Proposition 3.1 we have VolkP (v1, . . . , vk) =

|detC|. But detCTC = detC2, and the claim follows.

Let us denote vectors of our orthonormal basis by w1, . . . , wn. Consider now the case when

Span(v1, . . . , vk) ⊂ Span(w1, . . . , wk). (3.4.3)

In this case the elements in the j-th row of the matrix C are zero if j > k. Hence, if we denote

by C̃ the square k × k matrix formed by the first k rows of the matrix C, then CTC = C̃T C̃ and

thus detCTC = det C̃T C̃. But det C̃T C̃ = VolkP (v1, . . . , vk) in view of our above argument in the

equi-dimensional case applied to the subspace Span(w1, . . . , wk) ⊂ V , and hence

Vol2kP (v1, . . . , vk) = detCTC = detG(v1, . . . , vk).

But neither VolkP (v1, . . . , vk), nor the Gram matrix G(v1, . . . , vk) depends on the choice of an

orthonormal basis. On the other hand, using Gram-Schmidt process one can always find an or-

thonormal basis which satisfies condition (3.4.3).

Remark 3.4. Note that detG(v1, . . . , vk) ≥ 0 and detG(v1, . . . , vk) = 0 if an and only if the

vectors v1, . . . , vk are linearly dependent.

36



Chapter 4

Dualities

4.1 Duality between k-forms and (n−k)-forms on a n-dimensional

Euclidean space V

Let V be an n-dimensional vector space. As we have seen above, the space Λk(V ∗) of k-forms, and

the space Λn−k(V ∗) of (n − k)-forms have the same dimension n!
k!(n−k)! ; these spaces are therefore

isomorphic. Suppose that V is an oriented Euclidean space, i.e. it is supplied with an orientation

and an inner product 〈 , 〉. It turns out that in this case there is a canonical way to establish this

isomorphism which will be denoted by

? : Λk(V ∗)→ Λn−k(V ∗) .

Definition 4.1. Let α be a k-form. Then given any vectors U1, . . . , Un−k, the value ?α(U1, . . . , Un−k)

can be computed as follows. If U1, . . . , Un−k are linearly dependent then ?α(U1, . . . , Un−k) = 0. Oth-

erwise, let S⊥ denote the orthogonal complement to the space S = Span(U1, . . . , Un−k). Choose a

basis Z1, . . . , Zk of S⊥ such that

Volk(Z1, . . . , Zk) = Voln−k(U1, . . . , Un−k)

and the basis Z1, . . . , Zk, U1, . . . , Un−k defines the given orientation of the space V . Then

? α(U1, . . . , Un−k) = α(Z1, . . . , Zk). (4.1.1)

37



Let us first show that

Lemma 4.2. ?α is a (n− k)-form, i.e. ?α is skew-symmetric and multilinear.

Proof. To verify that ?α is skew-symmetric we note that for any 1 ≤ i < j ≤ n− q the bases

Z1, Z2, . . . , Zk, U1, . . . , Ui, . . . , Uj , . . . , Un−k

and

−Z1, Z2, . . . , Zk, U1, . . . , Uj , . . . , Ui, . . . , Un−k

define the same orientation of the space V , and hence

? α(U1, . . . , Uj , . . . , Ui, . . . , Un−k) = α(−Z1, Z2, . . . , Zk)

=− α(Z1, Z2, . . . , Zk) = − ? α(U1, . . . , Ui, . . . , Uj , . . . , Un−k).

Hence, in order to check the multi-linearity it is sufficient to prove the linearity of α with respect

to the first argument only. It is also clear that

? α(λU1, . . . , Un−k) = ?λα(U1, . . . , Un−k). (4.1.2)

Indeed, multiplication by λ 6= 0 does not change the span of the vectors U1, . . . , Un−q , and hence

if ?α(U1, . . . , Un−k) = α(Z1, . . . , Zk) then ?α(λU1, . . . , Un−k) = α(λZ1, . . . , Zk) = λα(Z1, . . . , Zk).

Thus it remains to check that

?α(U1 + Ũ1, U2, . . . , Un−k) = ?α(U1, U2, . . . , Un−k) + ?α(Ũ1, U2, . . . , Un−k)).

Let us denote L := Span(U2, . . . , Un−k) and observe that proj L(U1 + Ũ1) = proj L(U1) +

proj L(Ũ1). Denote N := U1 − proj L(U1) and Ñ := Ũ1 − proj L(Ũ1). The vectors N and Ñ are

normal components of U1 and Ũ1 with respect to the subspace L, and the vector N + Ñ is the

normal component of U1 + Ũ1 with respect to L. Hence, we have

?α(U1, . . . , Un−k) = ?α(N, . . . , Un−k), ?α(Ũ1, . . . , Un−k) = ?α(Ñ , . . . , Un−k),

and

?α(U1 + Ũ1, . . . , Un−k) = ?α(N + Ñ , . . . , Un−k).

Indeed, in each of these three cases,
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- vectors on both side of the equality span the same space;

- the parallelepiped which they generate have the same volume, and

- the orientation which these vectors define together with a basis of the complementary space

remains unchanged.

Hence, it is sufficient to prove that

? α(N + Ñ , U2, . . . , Un−k) = ?α(N,U2, . . . , Un−k) + ?α(Ñ , U2, . . . , Un−k). (4.1.3)

If the vectors N and Ñ are linearly dependent, i.e. one of them is a multiple of the other, then

(4.1.3) follows from (4.1.2).

Suppose now that N and Ñ are linearly independent. Let L⊥ denote the orthogonal complement

of L = Span(U2, . . . , Un−k). Then dimL⊥ = k + 1 and we have N, Ñ ∈ L⊥. Let us denote by M

the plane in L⊥ spanned by the vectors N and Ñ , and by M⊥ its orthogonal complement in L⊥.

Note that dimM⊥ = k − 1.

Choose any orientation of M so that we can talk about counter-clockwise rotation of this plane.

Let Y, Ỹ ∈ M be vectors obtained by rotating N and Ñ in M counter-clockwise by the angle π
2 .

Then Y + Ỹ can be obtained by rotating N + Ñ in M counter-clockwise by the same angle π
2 . Let

us choose in M⊥ a basis Z2, . . . , Zk such that

Volk−1P (Z2, . . . , Zk) = Voln−k−1P (U2, . . . , Un−k).

Note that the orthogonal complements to Span(N,U2, . . . , Un−k), Span(Ñ , U2, . . . , Un−k), and to

Span(N+Ñ , U2, . . . , Un−k) in V coincide, respectively, with the orthogonal complements to the the

vectors N, Ñ and to N + Ñ in L⊥. In other words, we have

(Span(N,U2, . . . , Un−k))
⊥
V = Span(Y,Z2, . . . , Zk),(

Span(Ñ , U2, . . . , Un−k)
)⊥
V

= Span(Ỹ , Z2, . . . , Zk) and(
Span(N + Ñ , U2, . . . , Un−k)

)⊥
V

= Span(Y + Ỹ , Z2, . . . , Zk).

Next, we observe that

Voln−kP (N,U2, . . . , Un−k) = VolkP (Y,Z2, . . . , Zk),
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Voln−kP (Ñ , U2, . . . , Un−k) = VolkP (Ỹ , Z2, . . . , Zk) and

Voln−kP (N + Ñ , U2, . . . , Un−k) = VolkP (Y + Ỹ , Z2, . . . , Zk).

Consider the following 3 bases of V :

Y,Z2, . . . , Zk, N, U2, . . . , Un−k,

Ỹ , Z2, . . . , Zk, Ñ , U2, . . . , Un−k,

Y + Ỹ , Z2, . . . , Zk, N + Ñ , U2, . . . , Un−k,

and observe that all three of them define the same a priori given orientation of V . Thus, by definition

of the operator ? we have:

? α(N + Ñ , U2, . . . , Un−k) = α(Y + Ỹ , Z2, . . . , Zk)

= α(Y, Z2, . . . , Zk) + α(Ỹ , Z2, . . . , Zk) = ?α(N,U2, . . . , Un−k) + ?α(Ñ , U2, . . . , Un−k).

This completes the proof that ?α is an (n− k)-form. �

Thus the map α 7→ ?α defines a map ? : Λk(V ∗) → Λn−k(V ∗). Clearly, this map is linear. In

order to check that ? is an isomorphism let us choose an orthonormal basis in V and consider the

coordinates x1, . . . , xn ∈ V ∗ corresponding to that basis.

Let us recall that the forms xi1 ∧ xi2 ∧ · · · ∧ xik , 1 ≤ i1 < i2 < · · · < ik ≤ n, form a basis of the

space Λk(V ∗).

Lemma 4.3.

? xi1 ∧ xi2 ∧ · · · ∧ xik = (−1)inv(i1,...,ik,j1,...,jn−k)xj1 ∧ xj2 ∧ · · · ∧ xjn−k , (4.1.4)

where j1 < · · · < jn−k is the set of indices, complementary to i1, . . . , ik. In other words, i1, . . . , ik, j1, . . . , jn−k

is a permutation of indices 1, . . . , n.

Proof. Evaluating ?(xi1 ∧ · · · ∧xik) on basic vectors vj1 , . . . , vjn−k , 1 ≤ j1 < · · · < jn−q ≤ n, we get

0 unless all the indices j1, . . . , jn−k are all different from i1, . . . , ik, while in the latter case we get

?(xi1 ∧ · · · ∧ xik)(vj1 , . . . , vjn−k) = (−1)inv(i1,...,ik,j1,...,jn−k).
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Hence,

?xi1 ∧ xi2 ∧ · · · ∧ xik = (−1)inv(i1,...,ik,j1,...,jn−k)xj1 ∧ xj2 ∧ · · · ∧ xjn−k .

�

Thus ? establishes a 1 to 1 correspondence between the bases of the spaces Λk(V ∗) and

the space Λn−k(V ∗), and hence it is an isomorphism. Note that by linearity for any form α =∑
1≤i1<···<ik≤n

ai1...ikxi1 ∧ · · · ∧ xik) we have

?α =
∑

1≤i1<···<ik≤n
ai1...ik ? (xi1 ∧ · · · ∧ xik) .

Examples.

1. ?C = Cx1 ∧ · · · ∧ xn ; in other words the isomorphism ? acts on constants (= 0-forms) by

multiplying them by the volume form.

2. In R3 we have

?x1 = x2 ∧ x3 , ?x2 = −x1 ∧ x3 = x3 ∧ x1 , ?x3 = x1 ∧ x2 ,

?(x1 ∧ x2) = x3 , ?(x3 ∧ x1) = x2 , ?(x2 ∧ x3) = x1 .

3. More generally, given a 1-form l = a1x1 + · · ·+ anxn we have

?l = a1x2 ∧ · · · ∧ xn − a2x1 ∧ x3 ∧ · · · ∧ xn + · · ·+ (−1)n−1anx1 ∧ · · · ∧ xn−1 .

In particular for n = 3 we have

?(a1x1 + a2x2 + a3x3) = a1x2 ∧ x3 + a2x3 ∧ x1 + a3x1 ∧ x2 .

Proposition 4.4.

?2 = (−1)k(n−k)Id, i.e. ? (?ω) = (−1)k(n−k)ω for any k-form ω .

In particular, if dimension n = dimV is odd then ∗2 = Id. If n is even and ω is a k-form then

?(?ω) = ω if k is even, and ?(?ω) = −ω if k is odd.
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Proof. It is sufficient to verify the equality

?(?ω) = (−1)k(n−k)ω

for the case when ω is a basic form, i.e.

ω = xi1 ∧ · · · ∧ xik , 1 ≤ i1 < · · · < ik ≤ n .

We have

?(xi1 ∧ · · · ∧ xik) = (−1)inv(i1,...,ik,j1,...,jn−k)xj1 ∧ xj2 ∧ · · · ∧ xjn−k

and

?(xj1 ∧ xj2 ∧ · · · ∧ xjn−k) = (−1)inv(j1,...,jn−k,i1,...,ik) ∗ xi1 ∧ · · · ∧ xik .

But the permutations i1 . . . ikj1 . . . jn−k and j1 . . . jn−ki1 . . . ik differ by k(n − k) transpositions of

pairs of its elements. Hence, we get

(−1)inv(i1,...,ik,j1,...,jn−k) = (−1)k(n−k)(−1)inv(j1,...,jn−k,i1,...,ik) ,

and, therefore,

?
(
? (xi1 ∧ · · · ∧ xik)

)
= ?

(
(−1)inv(i1,...,ik,j1,...,jn−k)xj1 ∧ xj2 ∧ · · · ∧ xjn−k

)
= (−1)inv(i1,...,ik,j1,...,jn−k) ? (xj1 ∧ xj2 ∧ · · · ∧ xjn−k)

= (−1)inv(i1,...,ik,j1,...,jn−k)+inv(j1,...,jn−k,i1,...,ik)xi1 ∧ · · · ∧ xik

= (−1)k(n−k)xi1 ∧ · · · ∧ xik .

�

Exercise 4.5. (a) For any special orthogonal operator A the operators A∗ and ? commute, i.e.

A∗ ◦ ? = ? ◦ A∗.

(b) Let A be an orthogonal matrix of order n with detA = 1. Prove that for any k ∈ {1, . . . , n}

the absolute value of each k-minor M of A is equal to the absolute value of its complementary

minor of order (n− k). (Hint: Apply (a) to the form xi1 ∧ · · · ∧ xik).
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(c) Let V be an oriented 3-dimensional Euclidean space. Prove that for any two vectors X,Y ∈ V ,

their cross-product can be written in the form

X × Y = D−1 (?(D(X) ∧ D(Y ))) .

4.2 Euclidean structure on the space of exterior forms

Suppose that the space V is oriented and Euclidean, i.e. it is endowed with an inner product 〈 , 〉

and an orientation.

Given two forms α, β ∈ Λk(V ∗), k = 0, . . . , n, let us define

〈〈α, β〉〉 = ?(α ∧ ?β).

Note that α ∧ ?β is an n-form for every k, and hence, 〈〈α, β〉〉 is a 0-form, i.e. a real number.

Proposition 4.6. 1. The operation 〈〈 , 〉〉 defines an inner product on Λk(V ∗) for each k =

0, . . . , n.

2. If A : V → V is a special orthogonal operator then the operator A∗ : Λk(V ∗) → Λk(V ∗) is

orthogonal with respect to the inner product 〈〈 , 〉〉.

Proof. 1. We need to check that 〈〈α, β〉〉 is a symmetric bilinear function on Λk(V ∗) and 〈〈α, α〉〉 > 0

unless α = 0. Bilinearity is straightforward. Hence, it is sufficient to verify the remaining properties

for basic vectors α = xi1 ∧ · · · ∧ xik , β = xj1 ∧ · · · ∧ xjk , where 1 ≤ i1 < · · · < ik ≤ n, 1 ≤ j1 < · · · <

jk ≤ n. Here (x1, . . . , xn) is any Cartersian coordinates in V which define its given orientation.

Note that 〈〈α, β〉〉 = 0 = 〈〈β, α〉〉 unless im = jm for all m = 1, . . . , k, and in the the latter case

we have α = β. Furthermore, we have

〈〈α, α〉〉 = ?(α ∧ ?α) = ?(x1 ∧ · · · ∧ xn) = 1 > 0.

2. The inner product 〈〈 , 〉〉 is defined only in terms of the Euclidean structure and the orientation

of V . Hence, for any special orthogonal operator A (which preserves these structures) the induced

operator A∗ : Λk(V ∗)→ Λk(V ∗) preserves the inner product 〈〈 , 〉〉. �

Note that we also proved that the basis of k-forms xi1 ∧ · · · ∧ xik , 1 ≤ i1 < · · · < ik ≤ n, is

orthonormal with respect to the scalar product 〈〈, 〉〉. Hence, we get
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Corollary 4.7. Suppose that a k-form α can be written in Cartesian coordinates as

α =
∑

1≤i1<···<ik≤n
ai1...ikxi1 ∧ · · · ∧ xik .

Then

|| α ||2= 〈〈α, α〉〉 =
∑

1≤i1<···<ik≤n
a2
i1...ik

.

Corollary 4.8. For any two exterior k-forms we have

?α ∧ β = (−1)k(n−k)α ∧ ?β.

Exercise 4.9. 1. Show that for any k-forms we have

〈〈α, β〉〉 = 〈〈?α, ?β〉〉.

2. Show that if α, β are 1-forms on an Euclidean space V . Then

〈〈α, β〉〉 = 〈D−1(α),D−1(β)〉,

i.e the scalar product 〈〈 , 〉〉 on V ∗ is the push-forward by D of the scalar product 〈 , 〉 on V .

Corollary 4.10. Let V be a Euclidean n-dimensional space. Choose an orthonormal basis e1, . . . , en

in V . Then for any vectors Z1 = (z11, . . . , zn1), . . . , Zk = (z1k, . . . , znk) ∈ V we have

(VolkP (Z1, . . . , Zk))
2 =

∑
1≤i1<···<ik≤n

Z2
i1,...,ik

, (4.2.1)

where

Zi1,...,ik =

∣∣∣∣∣∣∣∣∣
zi11 . . . zi1k

. . . . . . . . .

zik1 . . . zikk

∣∣∣∣∣∣∣∣∣ .

Proof. Consider linear functions lj = D(Zj) =
n∑
i=1

zijxi ∈ V ∗, j = 1, . . . , k. Then

44



l1 ∧ · · · ∧ lk =
n∑

i1=1

zi1jxi1 ∧ · · · ∧
n∑

ik=1

zikjxik =

∑
i1,...,ik

zi1 . . . zikxi1 ∧ xik =
∑

1≤i1<···<ik≤n
Zi1,...,ikxi1 ∧ . . . xik . (4.2.2)

In particular, if one has Z1, . . . Zk ∈ Span(e1, . . . , ek) then Z1...k = VolP (Z1, . . . , Zk) and hence

l1 ∧ · · · ∧ lk = Z1...k x1 ∧ · · · ∧ xk = VolP (Z1, . . . , Zk)x1 ∧ · · · ∧ xk,

which yields the claim in this case.

In the general case, according to Proposition 4.7 we have

|| l1 ∧ · · · ∧ lk ||2 =
∑

1≤i1<···<ik≤n
Z2
i1,...,ik

, (4.2.3)

which coincides with the right-hand side of (4.2.1). Thus it remains to check to that

|| l1 ∧ · · · ∧ lk ||= VolkP (Z1, . . . , Zk).

Given any orthogonal transformation A : V → V we have, according to Proposition 4.6, the equality

|| l1 ∧ · · · ∧ lk ||=|| A∗l1 ∧ · · · ∧ A∗lk || . (4.2.4)

We also note that any orthogonal transformation B : V → V preserves k-dimensional volume of all

k-dimensional parallelepipeds:

|VolkP (Z1, . . . , Zk)| = |VolkP (B(Z1), . . . ,B(Zk))|. (4.2.5)

On the other hand, there exists an orthogonal transformationA : V → V such thatA−1(Z1), . . . ,A−1(Zk) ∈

Span(e1, . . . , ek). Denote Z̃j := A−1(Zj), j = 1, . . . , k. Then, according to (3.2.2) we have

l̃j := D(Z̃j) = D(A−1(Zj)) = A∗(D(Zj)) = A∗lj .

As was pointed out above we then have

|VolkP (Z̃1, . . . , Z̃k)| =|| l̃1 ∧ · · · ∧ l̃k ||=|| A∗l1 ∧ · · · ∧ A∗lk ||, (4.2.6)

and hence, the claim follows from (4.2.4) and (4.2.5) applied to B = A−1. �

We recall that an alternative formula for computing VolkP (Z1, . . . , Zk) was given earlier in

Proposition 3.3.
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Remark 4.11. Note that the above proof also shows that for any k vectors v1, . . . , vk we have

VolkP (v1, . . . , vk) = ||l1 ∧ · · · ∧ lk||,

where lj = D(vi), i = 1, . . . , k.

4.3 Contraction

Let V be a vector space and φ ∈ Λk(V ∗) a k-form. Define a (k − 1)-form ψ = v φ by the formula

ψ(X1, . . . , Xk−1) = φ(v,X1, . . . , Xk−1)

for any vectors X1, . . . , Xk−1 ∈ V . We say that the form ψ is obtained by a contraction of φ with

the vector v. Sometimes, this operation is called also an interior product of φ with v and denoted

by i(v)φ instead of v ψ. In these notes we will not use this notation.

Proposition 4.12. Contraction is a bilinear operation, i.e.

(v1 + v2) φ = v1 φ+ v2 φ

(λv) φ = λ(v φ)

v (φ1 + φ2) = v φ1 + v φ2

v (λφ) = λ(v φ).

Here v, v1, v2 ∈ V ; φ, φ1, φ2 ∈ Λk(V ∗);λ ∈ R.

The proof is straightforward.

Let φ be a non-zero n-form. Then we have

Proposition 4.13. The map : V → Λn−1(V ∗), defined by the formula (v) = v φ is an isomor-

phism between the vector spaces V and Λn−1(V ∗).
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Proof. Take a basis v1, . . . , vn. Let x1, . . . , xn ∈ V ∗ be the dual basis, i.e. the corresponding coor-

dinate system. Then φ = ax1 ∧ . . . ∧ xn, where a 6= 0. To simplify the notation let us assume that

a = 1, so that

φ = x1 ∧ . . . ∧ xn.

Let us compute the images vi φ, i = 1, . . . , k of the basic vectors. Let us write

vi φ =
n∑
1

ajx1 ∧ · · · ∧ xj−1 ∧ xj+1 ∧ · · · ∧ xn.

Then

vi φ(v1, . . . , vl−1, vl+1, . . . , vn)

=

n∑
1

ajx1 ∧ · · · ∧ xj−1 ∧ xj+1 ∧ · · · ∧ xn(v1, . . . , vl−1, vl+1, . . . , vn) = al, (4.3.1)

but on the other hand,

vi φ(v1, . . . , vl−1, vl+1, . . . , vn) = φ(vi, v1, . . . , vl−1, vl+1, . . . , vn)

= (−1)i−1φ(v1, . . . , vl−1, vi, vl+1, . . . , vn) =


(−1)i−1 , l = i ;

0 , otherwise

(4.3.2)

Thus,

vi φ = (−1)i−1x1 ∧ · · · ∧ xi−1 ∧ xi+1 ∧ · · · ∧ xn.

Hence, the map sends a basis of V ∗ into a basis of Λn−1(V ∗), and therefore it is an isomorphism.

�

Take a vector v =
n∑
1
ajvj . Then we have

v (x1 ∧ · · · ∧ xn) =
n∑
1

(−1)i−1aix1 ∧ · · · ∧ xi−1 ∧ xi+1 ∧ · · · ∧ xn. (4.3.3)

This formula can be interpreted as the formula of expansion of a determinant according to the first

column (or the first row). Indeed, for any vectors U1, . . . , Un−1 we have

v φ(U1, . . . , Un−1) = det(v, U1, . . . , Un−1) =

∣∣∣∣∣∣∣∣∣
a1 u1,1 . . . u1,n−1

. . . . . . . . . . . .

an un,1 . . . un,n−1

∣∣∣∣∣∣∣∣∣ ,
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where


u1,i

...

un,i

 are coordinates of the vector Ui ∈ V in the basis v1, . . . , vn. On the other hand,

v φ(U1, . . . , Un−1) =
n∑
1

(−1)i−1aix1 ∧ · · · ∧ xi−1 ∧ xi+1 ∧ · · · ∧ xn(U1, . . . , Un−1)

= a1

∣∣∣∣∣∣∣∣∣∣∣∣

u2,1 . . . u2,n−1

u3,1 . . . u3,n−1

. . . . . . . . .

un,1 . . . un,n−1

∣∣∣∣∣∣∣∣∣∣∣∣
+ · · ·+ (−1)n−1an

∣∣∣∣∣∣∣∣∣∣∣∣

u1,1 . . . u1,n−1

u2,1 . . . u2,n−1

. . . . . . . . .

un−1,1 . . . un−1,n−1

∣∣∣∣∣∣∣∣∣∣∣∣
. (4.3.4)

Suppose that dimV = 3. Then the formula (4.3.3) can be rewritten as

v (x1 ∧ x2 ∧ x3) = a1x2 ∧ x3 + a2x3 ∧ x1 + a3x1 ∧ x2,

where


a1

a2

a3

 are coordinates of the vector V . Let us describe the geometric meaning of the

operation . Set ω = v (x1 ∧ x2 ∧ x3). Then ω(U1, U2) is the volume of the parallelogram defined

by the vectors U1, U2 and v. Let ν be the unit normal vector to the plane L(U1, U2) ⊂ V . Then we

have

ω(U1, U2) = Area P (U1, U2) · 〈v, ν〉 .

If we interpret v as the velocity of a fluid flow in the space V then ω(U1, U2) is just an amount

of fluid flown through the parallelogram Π generated by vectors U1 and U2 for the unit time. It is

called the flux of v through the parallelogram Π.

Let us return back to the case dimV = n.

Exercise 4.14. Let

α = xi1 ∧ · · · ∧ xik , 1 ≤ i1 < · · · < ik ≤ n

and v = (a1, . . . , an). Show that

v α =
k∑
j=1

(−1)j+1aijxi1 ∧ . . . xij−1 ∧ xij+1 ∧ . . . xik .
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The next proposition establishes a relation between the isomorphisms ?, and D.

Proposition 4.15. Let V be a Euclidean space, and x1, . . . , xn be coordinates in an orthonormal

basis. Then for any vector v ∈ V we have

?Dv = v (x1 ∧ · · · ∧ xn) .

Proof. Let v = (a1, . . . , an). Then Dv = a1x1 + · · ·+ anxn and

?Dv = a1x2 ∧ · · · ∧ xn − a2x1 ∧ x3 ∧ · · · ∧ xn ∧ x1 + · · ·+ (−1)n−1anx1 ∧ · · · ∧ xn−1 .

But according to Proposition 4.13 the (n− 1)-form v (x1∧ · · · ∧xn is defined by the same formula.

�

We finish this section by the proposition which shows how the contraction operation interacts

with the exterior product.

Proposition 4.16. Let α, β be forms of order k and l, respectively, and v a vector. Then

v (α ∧ β) = (v α) ∧ β + (−1)kα ∧ (v β).

Proof. Note that given any indices k1, . . . km (not necessarily ordered) we have ei xk1∧· · ·∧xkm = 0

if i /∈ {k1, . . . , km} and ei xk1 ∧ · · · ∧xkm = (−1)Jxk1 ∧ . . .
i
∨ · · · ∧xkm , where J = inv(i; k1, . . . , km)

is the number of variables ahead of xi.

By linearity it is sufficient to consider the case when v, α, β are basic vector and forms, i.e.

v = ei, α = xi1 ∧ · · · ∧ xik , β = xj1 . . . xjl .

We have v α 6= 0 if and only if the index i is among the indices i1, . . . , ik. In that case

v α = (−1)Jxi1 ∧ . . .
i
∨ · · · ∧ xik

and if v β 6= 0 then

v β = (−1)J
′
xj1 ∧ . . .

i
∨ · · · ∧ xjl ,

where J = inv(i; i1, . . . , ik), J
′ = inv(i; j1, . . . , jl).

If it enters α bot not β then

v (α ∧ β) = (−1)Jxi1 ∧ . . .
i
∨ · · · ∧ xik ∧ xj1 ∧ · · · ∧ xjl = (v α) ∧ β,
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while α ∧ (v β) = 0.

Similarly, if it enters β but not α then

v (α ∧ β) = (−1)J
′+mxi1 ∧ · · · ∧ xik ∧ xj1 ∧ . . .

i
∨ · · · ∧ xjl = (−1)kα ∧ (v β),

while v α ∧ β = 0. Hence, in both these cases the formula holds.

If xi enters both products then α ∧ β = 0, and hence v (α ∧ β) = 0.

On the other hand,

(v α) ∧ β + (−1)kα ∧ (v β) = (−1)Jxi1 ∧ . . .
i
∨ · · · ∧ xik ∧ xj1 · · · ∧ xjl

+ (−1)k+J ′xi1 ∧ · · · ∧ xik ∧ xj1 ∧ . . .
i
∨ · · · ∧ xjl = 0,

because the products xi1 ∧ . . .
i
∨ · · · ∧ xik ∧ xj1 · · · ∧ xjl and xi1 ∧ · · · ∧ xik ∧ xj1 ∧ . . .

i
∨ · · · ∧ xjl differ

only in the position of xi. In the first product it is at the (k + J ′)-s position, and in the second

at (J + 1)-st position. Hence, the difference in signs is (−1)J+J ′+k+1, which leads to the required

cancellation.

�
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Chapter 5

Complex vector spaces

5.1 Complex numbers

The space R2 can be endowed with an associative and commutative multiplication operation. This

operation is uniquely determined by three properties:

• it is a bilinear operation;

• the vector (1, 0) is the unit;

• the vector (0, 1) satisfies (0, 1)2 = (0,−1).

The vector (0, 1) is usually denoted by i, and we will simply write 1 instead of the vector (1, 0).

Hence, any point (a, b) ∈ R2 can be written as a+ bi, where a, b ∈ R, and the product of a+ bi and

c+ di is given by the formula

(a+ bi)(c+ di) = ac− bd+ (ad+ bc)i.

The plane R2 endowed with this multiplication is denoted by C and called the set of complex

numbers. The real line generated by 1 is called the real axis, the line generated by i is called the

imaginary axis. The set of real numbers R can be viewed as embedded into C as the real axis.

Given a complex number z = x+ iy, the numbers x and y are called its real and imaginary parts,

respectively, and denoted by Rez and Imz, so that z = Rez + iImz.
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For any non-zero complex number z = a + bi there exists an inverse z−1 such that z−1z = 1.

Indeed, we can set

z−1 =
a

a2 + b2
− b

a2 + b2
i.

The commutativity, associativity and existence of the inverse is easy to check, but it should not

be taken for granted: it is impossible to define a similar operation any Rn for n > 2.

Given z = a+ bi ∈ C its conjugate is defined as z̄ = a− bi. The conjugation operation z 7→ z̄ is

the reflection of C with respect to the real axis R ⊂ C. Note that

Rez =
1

2
(z + z̄), Imz =

1

2i
(z − z̄).

Let us introduce the polar coordinates (r, φ) in R2 = C. Then a complex number z = x + yi

can be written as r cosφ + ir sinφ = r(cosφ + i sinφ). This form of writing a complex number

is called, sometimes, ttrigonometric. The number r =
√
x2 + y2 is called the modulus of z and

denoted by |z| and φ is called the argument of φ and denoted by arg z. Note that the argument is

defined only mod 2π. The value of the argument in [0, 2π) is sometimes called the principal value

of the argument. When z is real than its modulus |z| is just the absolute value. We also not that

|z| =
√
zz̄.

An important role plays the triangle inequality

∣∣ |z1| − |z2|
∣∣ ≤ |z1 + z2| ≤ |z1|+ |z2|.

Exponential function of a complex variable

Recall that the exponential function ex has a Taylor expansion

ex =

∞∑
0

xn

n!
= 1 + x+

x2

2
+
x3

6
+ . . . .

We then define for a complex the exponential function by the same formula

ez := 1 + z +
z2

2!
+ · · ·+ zn

n!
+ . . . .

One can check that this power series absolutely converging for all z and satisfies the formula

ez1+z2 = ez1ez2 .
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Figure 5.1: Leonhard Euler (1707-1783)

In particular, we have

eiy = 1 + iy − y2

2!
− iy

3

3!
+
y4

4!
+ · · ·+ . . . (5.1.1)

=
∞∑
k=0

(−1)k
y2k

2k!
+ i

∞∑
k=0

(−1)k
y2k+1

(2k + 1)!
. (5.1.2)

But
∞∑
k=0

(−1)k y
2k

2k! = cos y and
∞∑
k=0

(−1)k y2k+1

(2k+1)! = sin y, and hence we get Euler’s formula

eiy = cos y + i sin y,

and furthermore,

ex+iy = exeiy = ex(cos y + i sin y),

i.e. |ex+iy| = ex, arg(ez) = y. In particular, any complex number z = r(cosφ + i sinφ) can be

rewritten in the form z = reiφ. This is called the exponential form of the complex number z.

Note that (
eiφ
)n

= einφ,

and hence if z = reiφ then zn = rneinφ = rn(cosnφ+ i sinnφ).

Note that the operation z 7→ iz is the rotation of C counterclockwise by the angle π
2 . More

generally a multiplication operation z 7→ zw, where w = ρeiθ is the composition of a rotation by

the angle θ and a radial dilatation (homothety) in ρ times.
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Exercise 5.1. 1. Compute
n∑
0

cos kθ and
n∑
1

sin kθ.

2. Compute 1 +
(
n
4

)
+
(
n
8

)
+
(
n
12

)
+ . . . .

5.2 Complex vector space

In a real vector space one knows how to multiply a vector by a real number. In a complex vector

space there is defined an operation of multiplication by a complex number. Example is the space

Cn whose vectors are n-tuples z = (z1, . . . , zn) of complex numbers, and multiplication by any

complex number λ = α + iβ is defined component-wise: λ(z1, . . . , zn) = (λz1, . . . , λzn). Complex

vector space can be viewed as an upgrade of a real vector space, or better to say as a real vector

space with an additional structure.

In order to make a real vector space V into a complex vector space, one just needs to define how

to multiply a vector by i. This operation must be a linear map J : V → V which should satisfy

the condition J 2 = −Id, i.e J (J (v)) = i(iv) = −v.

Example 5.2. Consider R2nwith coordinates (x1, y1, . . . , xn, yn). Consider a 2n× 2n-matrix

J =



0 −1 0 0

1 0 0 0

0 0 0 −1

0 0 1 0

. . .

0 −1

1 0


Then J2 = −I. Consider a linear operator J : R2n → R2n with this matrix, i.e. J (Z) = JZ for

any vector Z ∈ R2n which we view as a column-vector. Then J 2 = −Id, and hence we can define

on R2n a complex structure (i.e.the multiplication by i by the formula

iZ = J (Z), Z ∈ R2n.

This complex vector space is canonically isomorphic to Cn, where we identify the real vector

(x1, y1, . . . , xn, yn) ∈ R2n with a complex vector (z1 = x1 + iy1, . . . , znxn + iyn).
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On the other hand, any complex vector space can be viewed as a real vector space. In order to

do that we just need to “forget” how to multiply by i. This procedure is called the realification of

a complex vector space. For example, the realification of Cn is R2n. Sometimes to emphasize the

realification operation we will denote the realification of a complex vector space V by VR. As the

sets these to objects coincide.

Given a complex vector space V we can define linear combinations
∑
λivi, where λi ∈ C are

complex numbers, and thus similarly to the real case talk about really dependent, really independent

vectors. Given vectors v1, . . . vn ∈ V we define its complex span SpanC(V1, . . . , vn) by the formula

SpanC(v1, . . . , vn) =

{
n∑
1

λivi, λi ∈ C.

}
. A basis of a complex vector space is a system of complex linear independent vectors v1, . . . , vn

such that SpanC(v1, . . . , vn) = V . The number of vectors in a complex basis is called the complex

dimension of V and denoted dimC V .

For instance dimCn = n. On the other hand, its realification R2n has real dimension 2n. In

particular, C is a complex vector space of dimension 1, and therefore it is called a complex line

rather than a plane.

Exercise 5.3. Let v1, . . . , vn be a complex basis of a complex vector space V . Find the real basis of

its realification VR.

Answer. v1, iv1, v2, iv2, . . . , vn, ivn.

There is another important operation which associates with a real vector space V of real dimen-

sion n a complex vector space VC of complex dimension n. It is done in a way similar to how we

made complex numbers out of real numbers. As a real vector space the space VC is just the direct

sum V ⊕ V = {(v, w); v, w ∈ V }. This is a real space of dimension 2n. We then make V ⊕ V into

a complex vector space by defining the multiplication by i by the formula:

i(v, w) = (−w, v).

We will write vector (v, 0) simply by v and (0, v) = i(v, 0) by iv. Hence, every vector of VC can be

written as v + iw, where v, w ∈ V . If v1, . . . , vn is a real basis of V , then the same vectors form a

complex basis of VC.
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Complexification of a real vector space

Given a real space V one can associate with it a complex vector space VC, called the complexification

of V , as follows. It is made of vectors of V in exactly the same way as complex numbers made of

reals. Namely, VC consists of expressions X + iY , where X,Y ∈ V . We define a multiplication of a

complex number a+ ib by a vector X + iY by a formula

(a+ ib)(X + iY ) = aX − bY + i(aY + bX).

For instance, Cn is canonically isomorphic to (Rn)C, because any vector Z = (z1 = x1 +

iy1, . . . , zn = xn + iyn) ∈ Cn can be uniquely written as Z = X + iY , where X = (x1, . . . , xn), Y =

(y1, . . . , yn) ∈ Rn. Note that the realification of the space VC, i.e. the space (VC)R is canonically is

just V ⊕ V = {(X,Y ), X, Y ∈ Rn.

If v1, . . . , vn is a basis of a V over R, then the same vectors form a basis of the complexified

space VC over C. Thus dimR V = dimC VC.

5.3 Complex linear maps

Complex linear maps and their realifications

Given two complex vector spaces V,W a map A : V → W is called complex linear (or C-linear)

if A(X + Y ) = A(X) + A(Y ) and A(λX) = λA(X) for any vectors X,Y ∈ V and any complex

number λ ∈ C. Thus complex linearity is stronger condition than the real linearity. The difference is

in the additional requirement that A(iX) = iA(X). In other words, the operator A must commute

with the operation of multiplication by i.

Any linear map A : C → C is a multiplication by a complex number a = c + id. If we view C

as R2 and right the real matrix of this map in the standard basis 1, i we get the matrix

c −d
d c

.

Indeed, A(1) = a = c + di and A(i) = ai = −d + ci, so the first column of the matrix is equal toc
d

 and the second one is equal to

−d
c

.

If we have bases v1, . . . , vn of V and w1, . . . wm of W then one can associate with A an m × n

complex matrix A by the same rule as in the real case.
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Recall (see Exercise 5.3) that vectors v1, v
′
1 = iv1, v2, v

′
2 = iv2, . . . , vn, v

′
n = ivn and w1, w

′
1 =

iw1, w2, w
′
2 = iw2, . . . wm, w

′
m = iwm) form real bases of the realifications VR and WR of the spaces

V and W . if

A =


a11 . . . a1n

. . .

am1 . . . amn


is the complex matrix of A then the real matrix AR of the map A is the real basis has order 2n×2n

and is obtained from A by replacing each complex element akl = ckl + idkl by a 2 × 2 matrixckl −dkl
dkl ckl

.

Exercise 5.4. Prove that

detAR = | detA|2.

Complexification of real linear maps

Given a real linear map A : V → W one can define a complex linear map AC : VC → WC by the

formula

AC(v + iw) = A(v) + iA(w).

. If A is the matrix of A in a basis v1, . . . , vn then AC has the same matrix in the same basis viewed

as a complex basis of VC. The operator AC is called the complexification of the operator A.

In particular, one can consider C-linear functions V → C on a complex vector space V . Complex

coordinates z1, . . . , zn in a complex basis are examples of C-linear functions, and any other C-linear

function on V has a form c1z1 + . . . cnzn, where c1, . . . , cn ∈ C are complex numbers.

Complex-valued R-linear functions

It is sometimes useful to consider also C-valued R-linear functions on a complex vector space V ,

i.e. R-linear maps V → C (i.e. a linear map VR → R2). Such a C-valued function has the form

λ = α + iβ, where α, β are usual real linear functions. For instance the function z̄ on C is a

C-valued R-linear function which is not C-linear.
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If z1, . . . , zn are complex coordinates on a complex vector space V then any R-linear complex-

valued function can be written as
n∑
1
aizi + biz̄i, where ai, bi ∈ C are complex numbers.

We can furthermore consider complex-valued tensors and, in particular complex-valued exterior

forms. A C-valued k-form λ can be written as α + iβ where α and β are usual R-valued k-forms.

For instance, we can consider on Cn the 2-form ω = i
2

n∑
1
zk ∧ z̄k. It can be rewritten as ω =

i
2

n∑
1

(xk + iyk) ∧ (xk − iyk) =
n∑
1
xk ∧ yk.
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Part II

Calculus of differential forms
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Chapter 6

Topological preliminaries

6.1 Elements of topology in a vector space

We recall in this section some basic topological notions in a finite-dimensional vector space and

elements of the theory of continuous functions. The proofs of most statements are straightforward

and we omit them.

Let us choose in V a scalar product.

Notation Br(p) := {x ∈ V ; ||x − p|| < r}, Dr(p) := {x ∈ V ; ||x − p|| ≤ r} and Sr(p) := {x ∈

V ; ||x− p|| = r} stand for open, closed balls and the sphere of radius r centered at a point p ∈ V .

Open and closed sets

A set U ⊂ V is called open if for any x ∈ U there exists ε > 0 such that Bε(x) ⊂ U .

A set A ⊂ V is called closed if its complement V \A is open. Equivalently,

Lemma 6.1. The set A is closed if and only if for any sequence xn ∈ A, n = 1, 2, . . . which

converges to a point a ∈ V , the limit point a belongs to A.

Remark 6.2. It is important to note that the notion of open and closed sets are independent of

the choice of the auxiliary Euclidean structure in the space V .

Points which appear as limits of sequences of points xn ∈ A are called limit points of A.

There are only two subsets of V which are simultaneously open and closed: V and ∅.
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Lemma 6.3. 1. For any family Uλ, λ ∈ Λ of open sets the union
⋃
λ∈Λ

Uλ is open.

2. For any family Aλ, λ ∈ Λ of closed sets the intersection
⋂
λ∈Λ

Aλ is closed.

3. The union
n⋃
1
Ai of a finite family of closed sets is closed.

4. The intersection
n⋂
1
Ui of a finite family of open sets is open.

By a neighborhood of a point a ∈ V we understand any open set U 3 p.

Given any subset X ⊂ V a point a ∈ V is called

• interior point for A if there is a neighborhood U 3 p such that U ⊂ A;

• boundary point if it is not an interior point neither for A nor for its complement V \A.

We emphasize that a boundary point of A may or may not belong to A. Equivalently, a point a ∈ V

is a boundary point of A if it is a limit point both for A and V \A.

The set of all interior points of A is called the interior of A and denoted IntA. The set of all

boundary points of A is called the boundary of A and denoted ∂A. The union of all limit points of

A is called the closure of A and denoted A.

Lemma 6.4. 1. We have A = A ∪ ∂A, IntA = A \ ∂A.

2. A is equal to the intersection of all closed sets containg A

3. IntU is the union of all open sets contained in A.

Given a subset X ⊂ V

- a subset Y ⊂ X is called relatively open in Y if there exists an open set U ⊂ V such that

Y = X ∩ U .

- a subset Y ⊂ X is called relatively closed in Y if there exists a closed set A ⊂ V such that

Y = X ∩A.

One also call relatively and open and closed subsets of X just open and closed in X.

Exercise 6.5. Prove that though we defined open sets using a Euclidean structure on the vector

space V the definition of open and closed sets is independent of this choice.
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Figure 6.1: Bernard Bolzano (1781-1848)

6.2 Everywhere and nowhere dense sets

A closed set A is called nowhere dense if IntA = ∅. For instance any finite set is nowhere dense.

Any linear subspace L ⊂ V is nowhere dense in V if dimL < dimV . Here is a more interesting

example of a nowhere dense set.

Fix some number ε < 1. For any interval ∆ = [a, b] we denote by ∆ε the open interval centered

at the point c = a+b
2 , the middle point of ∆, of the total length equal to ε(b − a). We denote by

C(∆) := ∆ \∆ε. Thus C(∆) consists of two disjoint smaller closed intervals. Let I = [0, 1]. Take

C(I) = I1 ∪ I2. Take again C(I1) ∪ C(I2) then again apply the operation C to four new closed

intervals. Continue the process, and take the intersection of all sets arising on all steps of this

construction. The resulted closed set Kε ⊂ I is nowhere dense. It is called a Cantor set.

A subset B ⊂ A is called everywhere dense in A if B ⊃ A. For instance the the set Q ∩ I of

rational points in the interval I = [0, 1] is everywhere dense in I.

6.3 Compactness and connectedness

A set A ⊂ V is called compact if one of the following equivalent conditions is satisfied:

COMP1. A is closed and bounded.
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Figure 6.2: Karl Weierstrass (1815-1897)

COMP2. from any infinite sequence of points xn ∈ A one can choose a subsequence xnk converging

to a point a ∈ A.

COMP3. from any family Uλ, λ ∈ Λ of open sets covering A, i.e.
⋃
λ∈Λ

Uλ ⊃ A, one can choose

finitely many sets Uλ1 , . . . , Uλk which cover A, i.e.
k⋃
1
Uλk ⊃ A.

The equivalence of these definitions is a combination of theorems of Bolzano-Weierstrass and

Émile Borel.

A set A is called path-connected if for any two points a0, a1 ∈ A there is a continuous path

γ : [0, 1]→ A such that γ(0) = a0 and γ(1) = a1.

A set A is called connected if one cannot present A as a union A = A1∪A2 such that A1∩A2 = ∅,

A1, A2 6= ∅ and both A1 and A2 are simultaneously relatively closed and open in A.

Lemma 6.6. Any path-connected set is connected.

Proof. Suppose that A is disconnected. Then it can be presented as a union A = A0 ∪ A1 of two

non-empty relatively open (and hence relatively closed) subsets. Consider the function φ : A → R

defined by the formula

φ(x) =


0, x ∈ A0,

1, x ∈ A1.
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Figure 6.3: Émile Borel (1871-1956)

We claim that the function φ is is continuous. Indeed, For each i = 0, 1 and any point a ∈ Ai

there exists ε > 0 such that Bε(x) ∩ A ⊂ Ai. Hence the function φ is constant on Bε(x) ∩ A,

and hence continuous at the point x. Now take points x0 ∈ A0 and x1 ∈ A1 and connect them

by a path γ : [0, 1] → A (this path exists because A is path-connected). Consider the function

ψ := φ ◦ γ : [0, 1] → R. This function is continuous (as a composition of two continuous maps).

Furthermore, ψ(0) = 0, ψ(1) = 1. Hence, by an intermediate value theorem of Cauchy the function

ψ must take all values in the interval [0, 1]. But this is a contradiction because by construction the

function ψ takes no other values except 0 and 1. �

Lemma 6.7. Any open connected subset U ⊂ Rn is path connected.

Proof. Take any point a ∈ U . Denote by Ca the set of all points in U which can be connected with

a by a path. We need to prove that Ca = U .

First, we note that Ca is open. Indeed, if b ∈ Ca then using openness of U we can find ε > 0

such the ball Bε(b) ∈ U . Any point of c ∈ Bε(b) can be connected by a straight interval Ibc ⊂ Bε(b)

with b, and hence it can be connected by a path with a, i.e. c ∈ Ca. Thus Bε(b) ⊂ Ca, and hence

Ca is open. Similarly we prove that the complement U \Ca is open. Indeed, take b /∈ Ca. As above,

there exists an open ball Bε(b) ⊂ U . Then Bε(b) ⊂ U \ Ca. Indeed, if it were possible to connect a

point c ∈ Bε(b) with a by a path, then the same would be true for b, because b and c are connected

by the interval Ibc. Thus, we have U = Ca ∪ (U \ Ca), both sets Ca and U \ Ca are open and Ca is
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non-empty. Hence, U \ Ca is to be empty in view of connectedness of U . Thus, Ca = U , i.e. U is

path-connected. �

Exercise 6.8. In general a connected set need not to be path-connected. A canonical example is

the closure of the graph of the function sin 1
x , x ∈ R \ 0.. Prove it.

Exercise 6.9. Prove that any non-empty connected (= path-connected) open subset of R is equal

to an interval (a, b) (we allow here a = −∞ and b = ∞). If one drops the condition of openness,

then one needs to add a closed and semi-closed intervals and a point.

Remark 6.10. One of the corollaries of this exercise is that in R any connected set is path-

connected.

Solution. Let A ⊂ R be a non-empty connected subset. Let a < b be two points of A. Suppose

that a point c ∈ (a, b) does not belong to A. Then we can write A = A0 ∪ A1, where A0 =

A ∩ (−∞, 0), A1 = A ∩ (0,∞). Both sets A0 and A1 are relatively open and non-empty, which

contradicts connectedness of A. Hence if two points a and b, a < b, are in A, then the whole

interval [a, b] is also contained in A. Denote m := inf A and M := supA (we assume that m = −∞

if A is unbounded from below and M = +∞ if A is unbounded from above). Then the above

argument shows that the open interval (m,M) is contained in A. Thus, there could be 5 cases:

• m,M /∈ A; in this case A = (m,M);

• m ∈ A,M /∈ A; in this case A = [m,M);

• m /∈ A,M ∈ A; in this case A = (m,M ];

• m,M ∈ A and m < M ; in this case A = [m,M ];

• m,M ∈ A and m = M ; in this case A consists of one point.

�

6.4 Connected and path-connected components

Lemma 6.11. Let Aλ, λ ∈ Λ be any family of connected (resp. path-connected) subsets of a vector

space V . Suppose
⋂
λ∈Λ

Aλ 6= ∅. Then
⋃
λ∈Λ

Aλ is also connected (resp. path-connected)

66



Proof. Pick a point a ∈
⋂
λ∈Λ

Aλ. Consider first the case when Aλ are path connected. Pick a point

a ∈
⋂
λ∈Λ

Aλ . Then a can be connected by path with all points in Aλ for any points in λ ∈ Λ. Hence,

all points of Aλ and Aλ′ can be connected with each other for any λ, λ′ ∈ Λ.

Suppose now that Aλ are connected. Denote A :=
⋃
λ∈Λ

Aλ. Suppose A can be presented as a

union A = U ∪U ′ of disjoint relatively open subsets, where we denoted by U the set which contains

the point a ∈
⋂
λ∈Λ

Aλ. Then for each λ ∈ Λ the intersections Uλ := U ∩ Aλ and U ′λ := U ′ ∩ Aλ are

relatively open in Aλ. We have Aλ = Uλ ∪ U ′λ. By assumption, Uλ 3 a, and hence Uλ 6= ∅. Hence,

connectedness of Aλ implies that U ′λ = ∅. But then U ′ =
⋃
λ∈Λ

U ′λ = ∅, and therefore A is connected.

�

Given any set A ⊂ V and a point a ∈ A the connected component (resp. path-connected com-

ponent Ca ⊂ A of the point a ∈ A is the union of all connected (resp. path-connected) subsets

of A which contains the point a. Due to Lemma 6.11 the (path-)connected component Ca is itself

(path-)connected, and hence it is the biggest (path-)connected subset of A which contains the point

a. The path-connected component of a can be equivalently defined as the set of all points of A one

can connect with a by a path in A.

Note that (path-)connected components of different points either coincide or do not intersect,

and hence the set A can be presented as a disjoint union of (path-)-connected components.

Lemma 6.7 shows that for open sets in a vector space V the notions of connected and path-

connected components coincide, and due to Exercise 6.9 the same is true for any subsets in R. In

particular, any open set U ⊂ R can be presented as a union of disjoint open intervals, which are its

connected (= path-connected) components. Note that the number of these intervals can be infinite,

but always countable.

6.5 Continuous maps and functions

Let V,W be two Euclidean spaces and A is a subset of V . A map f : A→ W is called continuous

if one of the three equivalent properties hold:

1. For any ε > 0 and any point x ∈ A there exists δ > 0 such that f(Bδ(x) ∩A) ⊂ Bε(f(x)).

2. If for a sequence xn ∈ A there exists limxn = x ∈ A then the sequence f(xn) ∈W converges
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to f(x).

3. For any open set U ⊂W the pre-image f−1(U) is relatively open in A.

4. For any closed set B ⊂W the pre-image f−1(B) is relatively closed in A.

Let us verify equivalence of 3 and 4. For any open set U ⊂W its complement B = W \U is closed

and we have f−1(U) = A \ f−1(B). Hence, if f−1(U) is relatively open, i.e. f−1(U) = U ′ ∩ A for

an open set U ′ ⊂ V , then f−1(B) = A ∩ (V \ U ′), i.e. f−1(B) is relatively closed. The converse is

similar.

Let us deduce 1 from 3. The ball Bε(f(x)) is open. Hence f−1(Bε(f(x))) is relatively open in

A. Hence, there exists δ > 0 such that Bδ(x) ∩ A ⊂ f−1(Bε(f(x))), i.e. f(Bδ(x) ∩ A) ⊂ Bε(f(x)).

We leave the converse and the equivalence of definition 2 to the reader.

Remark 6.12. Consider a map f : A → W and denote B := f(A). Then definition 3 can be

equivalently stated as follows:

3′. For any set U ⊂ B relatively open in B its pre-image f−1(U) is relatively open in A.

Definition 4 can be reformulated in a similar way.

Indeed, we have U = U ′ ∩A for an open set U ′ ⊂W , while f−1(U) = f−1(U ′).

The following theorem summarize properties of continuous maps.

Theorem 6.13. Let f : A→W be a continuous map. Then

1. if A is compact then f(A) is compact;

2. if A is connected then f(A) is connected;

3. if A is path connected then f(A) is path-connected.

Proof. 1. Take any infinite sequence yn ∈ f(A). Then there exist points xn ∈ A such that yn =

f(xn), n = 1, . . . . Then there exists a converging subsequence xnk → a ∈ A. Then by continuity

lim k →∞f(xnk) = f(a) ∈ f(A), i.e. f(A) is compact.

2. Suppose that f(A) can be presented as a union B1 ∪ B2 of simultaneously relatively open

and closed disjoint non-empty sets. Then f−1(B1), f−1(B2) ⊂ A are simultaneously relatively open
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Figure 6.4: George Cantor (1845-1918)

and closed in A, disjoint and non-empty. We also have f−1(B1) ∪ f−1(B2) = f−1(B1 ∪ B2) =

f−1(f(A)) = A. Hence A is disconnected which is a contradiction.

3. Take any two points y0, y1 ∈ f(A). Then there exist x0, x1 ∈ A such that f(x0) = y0, f(x1) =

y1. But A is path-connected. Hence the points x0, x1 can be connected by a path γ : [0, 1] → A.

Then the path f ◦ γ : [0, 1]→ f(A) connects y0 and y1, i.e. f(A) is path-connected. �

Note that in the case W = R Theorem 6.13.1 is just the Weierstrass theorem: a continuos

function on a compact set is bounded and achieves its maximal and minimal values.

We finish this section by a theorem of George Cantor about uniform continuity.

Theorem 6.14. Let A be compact and f : A → W a continuous map. Then for any ε > 0 there

exists δ > 0 such that for any x ∈ A we have f(Bδ(x)) ⊂ Bε(f(x)).

Proof. Choose ε > 0. By continuity of f for every point x ∈ A there exists δ(x) > 0 such that

f(Bδ(x)(x)) ⊂ B ε
4
(f(x)).

We need to prove that inf
x∈A

δ(x) > 0. Note that for any point in y ∈ B δ(x)
2

(x) we have B δ(x)
2

(y) ⊂

Bδ(x)(x), and hence f(B δ(x)
2

(y)) ⊂ Bε(f(y)). By compactness, from the covering
⋃
x∈A

B δ(x)
2

(x) we

can choose a finite number of balls B δ(xj)

2

(xj), j = 1, . . . , N which still cover A. Then δ = min
k

δ(xj)
2

satisfy the condition of the theorem, i.e. f(Bδ(x)) ⊂ Bε(f(x)) for any x ∈ A.
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Chapter 7

Vector fields and differential forms

7.1 Differential and gradient

Given a vector space V we will denote by Vx the vector space V with the origin translated to the

point x ∈ V . One can think of Vx as that tangent space to V at the point x. Though the parallel

transport allows one to identify spaces V and Vx it will be important for us to think about them

as different spaces.

Let f : U → R be a function on a domain U ⊂ V in a vector space V . The function f is called

differentiable at a point x ∈ U if there exists a linear function l : Vx → R such that

f(x+ h)− f(x) = l(h) + o(||h||)

for any sufficiently small vector h, where the notation o(t) stands for any function such that

o(t)
t →t→0

0. The linear function l is called the differential of the function f at the point x and

is denoted by dxf . In other words, f is differentiable at x ∈ U if for any h ∈ Vx there exists a limit

l(h) = lim
t→0

f(x+ th)− f(x)

t
,

and the limit l(h) linearly depends on h. The value l(h) = dxf(h) is called the directional derivative

of f at the point x in the direction h. The function f is called differentiable on the whole domain

U if it is differentiable at each point of U .

Simply speaking, the differentiability of a function means that at a small scale near a point x

the function behaves approximately like a linear function, the differential of the function at the
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point x. However this linear function varies from point to point, and we call the family {dxf}x∈U of

all these linear functions the differential of the function f , and denote it by df (without a reference

to a particular point x).

Let us summarize the above discussion. Let f : U → R be a differentiable function. Then for

each point x ∈ U there exists a linear function dxf : Vx → R, the differential of f at the point x

defined by the formula

dxf(h) = lim
t→0

f(x+ th)− f(x)

t
, x ∈ U, h ∈ Vx .

We recall that existence of partial derivatives at a point a ∈ U does not guarantee the differen-

tiability of f at the point a. On the other hand if partial derivatives exists in a neighborhood of a

and continuous at the point a then f is differentiable at this point. The functions whose first partial

derivatives are continuous in u are called C1-smooth, or sometimes just smooth. Equivalently, we

can say that f is smooth if the differential dxf continuously depends on the point x ∈ U .

If v1, . . . , vn are vectors of a basis of V , parallel transported to the point x, then we have

dxf(vi) =
∂f

∂xi
(x), x ∈ U, i = 1, . . . , n ,

where x1, . . . , xn are coordinates with respect to the chosen basis v1, . . . , vn.

Notice that if f is a linear function,

f(x) = a1x1 + · · ·+ anxn ,

then for each x ∈ V we have

dxf(h) = a1h1 + · · ·+ anhn , h = (h1, . . . , hn) ∈ Vx .

Thus the differential of a linear function f at any point x ∈ V coincides with this function, parallel

transported to the space Vx. This observation, in particular, can be applied to linear coordinate

functions x1, . . . , xn with respect to a chosen basis of V .

In Section 7.7 below we will define the differential for maps f : U → W , where W is a vector

space and not just the real line R.
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7.2 Smooth functions

We recall that existence of partial derivatives at a point a ∈ U does not guarantee the differentia-

bility of f at the point a. On the other hand if partial derivatives exists in a neighborhood of a and

continuous at the point a then f is differentiable at this point. The functions whose first partial

derivatives are continuous in u are called C1-smooth. Equivalently, we can say that f is smooth if

the differential dxf continuously depends on the point x ∈ U .

More generally, for k ≥ 1 a function f : U → R is called Ck-smooth all its partial derivatives

up to order k are continuous in U . The space of Ck-smooth functions is denoted by Ck(U). We will

also use the notation C0(U) and C∞(U) which stands, respectively, for the spaces of continuous

functions and functions with continuous derivatives of all orders. In this notes we will often speak

of smooth functions without specifying the class of smoothness, assuming that functions have as

many continuous derivatives as necessary to justify our computations.

Remark 7.1. We will often need to consider smooth maps, functions, vectors fields, differential

forms, etc. defined on a closed subset A of a vector space V . We will always mean by that the these

objects are defined on some open neighborhood U ⊃ A. It will be not important for us how exactly

these objects are extended to U but to make sense of differentiability we need to assume that they

are extended. In fact, one can define what differentiability means without any extension, but this

would go beyond the goals of these lecture notes.

Moreover, a theorem of Hassler Whitney asserts that any function smooth on a closed subset

A ⊂ V can be extended to a smooth function to a neighborhood U ⊃ A.

7.3 Gradient vector field

If V is an Euclidean space, i.e. a vector space with an inner product 〈 , 〉, then there exists a

canonical isomorphism D : V → V ∗, defined by the formula D(v)(x) = 〈v, x〉 for v, x ∈ V . Of

course, D defines an isomorphism Vx → V ∗x for each x ∈ V . Set

∇f(x) = D−1(dxf).

73



The vector ∇f(x) is called the gradient of the function f at the point x ∈ U . We will also use

the notation gradf(x).

By definition we have

〈∇f(x), h〉 = dxf(h) for any vector h ∈ V .

If ||h|| = 1 then dxf(h) = ||∇f(x)|| cosϕ, where ϕ is the angle between the vectors ∇f(x) and h. In

particular, the directional derivative dxf(h) has its maximal value when ϕ = 0. Thus the direction

of the gradient is the direction of the maximal growth of the function and the length of the gradient

equals this maximal value.

As in the case of a differential, the gradient varies from point to point, and the family of vectors

{∇f(x)}x∈U is called the gradient vector field ∇f .

We discuss the general notion of a vector field in Section 7.4 below.

7.4 Vector fields

A vector field v on a domain U ⊂ V is a function which associates to each point x ∈ U a vector

v(x) ∈ Vx, i.e. a vector originated at the point x.

A gradient vector field ∇f of a function f provides us with an example of a vector field, but as

we shall see, gradient vector fields form only a small very special class of vector fields.

Let v be a vector field on a domain U ∈ V . If we fix a basis in V , and parallel transport this

basis to all spaces Vx, x ∈ V , then for any point x ∈ V the vector v(x) ∈ Vx is described by its

coordinates (v1(x), v2(x), . . . , vn(x)). Therefore, to define a vector field on U is the same as to define

n functions v1, . . . , vn on U , i.e. to define a map (v1, . . . , vn) : U → Rn. We call a vector field v

Ck-smooth if the functions v1, . . . , vn are smooth on U .

Thus, if a basis of V is fixed, then the difference between the maps U → Rn and vector fields

on U is just a matter of geometric interpretation. When we speak about a vector field v we view

v(x) as a vector in Vx, i.e. originated at the point x ∈ U . When we speak about a map v : U → Rn

we view v(x) as a point of the space V , or as a vector with its origin at 0 ∈ V .

Vector fields naturally arise in a context of Physics, Mechanics, Hydrodynamics, etc. as force,

velocity and other physical fields.
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There is another very important interpretation of vector fields as first order differential opera-

tors.

Let C∞(U) denote the vector space of infinitely differentiable functions on a domain U ⊂ V .

Let v be a C∞-smooth vector field on V . We associate with v a linear operator

Dv : C∞(U)→ C∞(U),

given by the formula

Dv(f) = df(v), f ∈ C∞(U).

In other words, we compute at any point x ∈ U the directional derivative of f in the direction of

the vector v(x). Clearly, the operator Dv is linear: Dv(af+bg) = aDv(f)+bDv(g) for any functions

f, g ∈ C∞(U) and any real numbers a, b ∈ R. It also satisfies the Leibniz rule:

Dv(fg) = Dv(f)g + fDv(g).

In view of the above correspondence between vector fields and first order differential operators

it is sometimes convenient just to view a vector field as a differential operator. Hence, when it will

not be confusing we may drop the notation Dv and just directly apply the vector v to a function

f (i.e. write v(f) instead of Dv(f)).

Let v1, . . . , vn be a basis of V , and x1, . . . , xn be the coordinate functions in this basis. We

would like to introduce the notation for the vector field obtained from vectors v1, . . . , vn by parallel

transporting them to all points of the domain U . To motivate the notation which we are going

to introduce, let us temporarily denote these vector fields by v1, . . . ,vn. Observe that Dvi(f) =

∂f
∂xi
, i = 1, . . . , n. Thus the operator Dvi is just the operator ∂

∂xi
of taking i-th partial derivative.

Hence, viewing the vector field vi as a differential operator we will just use the notation ∂
∂xi

instead

of vi. Given any vector field v with coordinate functions a1, a2, . . . , an : U → R we have

Dv(f)(x) =

n∑
i=1

ai(x)
∂f

∂xi
(x), for any f ∈ C∞(U),

and hence we can write v =
n∑
i=1

ai
∂
∂xi

. Note that the coefficients ai here are functions and not

constants.
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7.4.1 Gradient vector field

Suppose that V, 〈 , 〉 is a Euclidean vector space. Choose a (not necessarily orthonormal) basis

v1, . . . , vn. Let us find the coordinate description of the gradient vector field ∇f , i.e. find the

coefficients aj in the expansion ∇f(x) =
n∑
1
ai(x) ∂

∂xi
. By definition we have

〈∇f(x), h〉 = dxf(h) =

n∑
1

∂f

∂xj
(x)hj (7.4.1)

for any vector h ∈ Vx with coordinates (h1, . . . , hn) in the basis v1, . . . , vn parallel transported to

Vx. Let us denote gij = 〈vi, vj〉. Thus G = (gij) is a symmetric n × n matrix, which is called the

Gram matrix of the basis v1, . . . , vn. Then the equation (7.4.1) can be rewritten as

n∑
i,j=1

gjiaihj =
n∑
1

∂f

∂xj
(x)hj .

Because hj are arbitrarily numbers it implies that the coefficients with hj in the right and left sides

should coincide for all j = 1, . . . , n. Hence we get the following system of linear equations:

n∑
i=1

gijai =
∂f

∂xj
(x), j = 1, . . . , n, (7.4.2)

or in matrix form

G


a1

...

an

 =


∂f
∂x1

(x)
...

∂f
∂xn

(x)

 ,

and thus 
a1

...

an

 = G−1


∂f
∂x1

(x)
...

∂f
∂xn

(x)

 , (7.4.3)

i.e.

∇f =

n∑
i,j=1

gij
∂f

∂xi
(x)

∂

∂xj
, (7.4.4)

where we denote by gij the entries of the inverse matrix G−1 = (gij)
−1

If the basis v1, . . . , vn is orthonormal then G is the unit matrix, and thus in this case
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∇f =
n∑
1

∂f

∂xj
(x)

∂

∂xj
, (7.4.5)

i.e. ∇f has coordinates ( ∂f∂x1 , . . . ,
∂f
∂xn

). However, simple expression (7.4.5) for the gradient holds

only in the orthonormal basis. In the general case one has a more complicated expression

(7.4.4).

7.5 Differential forms

Similarly to vector fields, we can consider fields of exterior forms, i.e. functions on U ⊂ V which

associate to each point x ∈ U a k-form from Λk(V ∗x ). These fields of exterior k-forms are called

differential k-forms.

Thus the relation between k-forms and differential k-forms is exactly the same as the relation

between vectors and vector-fields. For instance, a differential 1-form α associates with each point

x ∈ U a linear function α(x) on the space Vx. Sometimes we will write αx instead of α(x) to leave

space for the arguments of the function α(x).

Example 7.2. 1. Let f : V → R be a smooth function. Then the differential df is a differential

1-form. Indeed, with each point x ∈ V it associates a linear function dxf on the space Vx.

As we shall see, most differential 1-form are not differentials of functions (just as most vector

fields are not gradient vector fields).

2. A differential 0-form f on U associates with each point x ∈ U a 0-form on Vx, i. e. a number

f(x) ∈ R. Thus differential 0-forms on U are just functions U → R.

7.6 Coordinate description of differential forms

Let x1, . . . , xn be coordinate linear functions on V , which form the basis of V ∗ dual to a chosen

basis v1, . . . , vn of V . For each i = 1, . . . , n the differential dxi defines a linear function on each

space Vx, x ∈ V . Namely, if h = (h1, . . . , hn) ∈ Vx then dxi(h) = hi. Indeed

dxxi(h) = lim
t→0

xi + thi − xi
t

= hi,
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independently of the base point x ∈ V . Thus differentials dx1, . . . , dxn form a basis of the space V ∗x

for each x ∈ V . In particular, any differential 1-form α on v can be written as

α = f1dx1 + . . .+ fndxn,

where f1, . . . , fn are functions on V . In particular,

df =
∂f

∂x1
dx1 + . . .+

∂f

∂xn
dxn. (7.6.1)

Let us point out that this simple expression of the differential of a function holds in an arbitrary

coordinate system, while an analogous simple expression (7.4.5) for the gradient vector field

is valid only in the case of Cartesian coordinates. This reflects the fact that while the notion of

differential is intrinsic and independent of any extra choices, one needs to have a background inner

product to define the gradient.

Similarly, any differential 2-form w on a 3-dimensional space can be written as

ω = b1(x)dx2 ∧ dx3 + b2(x)dx3 ∧ dx1 + b3(x)dx1 ∧ dx2

where b1, b2, and b3 are functions on V . Any differential 3-form Ω on a 3-dimensional space V has

the form

Ω = c(x)dx1 ∧ dx2 ∧ dx3

for a function c on V .

More generally, any differential k-form α can be expressed as

α =
∑

1≤i1<i2···<ik≤n
ai1...ikdxi1 ∧ · · · ∧ dxik

for some functions ai1...ik on V .

7.7 Smooth maps and their differentials

Let V,W be two vector spaces of arbitary (not, necessarily, equal) dimensions and U ⊂ V be an

open domain in V .
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Recall that a map f : U →W is called differentiable if for each x ∈ U there exists a linear map

l : Vx →Wf(x)

such that

l(h) = lim
t→0

f(x+ th)− f(x)

t

for any h ∈ Vx. In other words,

f(x+ th)− f(x) = tl(h) + o(t), where
o(t)

t
→
t→0

0.

The map l is denoted by dxf and is called the differential of the map f at the point x ∈ U . Thus,

dxf is a linear map Vx →Wf(x).

The space Wf(x) can be identified with W via a parallel transport, and hence sometimes it is

convenient to think about the differential as a map Vx → W , In particular, in the case of a linear

function. i.e. when W = R it is customary to do that, and hence we defined earlier in Section 7.1

the differential of a function f : U → R at a point x ∈ U as a linear function Vx → R, i.e. an

element of V ∗x , rather than a linear map Vx →Wf(x).

Let us pick bases in V and W and let (x1, . . . , xk) and (y1, . . . , yn) be the corresponding coor-

dinate functions. Then each of the spaces Vx and Wy, x ∈ V, y ∈ W inherits a basis obtained by

parallel transport of the bases of V and W . In terms of these bases, the differential dxf is given by

the Jacobi matrix


∂f1
∂x1

. . . ∂f1
∂xk

. . . . . . . . .

∂fn
∂x1

. . . ∂fn
∂xk


In what follows we will consider only sufficiently smooth maps, i.e. we assume that all maps

and their coordinate functions are differentiable as many times as we need it.

7.8 Operator f ∗

Let U be a domain in a vector space V and f : U → W a smooth map. Then the differential df

defines a linear map
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dxf : Vx →Wf(x)

for each x ∈ V .

Let ω be a differential k-form on W . Thus ω defines an exterior k-form on the space Wy for

each y ∈W .

Let us define the differential k-form f∗ω on U by the formula

(f∗ω)|Vx = (dxf)∗(ω|Wf(x)
).

Here the notation ω|Wy stands for the exterior k-form defined by the differential form ω on the

space Wy.

In other words, for any k vectors, H1, . . . ,Hk ∈ Vx we have

f∗ω(H1, . . . ,Hk) = ω(dxf(H1), . . . , dxf(Hk)).

We say that the differential form f∗ω is induced from ω by the map f , or that f∗ω is the pull-back

of ω by f .

Example 7.3. Let Ω = h(x)dx1 ∧ · · · ∧ dxn. Then formula (3.2) implies

f∗Ω = h ◦ f detDfdx1 ∧ · · · ∧ dxn.

Here

detDf =

∣∣∣∣∣∣∣∣∣
∂f1
∂x1

. . . ∂f1
∂xn

. . . . . . . . .

∂fn
∂x1

. . . ∂fn
∂xn

∣∣∣∣∣∣∣∣∣
is the determinant of the Jacobian matrix of f = (f1, . . . , fn).

Similarly to Proposition 1.9 we get

Proposition 7.4. Given 2 maps

U1
f→U2

g→U3

and a differential k form ω on U3 we have

(g ◦ f)∗(ω) = f∗(g∗ω) .
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An important special case of the pull-back operator f∗ is the restriction operator. Namely Let

L ⊂ V be an affine subspace. Let j : L ↪→ V be the inclusion map. Then given a differential k-form

α on a domain U ⊂ V we can consider the form j∗α on the domain U ′ := L∩U . This form is called

the restriction of the form α to U ′ and it is usually denoted by α|′U . Thus the restricted form α|′U
is the same form α but viewed as function of a point a ∈ U ′ and vectors T1, . . . , Tk ∈ La.

7.9 Coordinate description of the operator f ∗

Consider first the linear case. Let A be a linear map V →W and ω ∈ Λp(W ∗). Let us fix coordinate

systems x1, . . . , xk in V and y1, . . . , yn in W . If A is the matrix of the map A then we already have

seen in Section 2.7 that

A∗yj = lj(x1, . . . , xk) = aj1x1 + aj2x2 + . . .+ ajkxk, j = 1, . . . , n,

and that for any exterior k-form

ω =
∑

1≤i1<...<ip≤n
Ai1,...,ip yi1 ∧ . . . ∧ yip

we have

A∗ω =
∑

1≤i,<...<ip≤n
Ai1...ip li1 ∧ . . . ∧ lip .

Now consider the non-linear situation. Let ω be a differential p-form on W . Thus it can be

written in the form

ω =
∑

Ai1...ip(y)dyi1 ∧ . . . dyip

for some functions Ai1...ip on W .

Let U be a domain in V and f : U →W a smooth map.

Proposition 7.5. f∗ω =
∑

Ai1...,ip(f(x))dfi1 ∧ . . .∧dfip, where f1, . . . , fn are coordinate functions

of the map f .
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Proof. For each point x ∈ U we have, by definition,

f∗ω|Vx = (dxf)∗(ω|Wfx
)

But the coordinate functions of the linear map dxf are just the differentials dxfi of the coordinate

functions of the map f . Hence the desired formula follows from the linear case proven in the previous

proposition. �

7.10 Examples

1. Consider the domain U = {r > 0, 0 ≤ ϕ < 2π} on the plane V = R2 with cartesian coordinates

(r, ϕ). Let W = R2 be another copy of R2 with cartesian coordinates (x, y). Consider a map

P : V →W given by the formula

P (r, ϕ) = (r cosϕ, r sinϕ).

This map introduces (r, ϕ) as polar coordinates on the plane W . Set ω = dx ∧ dy. It is called

the area form on W . Then

P ∗ω = d(r cosϕ) ∧ d(r sinϕ) = (cosϕdr + rd(cosϕ)) ∧ (sinϕdr + rd(sinϕ) =

(cosϕdr − r sinϕdϕ) ∧ (sinϕdr + r cosϕdϕ) =

cosϕ · sinϕdr ∧ dr − r sin2 ϕdϕ ∧ dr + r cos2 ϕdr ∧ dϕ− r2 sinϕ cosϕdϕ ∧ dϕ =

r cos2 ϕdr ∧ dϕ+ r sin2 dr ∧ dϕ = rdr ∧ dϕ.

2. Let f : R2 → R be a smooth function and the map F : R2 → R3 be given by the formula

F (x, y) = (x, y, f(x, y))

Let

ω = P (x, y, z)dy ∧ dz +Q(x, y, z)dz ∧ dx+R(x, y, z)dx ∧ dy
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Figure 7.1: Johann Friedrich Pfaff (1765–1825)

be a differential 2-form on R3. Then

F ∗ω = P (x, y, f(x, y))dy ∧ df +

+ Q(x, y, f(x, y))df ∧ dx+R(x, y, f(x, y))dx ∧ dy

= P (x, y, f(x, y))dy ∧ (fxdx+ fydy) +

+ Q(x, y, f(x, y))(fxdx+ fydy) ∧ dx+

+ R(x, y, f(x, y))dx ∧ dy =

= (R(x, y, f(x, y))− P (x, y, f(x, y))fx −Q(x, y, f(x, y))fy)dx ∧ dy

where fx, fy are partial derivatives of f .

3. If p > k then the pull-back f∗ω of a p-form ω on U to a k-dimensional space V is equal to 0.

7.11 Pfaffian equations

Given a non-zero linear function l on an n-dimensional vector space V the equation l = 0 defines

a hyperplane, i.e. an (n− 1)-dimensional subspace of V .
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Figure 7.2: Contact structure

Suppose we are given a differential 1-form λ on a domain U ⊂ V . Suppose that λx 6= 0 for each

x ∈ U .

Then the equation

λ = 0 (7.11.1)

defines a hyperplane field ξ on U , i.e. a family of of hyperplanes ξx = {λx = 0} ⊂ Vx, x ∈ U.

The equation of this type is called Pfaffian in honor of a German mathematician Johann

Friedrich Pfaff (1765–1825).

Example 7.6. Let V = R3 with coordinates (x, y, z)

1. Let λ = dz. Then ξ = {dz = 0} is the horizontal plane field which is equal to Span( ∂
∂x ,

∂
∂y ).

2. Let λ = dz−ydx. Then the plane field dz−ydx is shown on Fig. 7.11. This plane is non-integrable

in the following sense. There are no surfaces in R3 tangent to ξ. This plane field is called a contact

structure. It plays an important role in symplectic and contact geometry, which is, in turn, the

geometric language for Mechanics and Geometric Optics.
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Chapter 8

Exterior differential

8.1 Coordinate definition of the exterior differential

Let us denote by by Ωk(U) the space of all differential k-forms on U . When we will need to specify

the class of smoothness of coefficients of the form we will use the notation Ωk
l (U) for the space of

differential k-forms with C l-smooth coefficients, i.e. which depend C l-smoothly on a point of U .

We will define a map

d : Ωk(U)→ Ωk+1(U),

or more precisely

d : Ωk
l (U)→ Ωk+1

l−1 (U),

(thus assuming that l ≥ 1), which is called the exterior differential. In the current form it was

introduced by Élie Cartan, but essentially it was known already to Henri Poincaré.

We first define it in coordinates and then prove that the result is independent of the choice

of the coordinate system. Let us fix a coordinate system x1, . . . , xn in V ⊃ U . As a reminder, a

differential k-form w ∈ Ωk(U) has the form w =
∑

i1<...<ik

ai1...,ikdxi1 ∧ . . . ∧ dxik where ai1...ik are

functions on the domain U . Define

dw :=
∑

i1<...<ik

dai1...ik ∧ dxi1 ∧ . . . ∧ dxik .

Examples. 1. Let w ∈ Ω1(U), i.e. w =
n∑
i=1

aidxi. Then
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Figure 8.1: Élie Cartan (1869–1951)

dw =
n∑
i=1

dai ∧ dxi =
n∑
i=1

 n∑
j=1

∂ai
∂xj

dxj

 ∧ dxi =
∑

1≤i<j≤n

(
∂aj
∂xi
− ∂ai
∂xj

)
dxi ∧ dxj .

For instance, when n = 2 we have

d(a1dx1 + a2dx2) =

(
∂a2

∂x1
− ∂a1

∂x2

)
dx1 ∧ dx2

For n = 3, we get

d(a1dx1+a2dx2+a3dx3) =

(
∂a3

∂x2
− ∂a2

∂x3

)
dx2∧dx3+

(
∂a1

∂x3
− ∂a3

∂x1

)
dx3∧dx1+

(
∂a2

∂x1
− ∂a1

∂x2

)
dx1∧dx2.

2. Let n = 3 and w ∈ Ω2(U). Then

w = a1dx2 ∧ dx3 + a2dx3 ∧ dx1 + a3dx1 ∧ dx2

and

dw = da1 ∧ dx2 ∧ dx3 + da2 ∧ dx3 ∧ dx1 + da3 ∧ dx1 ∧ dx2

=

(
∂a1

∂x1
+
∂a2

∂x2
+
∂a3

∂x3

)
dx1 ∧ dx2 ∧ dx3
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Figure 8.2: Henri Poincaré (1854–1912)

3. For 0-forms, i.e. functions the exterior differential coincides with the usual differential of a

function.

8.2 Properties of the operator d

Proposition 8.1. For any two differential forms, α ∈ Ωk(U), β ∈ Ωl(U) we have

d(α ∧ β) = dα ∧ β + (−1)kα ∧ dβ.

Proof. We have

α =
∑

i1<...<ik

ai1...ikdxi1 ∧ . . . ∧ dxik

β =
∑

j1<...<jl

bji...jldxj1 ∧ . . . ∧ dxjl

α ∧ β =

 ∑
i1<...<ik

ai1...ikdxi1 ∧ . . . ∧ dxik

 ∧
 ∑
ji<...<jl

bj1...jldxj1 ∧ . . . ∧ dxjl



=
∑

i1<...<ik
j1<...<jl

ai1...ikbj1...jldxil ∧ . . . ∧ dxik ∧ dxjl ∧ . . . ∧ dxjl
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d(α ∧ β) =
∑

i1<...<ik
j1<...<jl

(bj1...jldai1...ik + ai1...ikdbj1...jl) ∧ dxi1 ∧ . . . ∧ dxik ∧ dxj1 ∧ . . . ∧ dxjl

=
∑

i1<...<ik
j1<...<jl

bj1...jldai1...ik ∧ dxi1 ∧ . . . ∧ dxik ∧ dxjl ∧ . . . ∧ dxjl

+
∑

i1<...<ik
j1<...<jl

ai1...ikdbj1...jl ∧ dxi1 ∧ . . . ∧ dxik ∧ dxj1 ∧ . . . ∧ dxjl

=

 ∑
i1<...<ik

dai1...ik ∧ dxi1... ∧ dxik

 ∧ (∑ bj1...jldxj1 ∧ . . . ∧ dxjl
)

+ (−1)k

 ∑
i1<...<ik

ai1...ikdxi1 ∧ . . . ∧ dxik

 ∧
 ∑
ji<...<jl

dbj1...jl ∧ dxj1 ∧ . . . ∧ dxjl



= dα ∧ β + (−1)kα ∧ dβ.

Notice that the sign (−1)k appeared because we had to make k transposition to move dbj1...jl to its

place. �

Proposition 8.2. For any differential k-form w we have

ddw = 0.

Proof. Let w =
∑

i1<...<ik

ai1...ikdxi1 ∧ . . . ∧ dxik . Then we have

dw =
∑

i1<...<ik

dai1...ik ∧ dxi1 ∧ . . . ∧ dxik .

Applying Proposition 8.1 we get

ddw =
∑

i1<...<ik

ddai1...ik ∧ dxi1 ∧ . . . ∧ dxik − dai1...ik ∧ ddxi1 ∧ . . . ∧ dxik + . . .

+ (−1)kdai1...ik ∧ dxi1 ∧ . . . ∧ ddxik .
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But ddf = 0 for any function f as was shown above. Hence all terms in this sum are equal to 0, i.e.

ddw = 0. �

Definition. A k-form ω is called closed if dω = 0. It is called exact if there exists a (k − 1)-form θ

such that dθ = ω. The form θ is called the primitive of the form ω. The previous theorem can be

reformulated as follows:

Corollary 8.3. Every exact form is closed.

The converse is not true in general. For instance, take a differential 1-form

ω =
xdy − ydx
x2 + y2

on the punctured plane U = R2 \ 0 (i.e the plane R2 with the deleted origin). It is easy to calculate

that dω = 0, i.e ω is closed. On the other hand it is not exact. Indeed, let us write down this form

in polar coordinates (r, ϕ). We have

x = r cosϕ, y = r sinϕ.

Hence,

ω =
1

r2
(r cosϕ(sinϕdr + r cosϕdϕ)− r sinϕ(cosϕdr − r sinϕdϕ)) = dϕ .

If there were a function H on U such that dH = ω, then we would have to have H = ϕ + const,

but this is impossible because the polar coordinate ϕ is not a continuous univalent function on U .

Hence ω is not exact.

However, as we will see later, a closed form is exact if it is defined on the whole vector space V .

Proposition 8.4. Operators f∗ and d commute, i.e. for any differential k-form w ∈ Ωk(W ), and

a smooth map f : U →W we have

df∗w = f∗dw

.

Proof. Suppose first that k = 0, i.e. w is a function ϕ : W → R. Then f∗ϕ = ϕ ◦ f . Then

d(ϕ ◦ f) = f∗dϕ. Indeed, for any point x ∈ U and a vector X ∈ Vx we have
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d(ϕ ◦ f)(X) = dϕ(dxf(X))

(chain rule)

But dϕ(dxf(X)) = f∗(dϕ(X)).

Consider now the case of arbitrary k-form w,

w =
∑

i1<...<ik

ai1...ikdxi1 ∧ . . . ∧ dxik .

Then

f∗w =
∑

i1<...<ik

ai1...ik ◦ fdfi1 ∧ . . . ∧ dfik

where f1, . . . , fn are coordinate functions of the map f . Using the previous theorem and taking into

account that d(dfi) = 0, we get

d(f∗w) =
∑

i1<...<ik

d(ai1...ik ◦ f) ∧ dfi1 ∧ . . . ∧ dfik .

On the other hand

dw =
∑

i1<...<ik

dai1...ik ∧ dxi1 ∧ . . . ∧ dxik

and therefore

f∗dw =
∑

i1<...<ik

f∗(dai1...ik) ∧ dfi1 ∧ . . . ∧ dfik .

But according to what is proven above, we have

f∗dai1...ik = d(ai1...ik ◦ f)

Thus,

f∗dw =
∑

i1<...<ik

d(ai1...ik ◦ f) ∧ dfi1 ∧ . . . ∧ dfik = df∗w

�

The above theorem shows, in particular, that the definition of the exterior differential is in-

dependent of the choice of the coordinate. Moreover, one can even use non-linear (curvilinear)

coordinate systems, like polar coordinates on the plane.
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8.3 Curvilinear coordinate systems

A (non-linear) coordinate system on a domain U in an n-dimensional space V is a smooth map

f = (f1, . . . , fn) : U → Rn such that

1. For each point x ∈ U the differentials dxf1, . . . , dxfn ∈ (Vx)∗ are linearly independent.

2. f is injective, i.e. f(x) 6= f(y) for x 6= y.

Thus a coordinate map f associates n coordinates y1 = f1(x), . . ., yn = fn(x) with each point

x ∈ U . The inverse map f−1 : U ′ → U is called the parameterization. Here U ′ = f(U) ⊂ Rn

is the image of U under the map f . If one already has another set of coordinates x1 . . . xn on

U , then the coordinate map f expresses new coordinates y1 . . . yn through the old one, while the

parametrization map expresses the old coordinate through the new one. Thus the statement

g∗dw = dg∗w

applied to the parametrization map g just tells us that the formula for the exterior differential is

the same in the new coordinates and in the old one.

Consider a space Rn with coordinates (u1, . . . , un). The j-th coordinate line is given by equations

ui = ci, i = 1, . . . , n; i 6= j. Given a domain U ′ ⊂ Rn consider a parameterization map g : U ′ →

U ⊂ V . The images g{ui = ci, i 6= j}) ⊂ U of coordinates lines {ui = ci, i 6= j} ⊂ U ′ are called

coordinate lines in U with respect to the curvilinear coordinate system (u1, . . . , un). For instance,

coordinate lines for polar coordinates in R2 are concentric circles and rays, while coordinate lines

for spherical coordinates in R3 are rays from the origin, and latitudes and meridians on concentric

spheres.

8.4 Geometric definition of the exterior differential

We will show later (see Lemma 10.2) that one can give another equivalent definition of the operator

d) without using any coordinates at all. But as a first step we give below an equivalent definition

of the exterior differential which is manifestly invariant of a choice of affine coordinates.

91



Given a point a ∈ V and vectors h1, . . . , hk ∈ Va we will denote by Pa(h1, . . . , hk) the k-

dimensional parallelepiped {
a+

1

2

k∑
1

ujhj ; |u1|, . . . , |uk| ≤ 1

}

centered at the point a with its sides parallel to the vectors h1, . . . , hk, see Fig. ??. For instance,

for k = 1 the parallelepiped Pa(h) is an interval centered at a of length |a|.

As it was explained above in Section 8.1 for a 0-form f ∈ Ω0(U), i.e. a function f : U → R its

exterior differential is just its usual differential, and hence it can be defined by the formula

(df)a(h) = daf(h) = lim
t→0

1

t

(
f

(
a+

th

2

)
− f

(
a− th

2

))
, t ∈ R, h ∈ Va, a ∈ U

Proposition 8.5. Let α ∈ Ωk−1
1 (U) be a differential (k − 1)-form on a domain U ⊂ Rn. Then for

any point a ∈ U and any vectors h1, . . . , hk ∈ Va we have

(dα)a(h1, . . . , hk) = lim
t→0

1

tk

k∑
j=1

(−1)k−1

(
α
a+

thj
2

(th1, . . . ,
j
∨, . . . , thk)− α

a−
thj
2

(th1, . . . ,
j
∨, . . . , thk)

)

= lim
t→0

1

t

k∑
j=1

(−1)k−1

(
α
a+

thj
2

(h1, . . . ,
j
∨, . . . , hk)− α

a−
thj
2

(h1, . . . ,
j
∨, . . . , hk)

)
(8.4.1)

For instance, for a 1-form α ∈ Ω1(U), we have

(dα)a(h1, h2) := lim
t→0

1

t2

(
α
a+

th1
2

(th2) + α
a− th1

2

(−th2) + α
a+

th2
2

(−th1) + α
a− th2

2

(th1)
)

= lim
t→0

1

t

(
α
a+

th1
2

(h2)− α
a− th1

2

(h2)− α
a+

th2
2

(h1) + α
a− th2

2

(h1)
)

Proof. First we observe that for a C1-smooth form α the limit in the right-hand side of formula

(8.4.1) exists and define a k-form (i.e. for each a it is a multilinear skewsymmetric function of

vectors h1, . . . , hk ∈ Rna). We can also assume that the vectors h1, . . . , hk are linearly independent.

Otherwise, both definitions give 0. Denote La = Span(h1, . . . , hk) ⊂ Va and consider the restriction

α′ := α|L∩U . Let (y1, . . . , yk) be coordinates in La corresponding to the basis h1, . . . , hk. Then we
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can write α′ :=
∑
Pidy1 ∧ . . .∨i · · · ∧ dyk and thus

lim
t→0

1

t

 k∑
j=1

α
a+

thj
2

(h1, . . . ,
i
∨, . . . , hk)− α

a+
thj
2

(h1, . . . ,
i
∨, . . . , hk)


=

k∑
j=1

k∑
i=1

lim
t→0

Pj(a+
thj
2 )− Pj(a− thj

2 )

t
dy1 ∧ . . .

i
∨ · · · ∧ dyk(h1, . . . ,

j
∨, . . . , hk)

=
k∑
j=1

k∑
i=1

∂Pj
∂yj

(a)dy1 ∧ . . .
i
∨ · · · ∧ dyk(h1, . . . ,

i
∨, . . . , hk).

(8.4.2)

But

dy1 ∧ . . .
i
∨ · · · ∧ dyk(h1, . . . ,

j
∨, . . . , hk) =


(−1)i−1, if i = j

0, if i 6= j.

Hence, the expression in (8.4.2) is equal to
k∑
1

(−1)i−1 ∂Pi
∂yi

(a). But

dα′ =

(
k∑
1

(−1)i−1∂Pi
∂yi

)
dy1 ∧ · · · ∧ dyk,

and therefore (dα′)a(h1, . . . , hk) =
k∑
1

(−1)i−1 ∂Pi
∂yi

(a), i.e. the two definitions of the exterior differen-

tial coincide.

8.5 More about vector fields

Similarly to the case of linear coordinates, given any curvilinear coordinate system (u1, . . . , un) in

U , one denotes by

∂

∂u1
, . . . ,

∂

∂un

the vector fields which correspond to the partial derivatives with respect to the coordinates u1, . . . , un.

In other words, the vector field ∂
∂ui

is tangent to the ui-coordinate lines and represents the the ve-

locity vector of the curves u1 = const1, . . . , ui−1 = consti−1, ui+1 = consti+1, . . . , un = constn ,

parameterized by the coordinate ui.

For instance, suppose we are given spherical coordinates (r, θ, ϕ), r ≥ 0, φ ∈ [0, π], θ ∈ [0, 2π) in
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R3. The spherical coordinates are related to the cartesian coordinates (x, y, z) by the formulas

x = r sinϕ cos θ, (8.5.1)

y = r sinϕ sin θ, (8.5.2)

z = r cosϕ . (8.5.3)

Then the vector fields
∂

∂r
,

∂

∂ϕ
, and

∂

∂θ

are mutually orthogonal and define the same orientation of the space as the standard Cartesian

coordinates in R3. We also have || ∂∂r || = 1. However the length of vector fields ∂
∂ϕ and ∂

∂θ vary. When

r and θ are fixed and ϕ varies, then the corresponding point (r, θ, ϕ) is moving along a meridian of

radius r with a constant angular speed 1. Hence,

|| ∂
∂ϕ
|| = r .

When r and ϕ are fixed and θ varies, then the point (r, ϕ, θ) is moving along a latitude of radius

r sinϕ with a constant angular speed 1. Hence,

|| ∂
∂θ
|| = r sinϕ .

Note that it is customary to introduce unit vector fields in the direction of ∂
∂r , ∂

∂θ and ∂
∂ϕ :

er :=
∂

∂r
, eϕ :=

1

r

∂

∂ϕ
, eθ =

1

r sinϕ

∂

∂θ
,

which form an orthonormal basis at every point. The vector fields er, eθ and eϕ are not defined at

the origin and at the poles φ = 0, π.

The chain rule allows us to express the vector fields ∂
∂u1

, . . . , ∂
∂un

through the vector fields

∂
∂x1

, . . . , ∂
∂xn

. Indeed, for any function f : U → R we have

∂f

∂ui
=

n∑
j=1

∂f

∂xj

∂xj
∂ui

,

and, therefore,
∂

∂ui
=

n∑
j=1

∂xj
∂ui

∂

∂xj
,
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For instance, spherical coordinates (r, θ, φ) are related to the cartesian coordinates (x, y, z) by

the formulas (8.5.1), and hence we derive the following expression of the vector fields ∂
∂r ,

∂
∂θ ,

∂
∂ϕ

through the vector fields ∂
∂x ,

∂
∂y ,

∂
∂z :

∂

∂r
= sinϕ cos θ

∂

∂x
+ sinϕ sin θ

∂

∂y
+ cosϕ

∂

∂z
,

∂

∂θ
= −r sinϕ sin θ

∂

∂x
+ r sinϕ cos θ

∂

∂y
,

∂

∂ϕ
= r cosϕ cos θ

∂

∂x
+ r cosϕ sin θ

∂

∂y
− r sinϕ

∂

∂z
.

8.6 Case n = 3. Summary of isomorphisms

Let U be a domain in the 3-dimensional space V . We will consider 5 spaces associated with U .

Ω0(U) = C∞(U)—the space of 0-forms, i.e. the space of smooth functions;

Ωk(U) for k = 1, 2, 3—the spaces of differential k-forms on U ;

Vect(U)—the space of vector fields on U .

Let us fix a volume form w ∈ Ω3(U) that is any nowhere vanishing differential 3-form. In coordinates

w can be written as

w = f(x)dx1 ∧ dx2 ∧ dx3

where the function f : U → R is never equal to 0. The choice of the form w allows us to define the

following isomorphisms.

1. Λw : C∞(U)→ Ω3(U), Λw(h) = hw for any function h ∈ C∞(U).

2. w : Vect(U)→ Ω2(U) w(v) = v w.

Sometimes we will omit the subscript w an write just Λ and .

Our third isomorphism depends on a choice of a scalar product <,> in V . Let us fix a scalar

product. This enables us to define an isomorphism

D = D<,> : Vect(U)→ Ω1(U)
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which associates with a vector field v on U a differential 1-form D(v) = 〈v, .〉. Let us write down the

coordinate expressions for all these isomorphisms. Fix a cartesian coordinate system (x1, x2, x3) in

V so that the scalar product 〈x, y〉 in these coordinates equals x1y1 + x2y2 + x3y3. Suppose also

that w = dx1 ∧ dx2 ∧ dx3. Then Λ(h) = hdx1 ∧ dx2 ∧ dx3.

(v) = v1dx2 ∧ dx3 + v2dx3 ∧ dx1 + v3dx1 ∧ dx2

where v1, v2, v3 are coordinate functions of the vector field v.

D(v) = v1dx1 + v2dx2 + v3dx3.

If V is an oriented Euclidean space then one also has isomorphisms

? : Ωk(V )→ Ω3−k(V ), k = 0, 1, 2, 3.

If w is the volume form on V for which the unit cube has volume 1 and which define the given

orientation of V (equivalently, if w = x1 ∧ x2 ∧ x3 for any Cartesian positive coordinate system on

V ), then

w(v) = ?D(v), and Λw = ? : Ω0(V )→ Ω3(V ) .

8.7 Gradient, curl and divergence of a vector field

The above isomorphism, combined with the operation of exterior differentiation, allows us to define

the following operations on the vector fields. First recall that for a function f ∈ C∞(U),

gradf = D−1(df).

Now let v ∈ Vect (U) be a vector field. Then its divergence div v is the function defined by the

formula

div v = Λ−1(d( v))

In other words, we take the 2-form v w (w is the volume form) and compute its exterior differential

d(v w). The result is a 3-form, and, therefore is proportional to the volume form w, i.e. d(v w) = hw.
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This proportionality coefficient (which is a function; it varies from point to point) is simply the

divergence: div v = h.

Given a vector field v, its curl is as another vector field curl v defined by the formula

curl v := −1d(Dv) = D−1 ∗ d(Dv).

If one fixes a cartesian coordinate system in V such that w = dx1 ∧ dx2 ∧ dx3 and 〈x, y〉 =

x1y1 + x2y2 + x3y3 then we get the following formulas

grad f =

(
∂f

∂x1
,
∂f

∂x2
,
∂f

∂x3

)

div v =
∂v1

∂x1
+
∂v2

∂x2
+
∂v3

∂x3

curl v =

(
∂v3

∂x2
− ∂v2

∂x3
,
∂v1

∂x3
− ∂v3

∂x1
,
∂v2

∂x1
− ∂v1

∂x2

)
where v = (v1, v2, v3).

We will discuss the geometric meaning of these operations later in Section ??.

8.8 Example: expressing vector analysis operations in spherical

coordinates

Given spherical coordinates (r, θ, φ) in R3, consider orthonormal vector fields

er =
∂

∂r
, eϕ =

1

r

∂

∂ϕ
and eθ =

1

r sinϕ

∂

∂θ

tangent to the coordinate lines and which form orthonormal basis at every point.

Operator D.

Given a vector field v = a1er + a2eϕ + a3eθ we compute D v. For any vector field h = h1er +

h2eθ + h3eϕ we have 〈v, h〉 = D v(h). Let us write D v = c1dr + c2dϕ+ c3dθ. Then

〈v, h〉 = a1h1 + a2h2 + a3h3
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and

D v(h) = (c1dr + c2dϕ+ c3dθ)(h1er + h2eϕ + h3eθ)

= c1h1dr(er) + c2h2dϕ(eϕ) + c3h3dθ(eθ) = c1h1 +
c2

r
h2 +

c3

r sinϕ
h3.

Hence, c1 = a1, c2 = ra2, c3 = ra3 sinϕ, i.e.

D v = a1dr + ra2dϕ+ ra3 sinϕdθ. (8.8.1)

Operator ∗. First we express the volume form Ω = dx ∧ dy ∧ dz in spherical coordinates. One

way to do that is just to plug into the form the expression of x, y, z through spherical coordinates.

But we can also argue as follows. We have Ω = cdr ∧ dϕ ∧ dθ. Let us evaluate both sides of this

equality on vectors er, eϕ, eθ. Then Ω(er, eϕ, eθ) = 1 because these vectors fields are at every point

orthonormal and define the standard orientation of the space. On the other hand,

(dr ∧ dϕ ∧ dθ)(er, eϕ, eθ)

=
1

r2 sinϕ
(dr ∧ dϕ ∧ dθ)( ∂

∂r
,
∂

∂ϕ
,
∂

∂θ
) =

1

r2 sinϕ
,

and therefore c = r2 sinϕ, i.e.

Ω = r2 sinϕdr ∧ dϕ ∧ dθ.

In particular, given a 3-form η = adr ∧ dϕ ∧ dθ we get ∗η = a
r2 sinϕ

.

Let us now compute ∗dr, ∗dϕ and ∗dθ. We argue that

∗dr = Adϕ ∧ dθ, ∗dθ = Bdr ∧ dϕ, ∗dϕ = Cdθ ∧ dr.

Indeed, suppose that ∗dr = Adϕ ∧ dθ + A′dθ ∧ dr + A′′dr ∧ dϕ and compute the value of both

sides on vectors eθ, er:

∗dr(eθ, er) = dr(eφ) = 0,

because the 2-dimensional volume (i.e the area) of the 2-dimensional parallelepiped P (eθ, er) and

the 1-dimensional volume (i.e. the length) of the 1-dimensional parallelepiped P (eϕ) are both equal

to 1. On the other hand,

(Adϕ ∧ dθ +A′dθ ∧ dr +A′′dr ∧ dϕ)(eθ, er) =
1

r sinϕ
A′,
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and therefore A′ = 0. Similarly, A′′ = 0. The argument for ∗dθ and ∗dϕ is also similar.

It remains to compute the coefficients A,B,C. We have

∗ dr(eϕ, eθ) = dr(er) = 1 = Adϕ ∧ dθ(eϕ, eθ) =
A

r2 sinϕ
,

∗ dθ(er, eϕ) = dθ(eθ) =
1

r sinϕ
= Bdr ∧ dϕ(er, eϕ) =

B

r
,

∗ dϕ(eθ, er) = dϕ(eϕ) =
1

r
= Cdϕ ∧ dr(eθ, er) =

C

r sinϕ
.

Thus, i.e.

A = r2 sinϕ, B =
1

sinϕ
, C = sinϕ,

∗dr = r2 sinϕdϕ ∧ dθ, ∗dθ =
1

sinϕ
dr ∧ dϕ, ∗dϕ = sinϕdθ ∧ dr . (8.8.2)

Hence we also have

∗ dϕ ∧ dθ =
1

r2
dr,

∗ dr ∧ dϕ = sinϕdθ,

∗ dθ ∧ dr =
1

sinϕ
dϕ .

(8.8.3)

Now we are ready to express the vector analysis operations in spherical coordinates.

Exercise 8.6. (Gradient) Given a function f(r, θ, ϕ) expressed in cylindrical coordinates, com-

pute ∇f .

Solution. We have

∇f = D−1(frdr + fϕdϕ+ fθdθ) = frer +
fϕ
r

eϕ +
fϕ

r sinϕ
eθ.

Here we denote by fr, fϕ and fθ the respective partial derivatives of the function f . �

Exercise 8.7. Given a vector field v = aer + beϕ + ceθ compute div v and curl v.

Solution.
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a) Divergence. We have

v Ω = (aer + beϕ + ceθ) r2 sinϕdr ∧ dϕ ∧ dθ

= ar2 sinϕdϕ ∧ dθ + cr dr ∧ dϕ+ br sinϕdθ ∧ dr

and

d( v Ω) =
(
(r2ar + 2ra) sinϕ+ rcθ + rbϕ sinϕ+ rb cosϕ

)
dr ∧ dϕ ∧ dθ

= (ar +
2a

r
+

cθ
r sinϕ

+
bϕ
r

+
b

r
cotϕ) Ω.

Hence,

div v = ar +
2a

r
+

cθ
r sinϕ

+
bϕ
r

+
b

r
cotϕ . (8.8.4)

b) Curl. We have

curl v = D−1 ∗ dD v = D−1 ∗ d(adr + rbdϕ+ rc sinϕdθ)

= D−1 ∗
(
(aϕ − b− rbr)dr ∧ dϕ+ (c sinϕ+ rcr sinϕ− aθ)dθ ∧ dr

+ (rbθ − rcϕ sinϕ− rc cosϕ)dϕ ∧ dθ
)

= D−1
(rbθ − rcϕ sinϕ− rc cosϕ

r2
dr +

c sinϕ+ rcr sinϕ− aθ
sinϕ

dϕ

+ (aϕ − b− rbr) sinϕdθ
)

=
rbθ − rcϕ sinϕ− rc cosϕ

r2
er +

c sinϕ+ rcr sinϕ− aθ
r sinϕ

eϕ

+
aϕ − b− rbr

r
eθ.

(8.8.5)

�

8.9 Complex-valued differential k-forms

One can consider complex-valued differential k-forms. A C-valued differential 1-form is a field of

C-valued k-forms, or simply it is an expression α+ iβ, where α, β are usual real-valued k-forms. All

operations on complex valued k-forms ( exterior multiplication, pull-back and exterior differential)

are defined in a natural way:

(α1 + iβ1) ∧ (α2 + iβ2) = α1 ∧ α2 − β1 ∧ β2 + i(α1 ∧ β2 + β1 ∧ α2),
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f∗(α+ iβ) = f∗α+ if∗β, d(α+ iβ) = dα+ idβ.

We will be in particular interested in complex valued on C. Note that a complex-valued function

(or 0-form) is on a domain U ⊂ C is just a map f = u+ iv : U → C. Its differential df is the same as

the differntial of this map, but it also can be viewed as a C-valued differential 1-form df = du+ idv.

Example 8.8.

dz = dx+ idy, dz̄ = dx− idy, zdz = (x+ iy)(dx+ idy) = xdx− ydy + i(xdy + ydx),

dz ∧ dz̄ = (dx+ idy) ∧ (dx− idy) = −2idx ∧ dy.

Exercise 8.9. Prove that d(zn) = nzn−1dz for any integer n 6= 0.

Solution. Let us do the computation in polar coordinates. Then zn = rneinφ and assuming

that n 6= 0 we have

d(zn) = nrn−1einφdr + inrneinφdφ = nrn−1einφ(dr + idφ).

On the other hand,

nzn−1dz = nrn−1ei(n−1)φd(reiφ) = nrn−1ei(n−1)φ
(
eiφdr + ieiφdφ

)
= nrn−1einφ(dr + idφ).

Comparing the two expressions we conclude that d(zn) = nzn−1dz.

It follows that the 1-form dz
zn is exact on C \ 0 for n > 1. Indeed,

dz

zn
= d

(
1

(1− n)zn−1

)
.

On the other hand the form dz
z is closed on C \ 0 but not exact. Indeed,

dz

z
=
d(reiφ)

reiφ
=
eiφdr + ireiφdφ

reiφ
=
dr

r
+ idφ,

and hence d
(
dz
z

)
= 0.

On the other hand, we already had seen that the form dφ, and hence dz
z , is not exact.
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Chapter 9

Integration of differential forms and

functions

9.1 Useful technical tools: partition of unity and cut-off functions

Let us recall that the support of a function θ is the closure of the set of points where it is not

equal to 0. We denote the support by Supp(θ). We say that θ is supported in an open set U if

Supp(θ) ⊂ U .

Lemma 9.1. There exists a C∞ function ρ : R→ [0,∞) with the following properties:

• ρ(x) ≡ 0, |x| ≥ 1;

• ρ(x) = ρ(−x);

• ρ(x) > 0 for |x| < 1.

Proof. There are a lot of functions with this property. For instance, one can be constructed as

follows. Take the function

h(x) =


e−

1
x2 , x > 0

0 , x ≤ 0.

(9.1.1)

The function e−
1
x2 has the property that all its derivatives at 0 are equal to 0, and hence the

function h is C∞-smooth. Then the function ρ(x) := h(1 + x)h(1− x) has the required properties.
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Lemma 9.2. Existence of cut-off functions Let C ⊂ V be compact set and U ⊃ C its open

neighborhood. Then there exists a C∞-smooth function σC,U : V → [0,∞) with its support in U

which is equal to 1 on C

Proof. Let us fix a Euclidean structure in V and a Cartesian coordinate system. Thus we can

identify V with Rn with the standard dot-product. Given a point a ∈ V and δ > 0 let us denote

by ψa,δ the bump function on V defined by

ψa,δ(x) := ρ

(
||x− a||2

δ2

)
, (9.1.2)

where ρ : R→[0,∞) is the function constructed in Lemma 9.1. Note that ψa,δ(x) is a C∞-function

with Supp (ψa,δ) = Dδ := Bδ(a) and such that ψa,δ(x) > 0 for x ∈ Bδ(a).

Let us denote by Uε(C) the ε-neighborhood of C, i.e.

Uε(C) = {x ∈ V ; ∃y ∈ C, ||y − x|| < ε.}

There exists ε > 0 such that Uε(C) ⊂ U . Using compactness of C we can find finitely many points

z1, . . . , zN ∈ C such that the balls Bε(z1), . . . , Bε(zN ) ⊂ U cover U ε
2
(C), i.e. U ε

2
(C) ⊂

N⋃
1
Bε(zj).

Consider a function

σ1 :=

N∑
1

ψzi, ε2 : V → R.

The function ψ1 is positive on U ε
2
(C) and has Supp(ψ1) ⊂ U .

The complement E = V \ U ε
2
(C) is a closed but unbounded set. Take a large R > 0 such that

BR(0) ⊃ U . Then ER = DR(0) \ U ε
2
(C) is compact. Choose finitely many points x1, . . . , xM ∈ ER

such that
M⋃
1
B ε

4
(xi) ⊃ ER. Notice that

M⋃
1
B ε

4
(xi) ∩ C = ∅. Denote

σ2 :=

M∑
1

ψxi, ε4 .

Then the function σ2 is positive on VR and vanishes on C. Note that the function σ1 +σ2 is positive

on BR(0) and it coincides with σ1 on C. Finally, define the function σC,U by the formula

σC,U :=
σ1

σ1 + σ2
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on B(R)(0) and extend it to the whole space V as equal to 0 outside the ball BR(0). Then σC,U = 1

on C and Supp(σC,U ) ⊂ U , as required. �.

Let C ⊂ V be a compact set. Consider its finite covering by open sets U1, . . . , UN , i.e.

N⋃
1

Uj ⊃ C.

We say that a finite sequence θ1, . . . , θK of C∞-functions defined on some open neighborhood U of

C in V forms a partition of unity over C subordinated to the covering {Uj}j=1,...,N if

•
K∑
1
θj(x) = 1 for all x ∈ C;

• Each function θj , j = 1, . . . ,K is supported in one of the sets Ui, i = 1, . . . ,K.

Lemma 9.3. For any compact set C and its open covering {Uj}j=1,...,N there exists a partition of

unity over C subordinated to this covering.

Proof. In view of compactness of there exists ε > 0 and finitely many balls Bε(zj) centered at

points zj ∈ C, j = 1, . . . ,K, such that
K⋃
1
Bε(zj) ⊃ C and each of these balls is contained in one of

the open sets Uj , j = 1, . . . , N . Consider the functions ψzj ,ε defined in (9.1.2). We have
K∑
1
ψzj ,ε > 0

on some neighborhood U ⊃ C. Let σC,U be the cut-off function constructed in Lemma 9.2. For

j = 1, . . . ,K we define

θj(x) =


ψzj ,ε(x)σC,U (x)

K∑
1
ψzj ,ε(x)

, if x ∈ U,

0, otherwise

.

Each of the functions is supported in one of the open sets Uj , j = 1, . . . , N , and we have for every

x ∈ C

K∑
1

θj(x) =

K∑
1
ψzj ,ε(x)

K∑
1
ψzj ,ε(x)

= 1.

�
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Figure 9.1: Bernhard Riemann (1826-1866)

9.2 One-dimensional Riemann integral for functions and differen-

tial 1-forms

A partition P of an interval [a, b] is a finite sequence a = t0 < t1 < · · · < tN = b. We will

denote by Tj , j = 0, . . . , N the vector tj+1 − tj ∈ Rtj and by ∆j the interval [tj , tj+1]. The length

tj+1 − tj = ||Tj || of the interval ∆j will be denoted by δj . The number max
j=1,...,N

δj is called the

fineness or the size of the partition P and will be denoted by δ(P). Let us first recall the definition

of (Riemann) integral of a function of one variable. Given a function f : [a, b] → R we will form a

lower and upper integral sums corresponding to the partition P:

L(f ;P) =
N−1∑

0

( inf
[tj ,tj+1]

f)(tj+1 − tj) ,

U(f ;P) =
N−1∑

0

( sup
[tj ,tj+1]

f)(tj+1 − tj) , (9.2.1)

The function is called Riemann integrable if

sup
P
L(f ;P) = inf

P
U(f ;P),

and in this case this number is called the (Riemann) integral of the function f over the interval

[a, b]. The integrability of f can be equivalently reformulated as follows. Let us choose a set C =
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{c1, . . . , cN−1}, cj ∈ ∆j , and consider an integral sum

I(f ;P, C) =

N−1∑
0

f(cj)(tj+1 − tj), cj ∈ ∆j . (9.2.2)

Then the function f is integrable if there exists a limit lim
δ(P)→0

I(f,P, C). In this case this limit is

equal to the integral of f over the interval [a, b]. Let us emphasize that if we already know that the

function is integrable, then to compute the integral one can choose any sequence of integral sum,

provided that their fineness goes to 0. In particular, sometimes it is convenient to choose cj = tj ,

and in this case we will write I(f ;P) instead of I(f ;P, C).

The integral has different notations. It can be denoted sometimes by
∫

[a,b]

f , but the most common

notation for this integral is
b∫
a
f(x)dx. This notation hints that we are integrating here the differential

form f(x)dx rather than a function f . Indeed, given a differential form α = f(x)dx we have

f(cj)(tj+1 − tj) = αcj (Tj),
1 and hence

I(α;P, C) = I(f ;P, C) =
N−1∑

0

αcj (Tj), cj ∈ ∆j . (9.2.3)

We say that a differential 1-form α is integrable if there exists a limit lim
δ(P)→0

I(α,P, C), which is

called in this case the integral of the differential 1-form α over the oriented interval [a, b] and will

be denoted by
∫
→

[a,b]

α, or simply
b∫
a
α. By definition, we say that

∫
←

[a,b]

α = −
∫
→

[a,b]

α. This agrees with the

definition
∫
←

[a,b]

α = lim
δ(P)→0

N−1∑
1
αcj (−Tj), and with the standard calculus rule

a∫
b

f(x)dx = −
b∫
a
f(x)dx.

Let us recall that a map φ : [a, b] → [c, d] is called a diffeomorphism if it is smooth and has a

smooth inverse map φ−1 : [c, d]→ [a, b]. This is equivalent to one of the following:

• φ(a) = c;φ(b) = d and φ′ > 0 everywhere on [a, b]. In this case we say that φ preserves

orientation.

• φ(a) = d;φ(b) = c and φ′ < 0 everywhere on [a, b]. In this case we say that φ reverses

orientation.

1Here we parallel transported the vector Tj from the point tj to the point cj ∈ [tj , tj+1].
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Theorem 9.4. Let φ : [a, b]→ [c, d] be a diffeomorphism. Then if a 1-form α = f(x)dx is integrable

over [c, d] then its pull-back f∗α is integrable over [a, b], and we have∫
→

[a,b]

φ∗α =

∫
→

[c,d]

α, (9.2.4)

if φ preserves the orientation and ∫
→

[a,b]

φ∗α =

∫
←

[c,d]

α = −
∫
→

[c,d]

α,

if φ reverses the orientation.

Remark 9.5. We will show later a stronger result:∫
→

[a,b]

φ∗α =

∫
→

[c,d]

α

for any φ : [a, b]→ [c, d] with φ(a) = c, φ(b) = d, which is not necessarily a diffeomorphism.

Proof. We consider only the orientation preserving case, and leave the orientation reversing one

to the reader. Choose any partition P = {a = t0 < · · · < tN−1 < tN = b} of the interval [a, b] and

choose any set C = {c0, . . . , cN−1} such that cj ∈ ∆j . Then the points t̃j = φ(tj) ∈ [c, d], j = 0, . . . N

form a partition of [c, d]. Denote this partition by P̃, and denote ∆̃j := [t̃j , t̃j+1] ⊂ [c, d], c̃j = φ(cj),

C̃ = φ(C) = {c̃0, . . . , c̃N−1}. Then we have

I(φ∗α,P, C) =

N−1∑
0

φ∗αcj (Tj) =

N−1∑
0

αc̃j (dφ(Tj)) =

N−1∑
0

αc̃j (φ
′(cj)δj). (9.2.5)

Recall that according to the mean value theorem there exists a point dj ∈ ∆j , such that

T̃j = t̃j+1 − t̃j = φ(tj+1)− φ(tj) = φ′(dj)(tj+1 − tj).

Note also that the function φ′ is uniformly continuous, i.e. for any ε > 0 there exists δ > 0 such

that for any t, t′ ∈ [a, b] such that |t − t′| < δ we have |φ′(t) − φ′(t′)| < ε. Besides, the function φ′
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is bounded above and below by some positive constants: m < φ′ < M . Hence mδj < δ̃j < Mδj for

all j = 1, . . . , N − 1. Hence, if δ(P) < δ then we have∣∣∣I(φ∗α,P, C)− I(α; P̃, C̃)
∣∣∣ =

∣∣∣∣∣
N−1∑

0

αc̃j
(
(φ′(cj)− φ′(dj))δj

)∣∣∣∣∣ =

≤ ε

m

∣∣∣∣∣
N−1∑

1

f(c̃j)δ̃j

∣∣∣∣∣ =
ε

m

∣∣∣I(α; P̃, C̃)
∣∣∣ . (9.2.6)

When δ(P) → 0 we have δ̃(P) = 0, and hence by assumption I(α; P̃, C̃) →
d∫
c
α, but this implies

that I(φ∗α,P, C)− I(α; P̃, C̃)→ 0, and thus φ∗α is integrable over [a, b] and

b∫
a

φ∗α = lim
δ(P)→0

I(φ∗α,P, C) = lim
δ(P̃)→0

I(α, P̃, C̃) =

d∫
c

α.

�

If we write α = f(x)dx, then φ∗α = f(φ(t))φ′(t)dt and the formula (9.4) takes a familiar form

of the change of variables formula from the 1-variable calculus:

d∫
c

f(x)dx =

b∫
a

f(φ(t))φ′(t)dt.

9.3 Integration of differential 1-forms along curves

Curves as paths

A path, or parametrically given curve in a domain U in a vector space V is a map γ : [a, b]→ U . We

will assume in what follows that all considered paths are differentiable. Given a differential 1-form

α in U we define the integral of α over γ by the formula∫
γ

α =

∫
[a,b]

γ∗α.

Example 9.6. Consider the form α = dz − ydx+ xdy on R3. Let γ : [0, 2π]→ R3 be a helix given

by parametric equations x = R cos t, y = R sin t, z = Ct. Then∫
γ

α =

2π∫
0

(Cdt+R2(sin2tdt+ cos2 tdt)) =

2π∫
0

(C +R2)dt = 2π(C +R2).
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Note that
∫
γ
α = 0 when C = −R2. One can observe that in this case the curve γ is tangent to the

plane field ξ given by the Pfaffian equation α = 0.

Proposition 9.7. Let a path γ̃ be obtained from γ : [a, b] → U by a reparameterization, i.e.

γ̃ = γ ◦ φ, where φ : [c, d]→ [a, b] is an orientation preserving diffeomorphism. Then
∫̃
γ

α =
∫
γ
α.

Indeed, applying Theorem 9.4 we get

∫
γ̃

α =

d∫
c

γ̃∗α =

d∫
c

φ∗(γ∗α)

b∫
a

γ∗α =

∫
γ

α.

A vector γ′(t) ∈ Vγ(t) is called the velocity vector of the path γ.

Curves as 1-dimensional submanifolds

A subset Γ ⊂ U is called a 1-dimensional submanifold of U if for any point x ∈ Γ there is a

neighborhood Ux ⊂ U and a diffeomorphism Φx : Ux → Ωx ⊂ Rn, such that Φx(x) = 0 ∈ Rn and

Φx(Γ∩Ux) either coincides with {x2 = . . . xn = 0}∩Ωx, or with {x2 = . . . xn = 0, x1 ≥ 0}∩Ωx. In

the latter case the point x is called a boundary point of Γ. In the former case it is called an interior

point of Γ.

A 1-dimensional submanifold is called closed if it is compact and has no boundary. An example

of a closed 1-dimensional manifold is the circle S1 = {x2 + y2 = 1} ⊂ R2.

WARNING. The word closed is used here in a different sense than when one speaks about closed

subsets. For instance, a circle in R2 is both, a closed subset and a closed 1-dimensional submanifold,

while a closed interval is a closed subset but not a closed submanifold: it has 2 boundary points.

An open interval in R (or any Rn) is a submanifold without boundary but it is not closed because

it is not compact. A line in a vector space is a 1-dimensional submanifold which is a closed subset

of the ambient vector space. However, it is not compact, and hence not a closed submanifold.

Proposition 9.8. 1. Suppose that a path γ : [a, b] → U is an embedding. This means that

γ′(t) 6= 0 for all t ∈ [a, b] and γ(t) 6= γ(t′) if t 6= t′.2 Then Γ = γ([a, b]) is 1-dimensional

compact submanifold with boundary.

2If only the former property is satisfied that γ is called an immersion.
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2. Suppose Γ ⊂ U is given by equations F1 = 0, . . . , Fn−1 = 0 where F1, . . . , Fn−1 : U → R are

smooth functions such that for each point x ∈ Γ the differential dxF1, . . . , dxFn−1 are linearly

independent. Then Γ is a 1-dimensional submanifold of U .

3. Any compact connected 1-dimensional submanifold Γ ⊂ U can be parameterized either by an

embedding γ : [a, b] → Γ ↪→ U if it has non-empty boundary, or by an embedding γ : S1 →

Γ ↪→ U if it is closed.

Proof. 1. Take a point c ∈ [a, b]. By assumption γ′(c) 6= 0. Let us choose an affine coordinate

system (y1, . . . , yn) in V centered at the point C = γ(c) such that the vector γ′(c) ∈ VC coincide

with the first basic vector. In these coordinates the map gamma can be written as (γ1, . . . , γn)

where γ′1(c) = 1, γ′j(c) = 0 for j > 1 and γj(c) = 0 for all j = 1, . . . , n. By the inverse function

theorem the function γ1 is a diffeomorphism of a neighborhood of c onto a neighborhood of 0 in

R (if c is one of the end points of the interval, then it is a diffeomorphism onto the corresponding

one-sided neighborhood of 0). Let σ be the inverse function defined on the interval ∆ equal to

(−δ, δ), [0, δ) and (−δ, 0], respectively, depending on whether c is an interior point, c = a or c = b].

so that γ1(σ(u)) = u for any u ∈ ∆. Denote ∆̃ = σ(∆) ⊂ [a, b]. Then γ(∆̃) ⊂ U can be given by

the equations:

y2 = γ̃2(u) := γ2(σ(y1)), . . . , yn = γ̃n(u) := γn(σ(y1)); y1 ∈ ∆.

Let us denote

θ = θ(δ) := max
j=2,...,n

max
u∈∆
|γ̃j(u)|.

Denote

Pδ := {|y1| ≤ δ, |yj | ≤ θ(δ)}.

We have γ(∆) ⊂ Pδ.

We will show now that for a sufficiently small δ we have γ([a, b]) ∩ Pδ = γ(∆). For every

point t ∈ [a, b] \ Int ∆ denote d(t) = ||γ(t) − γ(c)||. Recall now the condition that γ(t) 6= γ(t′)

for t 6= t′. Hence d(t) > 0 for all t ∈ [a, b] \ Int ∆. The function d(t) is continuous and hence

achieve the minimum value on the compact set [a, b]\ Int ∆. Denote d := min
t∈[a,b]\Int ∆

d(t) > 0. Chose

δ′ < min(d, δ) and such that θ(δ′) = max
j=2,...,n

max
|u−c|<δ′

|γ̃j(u)| < d. Let ∆′ = ∆ ∩ {|u| ≤ δ′}|. Then

γ([a, b]) ∩ Pδ′ = {y2 = γ̃2(u), . . . , yn = γ̃n(u); y1 ∈ ∆′}.
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2. Take a point c ∈ Γ. The linear independent 1-forms dcF1, . . . , dcFn−1 ∈ V ∗c can be completed

by a 1-form l ∈ V ∗c to a basis of V ∗c . We can choose an affine coordinate system in V with c as its

origin and such that the function xn coincides with l. Then the Jacobian matrix of the functions

F1, . . . , Fn−1, xn is non-degenerate at c = 0, and hence by the inverse function theorem the map

F = (F1, . . . , Fn−1, xn) : V → Rn is invertible in the neighborhood of c = 0, and hence these

functions can be chosen as new curvilinear coordinates y1 = F1, . . . , yn−1 = Fn−1, yn = xn near the

point c = 0. In these coordinates the curve Γ is given near c by the equations y1 = · · · = yn−1 = 0.

3. See Exercise ??. �

In the case where Γ is closed we will usually parameterize it by a path γ : [a, b] → Γ ⊂ U

with γ(a) = γ(b). For instance, we parameterize the circle S1 = {x2 + y2 = 1} ⊂ R2 by a path

[0, 2π] 7→ (cos t, sin t). Such γ, of course, cannot be an embedding, but we will require that γ′(t) 6= 0

and that for t 6= t′ we have γ(t) 6= γ(t′) unless one of these points is a and the other one is b. We

will refer to 1-dimensional submanifolds simply as curves, respectively closed, with boundary etc.

Given a curve Γ its tangent line at a point x ∈ Γ is a subspace of Vx generated by the velocity

vector γ′(t) for any local parameterization γ : [a, b]→ Γ with γ(t) = x. If Γ is given implicitly, as in

9.8.2, then the tangent line is defined in Vx by the system of linear equations dxF1 = 0, . . . , dxFn−1 =

0.

Orientation of a curve Γ is the continuously depending on points orientation of all its tangent

lines. If the curve is given as a path γ : [a, b] → Γ ⊂ U such that γ′(t) 6= 0 for all t ∈ [a, b] than

it is canonically oriented. Indeed, the orientation of its tangent line lx at a point x = γ(t) ∈ Γ is

defined by the velocity vector γ′(t) ∈ lx.

It turns out that one can define an integral of a differential form α over an oriented compact

curve directly without referring to its parameterization. For simplicity we will restrict our discussion

to the case when the form α is continuous.

Let Γ be a compact connected oriented curve. A partition of Γ is a sequence of points P =

{z0, z1, . . . , zN} ordered according to the orientation of the curve and such that the boundary

points of the curve (if they exist) are included into this sequence. If Γ is closed we assume that

zN = z0. The fineness δ(P) of P is by definition is max
j=0,...,N−1

dist(zj , zj+1) (we assume here that V

a Euclidean space).
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Definition 9.9. Let α be a differential 1-form and Γ a compact connected oriented curve. Let

P = {z0, . . . , zN} be its partition. Then we define∫
Γ

α = lim
δ(P)→0

I(α,P),

where I(α,P) =
N−1∑

0
αzj (Zj), Zj = zj+1 − zj ∈ Vzj .

When Γ is a closed submanifold then one sometimes uses the notation
∮
Γ

α instead of
∫
Γ

α.

Proposition 9.10. If one chooses a parameterization γ : [a, b] → Γ which respects the given

orientation of Γ then ∫
γ

α =

b∫
a

γ∗α =

∫
Γ

α.

Proof. Indeed, let P̃ = {t0, . . . , tN} be a partition of [a, b] such that γ(tj) = zj , j = 0, . . . , N .

I(γ∗α, P̃) =
N−1∑

1

γ∗αtj (Tj) =
N−1∑

1

αzj (Uj),

where Uj = dtjγ(Tj)) ∈ Vzj is a tangent vector to Γ at the point zj . Let us evaluate the difference

Uj−Zj . Choosing some Cartesian coordinates in V we denote by γ1, . . . , γn the coordinate functions

of the path γ. Then using the mean value theorem for each of the coordinate functions we get

γi(tj+1)− γi(tj) = γ′i(c
i
j)δj for some cij ∈ ∆j , i = 1, . . . , n; j = 0, . . . , N − 1. Thus

Zj = γ(tj+1)− γ(tj) = (γ′1(c1
j ), . . . , γ

′
i(c

n
j ))δj .

On the other hand, Uj = dtjγ(Tj)) ∈ Vzj = γ′(tj)δj . Hence,

||Zj − Uj || = δj

√√√√ n∑
1

(γ′i(c
i
j)− γ′i(tj))2.

Note that if δ(P)→ 0 then we also have δ(P̃)→ 0, and hence using smoothness of the path γ we

conclude that for any ε > 0 there exists δ > 0 such that ||Zj −Uj || < εδj for all j = 1, . . . , N . Thus

N−1∑
1

αzj (T̃j)−
N−1∑

1

αzj (Zj) →
δ(P)

0,
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and therefore
b∫
a

γ∗α = lim
δ(P̃)→0

I(γ∗α, P̃) = lim
δ(P)→0

I(α,P) =

∫
Γ

α.

�

9.4 Integrals of closed and exact differential 1-forms

Theorem 9.11. Let α = df be an exact 1-form in a domain U ⊂ V . Then for any path γ : [a, b]→ U

which connects points A = γ(a) and B = γ(b) we have∫
γ

α = f(B)− f(A).

In particular, if γ is a loop then
∮
γ
α = 0.

Similarly for an oriented curve Γ ⊂ U with boundary ∂Γ = B −A we have∫
Γ

α = f(B)− f(A).

Proof. We have
∫
γ
df =

b∫
a
γ∗df =

b∫
a
d(f ◦ γ) = f(γ(b))− f(γ(a)) = f(B)− f(A). �

It turns out that closed forms are locally exact. A domain U ⊂ V is called star-shaped with

respect to a point a ∈ V if with any point x ∈ U it contains the whole interval Ia,x connecting a

and x, i.e. Ia,x = {a+ t(x− a); t ∈ [0, 1]}. In particular, any convex domain is star-shaped.

Proposition 9.12. Let α be a closed 1-form in a star-shaped domain U ⊂ V . Then it is exact.

Proof. Define a function F : U → R by the formula

F (x) =

∫
−→
Ia,x

α, x ∈ U,

where the intervals Ia,x are oriented from 0 to x.

We claim that dF = α. Let us identify V with the Rn choosing a as the origin a = 0. Then α

can be written as α =
n∑
1
Pk(x)dxk, and I0,x can be parameterized by

t 7→ tx, t ∈ [0, 1].
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Hence,

F (x) =

∫
−→
I0,x

α =

1∫
0

n∑
1

Pk(tx)xkdt. (9.4.1)

Differentiating the integral over xj as parameters, we get

∂F

∂xj
=

1∫
0

n∑
k=1

txk
∂Pk
∂xj

(tx)dt+

1∫
0

Pj(tx)dt.

But dα = 0 implies that ∂Pk
∂xj

=
∂Pj
∂xk

, and using this we can further write

∂F

∂xj
=

1∫
0

n∑
k=1

txk
∂Pj
∂xk

(tx)dt+

1∫
0

Pj(tx)dt =

1∫
0

t
dPj(tx)

dt
dt+

1∫
0

Pj(tx)dt

= (tPj(tx))|10 −
1∫

0

Pj(tx)dt+

1∫
0

Pj(tx)dt = Pj(tx)

Thus

dF =

n∑
j=1

∂F

∂xj
dxj =

n∑
j=1

Pj(x)dx = α

9.5 Integration of functions over domains in high-dimensional spaces

Riemann integral over a domain in Rn.

In this section we will discuss integration of bounded functions over bounded sets in a vector space

V . We will fix a basis e1, . . . , en and the corresponding coordinate system x1, . . . , xn in the space

and thus will identify V with Rn. Let η denote the volume form x1 ∧ . . . xn. As it will be clear

below, the definition of an integral will not depend on the choice of a coordinate system but only

on the background volume form, or rather its absolute value because the orientation of V will be

irrelevant.

We will need a special class of parallelepipeds in V , namely those which are generated by vectors

proportional to basic vectors, or in other words, parallelepipeds with edges parallel to the coordinate

axes. We will also allow these parallelepipeds to be parallel transported anywhere in the space. Let

us denote

P (a1, b1; a2, b2; . . . ; an, bn) := {ai ≤ xi ≤ bi; i = 1, . . . , n} ⊂ Rn.
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We will refer to P (a1, b1; a2, b2; . . . ; an, bn) as a special parallelepiped, or rectangle.

Let us fix one rectangle P := P (a1, b1; a2, b2; . . . ; an, bn). Following the same scheme as we used

in the 1-dimensional case, we define a partition P of P as a product of partitions a1 = t10 < · · · <

t1N1
= b1, . . . , an = tn0 < · · · < tnNn = bn, of intervals [a1, b1], . . . , [an, bn]. For simplicity of notation

we will always assume that each of the coordinate intervals is partitioned into the same number

of intervals, i.e. N1 = · · · = Nn = N . This defines a partition of P into Nn smaller rectangles

Pj = {t1j1 ≤ x1 ≤ t1j1+1, . . . , t
n
jn
≤ xn ≤ tnjn+1}, where j = (j1, . . . , jn) and each index jk takes

values between 0 and N − 1. Let us define

Vol(Pj) :=
n∏
k=1

(tkjk+1 − tkjk). (9.5.1)

This agrees with the definition of the volume of a parallelepiped which we introduced earlier (see

formula (3.3.1) in Section 3.3). We will also denote δj := max
k=1,...,n

(tkjk+1 − tkjk) and δ(P) := max
j

(δj).

Let us fix a point cj ∈ Pj and denote by C the set of all such cj. Given a function f : P → R we

form an integral sum

I(f ;P, C) =
∑
j

f(cj)Vol(Pj) (9.5.2)

where the sum is taken over all elements of the partition. If there exists a limit lim
σ(P)→0

I(f ;P, C)

then the function f : P → R is called integrable (in the sense of Riemann) over P , and this limit is

called the integral of f over P . There exist several different notations for this integral:
∫
P

f ,
∫
P

fdV ,∫
P

fdVol, etc. In the particular case of n = 2 one often uses notation
∫
P

fdA, or
∫∫
P

fdA. Sometime, the

functions we integrate may depend on a parameter, and in these cases it is important to indicate with

respect to which variable we integrate. Hence, one also uses the notation like
∫
P

f(x, y)dxn, where

the index n refers to the dimension of the space over which we integrate. One also use the notation∫
. . .

∫
︸ ︷︷ ︸

P

f(x1, . . . xn)dx1 . . . dxn, which is reminiscent both of the integral
∫
P f(x1, . . . xn)dx1∧ · · ·∧

dxn which will be defined later in Section 9.7 and the notation
bn∫
an

. . .
b1∫
a1

f(x1, . . . xn)dx1 . . . dxn for

n interated integral which will be discussed in Section 9.6.

Alternatively and equivalently the integrability can be defined via upper and lower integral sum,
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similar to the 1-dimensional case. Namely, we define

U(f ;P) =
∑
j

Mj(f)Vol(Pj), L(f ;P) =
∑
j

mj(f)Vol(Pj),

where Mj(f) = sup
Pj

f,mj(f) = inf
Pj

f, and say that the function f is integrable over P if inf
P
U(f ;P) =

sup
P
L(f,P).

Note that inf
P
U(f ;P) and sup

P
L(f,P) are sometimes called upper and lower integrals, respec-

tively, and denoted by
∫
P

f and
∫
P

f . Thus a function f : P → R is integrable iff
∫
P

f =
∫
P

f .

Let us list some properties of Riemann integrable functions and integrals.

Proposition 9.13. Let f, g : P → R be integrable functions. Then

1. af + bg, where a, b ∈ R, is integrable and
∫
P

af + bg = a
∫
P

f + b
∫
P

g;

2. If f ≤ g then
∫
P

f ≤
∫
P

g;

3. h = max(f, g) is integrable; in particular the functions f+ := max(f, 0) and f− := max(−f, 0)

and |f | = f+ + f− are integrable;

4. fg is integrable.

Proof. Parts 1 and 2 are straightforward and we leave them to the reader as an exercise. Let us

check properties 3 and 4.

3. Take any partition P of P . Note that

Mj(h)−mj(h) ≤ max(Mj(f)−mj(f),Mj(g)−mj(g)) . (9.5.3)

Indeed, we have Mj(h) = max(Mj(f),Mj(g)) and mj(h) ≥ max(mj(f),mj(g)). Suppose for deter-

minacy that max(Mj(f),Mj(g)) = Mj(f). We also have mj(h) ≥ mj(f). Thus

Mj(h)−mj(h) ≤Mj(f)−mj(f) ≤ max(Mj(f)−mj(f),Mj(g)−mj(g)).

Then using (9.5.3) we have

U(h;P)− L(h;P) =
∑
j

(Mj(h)−mj(h))Vol(Pj) ≤

∑
j

max (Mj(f)−mj(f),Mj(g)−mj(g)) Vol(Pj) =

max (U(f ;P)− L(f ;P), U(f ;P)− L(f ;P)) .
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By assumption the right-hand side can be made arbitrarily small for an appropriate choice of the

partition P, and hence h is integrable.

4. We have f = f+ − f−, g = g+ − g− and fg = f+g+ + f−g− − f+g− − f−g+. Hence, using 1

and 3 we can assume that the functions f, g are non-negative. Let us recall that the functions f, g

are by assumption bounded, i.e. there exists a constant C > 0 such that f, g ≤ C. We also have

Mj(fg) ≤Mj(f)Mj(g) and mj(fg) ≥ mj(f)mj(g). Hence

U(fg;P)− L(fg;P) =
∑
j

(Mj(fg)−mj(fg)) Vol(Pj) ≤

∑
j

(Mj(f)Mj(g)−mj(f)mj(g))Vol(Pj) =

∑
j

(Mj(f)Mj(g)−mj(f)Mj(g) +mj(f)Mj(g)−mj(f)mj(g)) Vol(Pj) ≤

∑
j

((Mj(f)−mj(f))Mj(g) +mj(f)(Mj(g)−mj(g))) Vol(Pj) ≤

C(U(f ;P)− L(f ;P) + U(g;P)− L(g;P)).

By assumption the right-hand side can be made arbitrarily small for an appropriate choice of the

partition P, and hence fg is integrable. �

Consider now a bounded subset K ⊂ Rn and choose a rectangle P ⊃ K. Given any function

f : K → R one can always extend it to P as equal to 0. A function f : K → R is called integrable

over K if this trivial extension f is integrable over P , and we define
∫
K

fdV :=
∫
fdV . When this

will not be confusing we will usually keep the notation f for the above extension.

Volume

We further define the volume

Vol(K) =

∫
K

1dV =

∫
P

χKdV,

provided that this integral exists. In this case we call the set K measurable in the sense of Riemann,

or just measurable.3 Here χK is the characteristic or indicator function of K, i.e. the function which

3There exists a more general and more common notion of measurability in the sense of Lebesgue. Any Riemann

measurable set is also measurable in the sense of Lebesgue, but not the other way around. Historically an attribution
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is equal to 1 on K and 0 elsewhere. In the 2-dimensional case the volume is called the area, and in

the 1-dimensional case the length.

Remark 9.14. For any bounded set A there is defined a lower and upper volumes,

Vol(A) =

∫
χAdV ≤ Vol(A) =

∫
χAdV.

The set is measurable iff Vol(A) = Vol(A). If Vol(A) = 0 then Vol(A) = 0, and hence A is

measurable and Vol(A) = 0.

Exercise 9.15. Prove that for the rectangles this definition of the volume coincides with the one

given by the formula (9.5.1).

The next proposition lists some properties of the volume.

Proposition 9.16. 1. Volume is monotone, i.e. if A,B ⊂ P are measurable and A ⊂ B then

Vol(A) ≤ Vol(B).

2. If sets A,B ⊂ P are measurable then A∩B, A \B and A∪B are measurable as well and we

have

Vol(A ∪B) = Vol(A) + Vol(B)−Vol(A ∩B).

3. If A can be covered by a measurable set of arbitrarily small total volume then Vol(A) = 0.

Conversely, if Vol(A) = 0 then for any ε > 0 there exists a δ > 0 such that for any partition

P with δ(P) < δ the elements of the partition which intersect A have arbitrarily small total

volume.

4. A is measurable iff Vol (∂A) = 0.

Proof. The first statement is obvious. To prove the second one, we observe that χA∪B = max(χA, χB),

χA∩B = χAχB, max(χA, χB) = χA + χB − χAχB, χA\B = χA − χA∩B and then apply Proposition

9.13. To prove 9.16.3 we first observe that if a set B is measurable and VolB < ε then then for a

sufficiently fine partition P we have U(χB;P) < VolB + ε < 2ε. Since A ⊂ B then χA ≤ χB, and

of this notion to Riemann is incorrect. It was defined by Camille Jordan and Giuseppe Peano before Riemann integral

was introduced. What we call in these notes volume is also known by the name Jordan content.
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therefore U(χA,P) ≤ U(χB,P) < 2ε. Thus, infP U(χA,P) = 0 and therefore A is measurable and

Vol(A) = 0. Conversely, if Vol(A) = 0 then for any ε > 0 for a sufficiently fine partition P we have

U(χA;P) < ε. But U(χA;P) is equal to the sum of volumes of elements of the partition which have

non-empty intersection with A.

Finally, let us prove 9.16.4. Consider any partition P of P and form lower and upper integral

sums for χA. Denote Mj := Mj(χA) and mj = mj(χA). Then all numbers Mj,mj are equal to either

0 or 1. We have Mj = mj = 1 if Pj ⊂ A; Mj = mj = 0 if Pj ∩ A = ∅ and Mj = 1,mj = 0 if Pj has

non-empty intersection with both A and P \A. In particular,

B(P) :=
⋃

j;Mj−mj=1

Pj ⊃ ∂A.

Hence, we have

U(χA;P)− L(χA;P) =
∑
j

(Mj −mj)Vol(Pj) = VolB(P).

Suppose that A is measurable. Then there exists a partition such that U(χA;P) − L(χA;P) < ε,

and hence ∂A is can be covered by the set B(P) of volume < ε. Thus applying part 3 we conclude

that Vol(∂A) = 0. Conversely, we had seen below that if Vol(∂A) = 0 then there exists a partition

such that the total volume of the elements intersecting ∂A is < ε. Hence, for this partition we have

L(χA;P) ≤ U(χA;P) < ε, which implies the integrability of χA, and hence measurability of A. �

Corollary 9.17. If a bounded set A ⊂ V is measurable then its interior IntA and its closure A

are also measurable and we have in this case

VolA = Vol IntA = VolA.

Proof. 1. We have ∂A ⊂ ∂A and ∂(IntA) ⊂ ∂A. Therefore, Vol ∂A = Vol ∂ IntA = 0, and

therefore the sets A and IntA are measurable. Also IntA∪∂A = A and IntA∩∂A = ∅. Hence, the

additivity of the volume implies that VolA = Vol ∂ IntA+Vol ∂A = Vol ∂ IntA. On the other hand,

IntA ⊂ A ⊂ A. and hence the monotonicity of the volume implies that Vol IntA ≤ VolA ≤ VolA.

Hence, VolA = Vol IntA = VolA. �

Exercise 9.18. If IntA or A are measurable then this does not imply that A is measurable. For

instance, if A is the set of rational points in interval I = [0, 1] ⊂ R then IntA = ∅ and A = I.

However, show that A is not Riemann measurable.

120



2. A set A is called nowhere dense if IntA = ∅. Prove that if A is nowhere dense then either

VolA = 0, or A is not measurable in the sense of Riemann. Find an example of a non-measurable

nowhere dense set.

Lipshitz maps

Let V,W be two Euclidean spaces. Recall the definition of the norm of a linear operator A : V →W :

||A|| = max
||x||=1

||A(x)||
||x||

.

Thus we have A(BR(0)) ⊂ BaR(0) ⊂W , where we denoted a := ||A||.

Given a subset A ⊂ V a map f : A→W is called Lipshitz if there exists a constant C > 0 such

that for any x, y ∈ A we have

||f(y)− f(x)|| ≤ C||y − x||.

Lemma 9.19. Let A ⊂ V be a compact set. Then any C1-smooth map A→W is Lipshitz.

Let us recall that given a compact set C ⊂ V , we say that a map f : C → W is smooth if it

extends to a smooth map defined on an open neighborhood U ⊃ C.

Proof. Let K : A → R be the function defined by K(x) = ||dxf ||, x ∈ A. The function K is

continuous because f is C1-smooth. Hence it is bounded: there exists a constant E > 0 such that

K(x) ≤ E for all x ∈ A.

Let us first consider the case when A is a convex set, i.e. with any two points x, y ∈ A the interval

connecting them is also contained in A. Given two points x, y ∈ A at a distance d = ||x − y|| > 0

consider a path φ(s) = x+ s
d(y − x), s ∈ [0, d] which connects them. Note that the velocity vector

φ′(s) = y−x
d has the unit length. Denote f̃(s) = f(φ(s)), s ∈ [0, d]. Note that f̃ ′(s) = dfφ(s)(φ

′(s))

by the chain rule. In particular,

||f̃ ′(s)|| ≤ ||dfφ(s)||||φ′(s)|| ≤ E.

We also have f(y) − f(x) = f̃(d) − f̃(0). Let f̃ = (f̃1, . . . , f̃m) be the coordinate functions of f̃

in some Cartesian coordinates in W . By the intermediate value theorem, for each k = 1, . . . , n we
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have f̃k(d)− f̃k(0) = f̃ ′k(ck)d for some ck ∈ [0, d]. Hence, |f̃k(d)− f̃k(0)| ≤ Cd and therefore

||f(y)− f(x)|| = ||f̃(d)− f̃(0)|| =

√√√√ n∑
1

(f̃k(d)− f̃k(0))2 ≤ E
√
nd = Ẽ||y − x||, (9.5.4)

where we denoted Ẽ := E
√
n.

For a general bounded set A choose an open neighborhood U ⊃ A to which the map f extends

C1-smoothly. Let U ′ ⊂ U be a smaller open neighborhood of A such that U
′ ⊂ U . We will also

assume that U
′

is bounded, and hence compact.

For every point x ∈ A there is ε(x) > 0 such that the closed ball Bε(x)(x) is contained in U ′. We

have
⋃
x∈A

B ε(x)
2

(x) ⊃ A, and hence by compactness of A there are finitely many balls Bi := B ε(xi)

2

(xi),

i = 1, . . . , N , such that
N⋃
1
Bi ⊃ A. Denote ε := min

i=1,...,N

ε(xi)
2 . Then for any two points x, y ∈ A with

||y − x|| ≤ ε belong to one of the balls B̂i := Bε(xi)(xi) which is convex, and hence according to

(9.5.4) we have ||f(y)− f(x)|| ≤ Ẽ||y − x||.

Denote by D the diameter of the compact set f(A), i.e. D := max
x,y∈A

||f(y) − f(x)||. Then if for

the distance between two points x, y ∈ A is ≥ ε we have ||f(y)− f(x)|| ≤ D
ε ||y − x||. Finally, if we

denote C := max(Ẽ, Dε ) we get

||f(y)− f(x)|| ≤ C||y − x|| for any x, y ∈ A.

�

Volume and smooth maps

Lemma 9.20. Let A ⊂ V be a compact set of volume 0 and f : V → W a Lipshitz map, where

dimW ≥ dimV . Then Volf(A) = 0.

Proof. According to Lemma 9.19 there is a constant C > 0 such that ||f(y)− f(x)|| ≤ C||y − x||

for any x, y ∈ A. In particular, the image f(P ) of a cube P of size δ in Vx, x ∈ A, centered at x, is

contained in a cube of size Kδ in Wf(x) centered at f(x).

The volume 0 assumption implies that for any ε > 0 there exists a partition of some size δ > 0

of a larger cube containing A such that the total volume Nδn of cubes P1, . . . , PN intersecting A
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is < ε. But then
N⋃
1
f(Pj) ⊃ f(A) while Volm(f(Pj)) ≤ KMδm, and hence

Volmf(A) ≤ NδnKmδm−n ≤ εKmδm−n to
ε→0
→ 0.

�

Corollary 9.21. Let A ⊂ V be any compact set and f : A → W a C1-smooth map. Suppose that

n = dimV < m = dimW . Then Vol(f(A)) = 0.

Indeed, f can be extended to a smooth map defined on a neighborhood of A× 0 in V ×R (e.g.

as independent of the new coordinate t ∈ R). But Voln+1(A × 0) = 0 and m ≥ n + 1. Hence, the

required statement follows from Lemma 9.20.

Remark 9.22. The statement of Corollary 9.21 is wrong for continuous maps. For instance, there

exists a continuous map h : [0, 1] → R2 such that h([0, 1]) is the square {0 ≤ x1, x1 ≤ 1}. (This is

a famous Peano curve passing through every point of the square.)

Corollary 9.21 is a simplest special case of Sard’s theorem which asserts that the set of critical

values of a sufficiently smooth map has volume 0. More precisely,

Proposition 9.23. (A. Sard, 1942) Given a Ck-smooth map f : A → W (where A is a compact

subset of V , dimV = n,dimW = m) let us denote by

Σ(f) : {x ∈ A; rank dxf < m}.

Then if k ≥ max(n−m+ 1, 1) then Volm(f(Σ(f)) = 0.

If m > n then Σ(f) = A, and hence the statement is equivalent to Corollary 9.21.

Proof. We prove the proposition only for the case m = n.

To clarify the main idea we first consider the case when n = 1 and A = [0, 1], i.e. f is a

function f : A→ R with a continuous derivative f ′. According to Cantor’s theorem f ′ is uniformly

continuous and hence for any ε there exists δ > 0 such that

|f ′(x)− f ′(y)| < ε when |x− y| < δ. (9.5.5)

Let us take a partition of the interval of the size < δ. Let I1, . . . , IN be the interval of the partition

which contain critical points, i.e. points where the derivative is 0. Then for any point c in on

123



of these intervals |f ′(c)| < ε, and hence by the intermidiate value theorem for any two points

x, y ∈ Ij , j = 1, . . . , N we have |f(x)− f(y)| = |f ′(c)||x− y| < εδ, i.e. the image f(Ij) is contained

in an interval of length εδ. But total length of theintrvals Ij is ≤ 1, and thus f(Σ)(f) is covered by

the union of intervals of the total length < ε. Hence Vol1(f(Σ(f))) = 0.

Consider now the case of a general n. Again the C1-smoothness of f implies that dxf is uniformly

continuous, i.e. for every ε > 0 there exists δ > 0 such that

||dxf − dyf || < ε when ||x− y|| < δ. (9.5.6)

The inequality ||dxf − dyf || < ε means that for any unit vector h in V

||dxf(h)− dyf(h)|| < ε, (9.5.7)

where we parallel transport the vector h to points x and y.

Consider a partition of a cube Q containing A by cubes of size < δ
2
√
n

, so that the ball sur-

rounding each of the cubes and centered at any point of the cube has radius < δ.

Let Q1, . . . , QN be the cubes of the partition intersecting Σ(f). The total volume 2nn−
n
2Nδn

of these cubes is bounded by VolP , where P is a fixed cube containing A.

Choose a point cj ∈ Qj∩Σ(f) for each j = 1, . . . , N Let B1, . . . , BN be balls of radius δ centered

at cj . As we already pointed out, Bj ⊃ Qj for each j = 1, . . . , N .

The differential dcjf is degenerate, and hence the image dcjf(Vcj ) ⊂ Wf(cj) is contained in a

codimension 1 subspace Lj ⊂ Wf(cj). Let us choose a Cartesian coordinate system (y1, . . . , yn) in

Wf(cj) such that Lj = {yn = 0} we can view yj as coordinates in V with the origin shifted to

f(cj). Let (f1, . . . , fn) be the coordinate functions of f with respect to these coordinates. Then

dcjfn = 0, i.e. the directional derivatives of the function f at cj at every direction are equal to 0.

But then according to inequality (9.5.7) the (absolute value of the) directional derivatives of fn at

any point of Bj are < ε. Hence, using our above 1-dimensional argument along each radius of Bj ,

we conclude that |fn(x)| < εδ, i.e. the image f(Bj) is contained in an εδ-neighborhood Uεδ of the

hyperplane Lj viewed as an affine hyperplane in V . We also recall that the map f is Lipshitz, and

hence the image f(Bj) is contained in a ball BKδ(f(cj)) ⊂ W of radius Kδ centered at f(cj) for

some constant K > 0. Hence, f(Bj) ⊂ Uεδ ∩BKδ(f(cj)), so f(Bj) is contained in a rectangular Pj

with all sides equal to 2Kδ and one side of size 2εδ. In particular, Vol(Pj) = Kn−12nδnε.
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Therefore, f(Σ(f) can be covered by N such rectangular of total volume

Kn−12nNδnε = (Kn−1n
n
2 VolP )ε →

ε→0
0.

Hence, Volf(Σ(f)) = 0. �

Corollary 9.24. Let A ⊂ Rn be a measurable set and f : A → Rq, where q ≥ n, be a C1-smooth

map. Then the image f(A) ⊂ Rq is also measurable.

Proof. If q > n then Volqf(A) = 0 according to Corollary 9.21, and hence f(A) is measurable.

Suppose that q = n. Then for any interior point a ∈ A such that rankdaf = n the image f(a) is an

interior point of f(A) according to the implicit function theorem. Hence, the boundary ∂(f(A)) ⊂

f(∂A) ∪ f(Σ(f)), where Σ(f) is the set critical points of f (i.e. points a ∈ A where rankdaf < n).

But Vol∂A = 0 and hence, according to Lemma 9.20 Vol(f(∂A)) = 0. On the other hand, Sard’s

theorem 9.23 implies that Volf(Σ(f)) = 0, and therefore Vol(∂f(A)) = 0, which means that f(A)

is measurable.

Properties which hold almost everywhere

We say that some property holds almost everywhere (we will abbreviate a.e.) if it holds in the

complement of a set of volume 0. For instance, we say that a bounded function f : P → R is almost

everywhere continuous (or a.e. continuous) if it is continuous in the complement of a set A ⊂ P of

volume 0. For instance, a characteristic function of any measurable set is a.e. continuous. Indeed,

it is constant away from the set ∂A which according to Proposition 9.16.4 has volume 0.

Proposition 9.25. Suppose that the bounded functions f, g : P → R coincide a.e. Then if f is

integrable, then so is g and we have
∫
P

f =
∫
P

g.

Proof. Denote A = {x ∈ P : f(x) 6= g(x)}. By our assumption, VolA = 0. Hence, for any ε there

exists a δ > 0 such that for every partition P with δ(P) ≤ δ the union Bδ of all rectangles of

the partition which have non-empty intersection with A has volume < ε. The functions f, g are

bounded, i.e. there exists C > 0 such −C ≤ |f(x)|, |g(x)| ≤ C for all x ∈ P . Due to integrability of

f we can choose δ small enough so that |U(f,P)− L(f,P)| ≤ ε when δ(P) ≤ δ. Then we have

|U(g,P)− U(f,P)| =

∣∣∣∣∣∣
∑

J : PJ⊂Bδ

sup
PJ

g − sup
PJ

f)

∣∣∣∣∣∣ ≤ 2CVolBδ ≤ 2Cε.
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Similarly, |L(g,P)− L(f,P)| ≤ 2Cε, and hence

|U(g,P)− L(g,P)| ≤ |U(g,P)− U(f,P)|+ |U(f,P)− L(f,P)|+ |L(f,P)− L(g,P)|

≤ ε+ 4Cε−→
δ→0

0,

and hence g is integrable and

∫
P

g = lim
δ(P)→0

U(g,P) = lim
δ(P)→0

U(f,P) =

∫
P

f.

�

Proposition 9.26. 1. Suppose that a function f : P → R is a.e. continuous. Then f is inte-

grable.

2. Let A ⊂ V be compact and measurable, f : U →W a C1-smooth map defined on a neighbor-

hood U ⊃ A. Suppose that dimW = dimV . Then f(A) is measurable.

Proof. 1. Let us begin with a

Warning. One could think that in view of Proposition 9.25 it is sufficient to consider only the case

when the function f is continuous. However, this is not the case, because for a given a.e. continuos

function one cannot, in general, find a continuos function g which coincides with f a.e.

Let us proceed with the proof. Given a partition P we denote by JA the set of multi-indices j such

that IntPj∩A 6= ∅, and by JA the complementary set of multi-indices, i.e. for each j ∈ JA we have

Pj ∩A = ∅. Let us denote C :=
⋃

j∈JA
Pj. According to Proposition 9.16.3 for any ε > 0 there exists

a partition P such that Vol(C) =
∑
j∈JA

Vol(Pj) < ε. By assumption the function f is continuous

over a compact set B =
⋃

j∈JA
Pj, and hence it is uniformly continuous over it. Thus there exists

δ > 0 such that |f(x)− f(x′)| < ε provided that x, x′ ∈ B and ||x− x′|| < δ. Thus we can further

subdivide our partition, so that for the new finer partition P ′ we have δ(P ′) < δ. By assumption

the function f is bounded, i.e. there exists a constant K > 0 such that Mj(f)−mj(f) < K for all

126



indices j. Then we have

U(f ;P ′)− L(f,P ′) =
∑
j

(Mj(f)−mj(f))Vol(Pj) =

∑
j;Pj⊂B

(Mj(f)−mj(f))Vol(Pj) +
∑

j;Pj⊂C
(Mj(f)−mj(f))Vol(Pj) <

εVolB +KVolC < ε(VolP +K).

Hence inf
P
U(f ;P) = sup

P
L(f ;P), i.e. the function f is integrable.

2. If x is an interior point of A and detDf(x) 6= 0 then the inverse function theorem implies

that f(x) ∈ Int f(A). Denote C = {x ∈ A; detDf(x) = 0}. Hence, ∂f(A) ⊂ f(∂A) ∪ f(C).

But Vol(∂A) = 0 because A is measurable and Vol f(C) = 0 by Sard’s theorem 9.23. Therefore,

Vol ∂f(A) = 0 and thus f(A) is measurable. �

Orthogonal invariance of the volume and volume of a parallelepiped

The following lemma provides a way of computing the volume via packing by balls rather then

cubes. An admissible set of balls in A is any finite set of disjoint balls B1, . . . , BK ⊂ A

Lemma 9.27. Let A be a measurable set. Then VolA is the supremum of the total volume of

admissible sets of balls in A. Here the supremum is taken over all admissible sets of balls in A.

Proof. Let us denote this supremum by β. The monotonicity of volume implies that β ≤ VolA.

Suppose that β < V olA. Let us denote by µn the volume of an n-dimensional ball of radius 1 (we

will compute this number later on). This ball is contained in a cube of volume 2n. It follows then

that the ratio of the volume of any ball to the volume of the cube to which it is inscribed is equal

to µn
2n . Choose an ε < µn

2n (VolA− β). Then there exists a finite set of disjoint balls B1, . . . , BK ⊂ A

such that Vol(
K⋃
1
Bj) > β − ε. The volume of the complement C = A \

K⋃
1
Bj satisfies

VolC = VolA−Vol

(
K⋃
1

Bj

)
> VolA− β.

Hence there exists a partition P of P by cubes such that the total volume of cubes Q1, . . . , QL con-

tained in C is> VolA−β. Let us inscribe in each of the cubesQj a ball B̃j . ThenB1, . . . , BK , B̃1, . . . , B̃L
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is an admissible set of balls in A. Indeed, all these balls are disjoint and contained in A. The total

volume of this admissible set is equal to

K∑
1

VolBj +

L∑
1

VolB̃i ≥ β − ε+
µn
2n

(VolA− β) > β,

in view of our choice of ε, but this contradicts to our assumption β < VolA. Hence, we have

β = VolA. �

Lemma 9.28. Let A ⊂ V be any measurable set in a Euclidean space V . Then for any linear

orthogonal transformation F : V → V the set F (A) is also measurable and we have Vol(F (A)) =

Vol(A).

Proof. First note that if VolA = 0 then the claim follows from Lemma 9.20. Indeed, an orthogonal

transformation is, of course a smooth map.

Let now A be an arbitrary measurable set. Note that ∂F (A) = F (∂A). Measurability of A

implies Vol(∂A) = 0. Hence, as we just have explained, Vol(∂F (A)) = Vol(F (∂A)) = 0, and hence

F (A) is measurable. According to Lemma 9.27 the volume of a measurable set can be computed

as a supremum of the total volume of disjoint inscribed balls. But the orthogonal transformation

F moves disjoint balls to disjoint balls of the same size, and hence VolA = VolF (A). �

Next proposition shows that the volume of a parallelepiped can be computed by formula (3.3.1)

from Section 3.3.

Proposition 9.29. Let v1, . . . , vn ∈ V be linearly independent vectors. Then

VolP (v1, . . . , vn) = |x1 ∧ · · · ∧ xn(v1 . . . , vn)|. (9.5.8)

Proof. The formula (9.5.8) holds for rectangles, i.e. when vj = cjej for some non-zero numbers cj ,

j = 1, . . . n. Using Lemma 9.28 we conclude that it also holds for any orthogonal basis. Indeed, any

such basis can be moved by an orthogonal transformation to a basis of the above form cjej , j =

1, . . . n. Lemma 9.28 ensures that the volume does not change under the orthogonal transformation,

while Proposition 2.17 implies the same about |x1 ∧ · · · ∧ xn(v1 . . . , vn)|.

The Gram-Schmidt orthogonalization process shows that one can pass from any basis to an

orthogonal basis by a sequence of following elementary operations:
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• - reordering of basic vectors, and

• shears, i.e. an addition to the last vector a linear combination of the other ones:

v1, . . . , vn−1, vn 7→ v1, . . . , vn−1, vn +
n−1∑

1

λjvj .

Note that the reordering of vectors v1, . . . , vn changes neither VolP (v1, . . . , vn), nor the absolute

value

|x1 ∧ · · · ∧ xn(v1 . . . , vn)|. On the other hand, a shear does not change

x1 ∧ · · · ∧ xn(v1 . . . , vn).

It remains to be shown that a shear does not change the volume of a parallelepiped. We will consider

here only the case n = 2 and will leave to the reader the extension of the argument to the general

case.

Let v1, v2 be two orthogonal vectors in R2. We can assume that v1 = (a, 0), v2 = (0, b) for

a, b > 0, because we already proved the invariance of volume under orthogonal transformations.

Let v′2 = v2 +λv1 = (a′, b), where a′ = a+λb. Let us partition the rectangle P = P (v1, v2) into N2

smaller rectangles Pi,j , i, j = 0, . . . , N − 1, of equal size. We number the rectangles in such a way

that the first index corresponds to the first coordinate, so that the rectangles P00, . . . , PN−1,0 form

the lower layer, P01, . . . , PN−1,1 the second layer, etc. Let us now shift the rectangles in k-th layer

horizontally by the vector (kλbN , 0). Then the total volume of the rectangles, denoted P̃ij remains

the same, while when N →∞ the volume of part of the parallelogram P (v1, v
′
2) that is not covered

by rectangles P̃i,j , i, j = 0, . . . , N − 1 converges to 0.

�

9.6 Fubini’s Theorem

Let us consider Rn as a direct product of Rk and Rn−k for some k = 1, . . . , n − 1. We will denote

coordinates in Rk by x = (x1, . . . , xk) and coordinates in Rn−k by y = (y1, . . . , yn−k), so the

coordinates in Rn are denoted by (x1, . . . , xk, y1, . . . , yn−k). Given rectangles P1 ⊂ Rk and P2 ⊂

Rn−k their product P = P1 × P2 is a rectangle in Rn.
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Figure 9.2: Guido Fubini (1879-1943)

The following theorem provides us with a basic tool for computing multiple integrals.

Theorem 9.30 (Guido Fubini). Suppose that a function f : P → R is integrable over P . Given a

point x ∈ P1 let us define a function fx : P2 → R by the formula fx(y) = f(x, y), y ∈ P2. Then

∫
P

fdVn =

∫
P1

∫
P2

fxdVn−k

 dVk =

∫
P1

∫
P2

fxdVn−k

 dVk.

In particular, if the function fx is integrable for all (or almost all) x ∈ P1 then one has∫
P

fdVn =

∫
P1

∫
P2

fxdVn−k

 dVk.

Here by writing dVk, dVn−k and dVn we emphasize the integration with respect to the k-, (n−k)-

and n-dimensional volumes, respectively.

Proof. Choose any partition P1 of P1 and P2 of P2. We will denote elements of the partition P1

by P j
1 and elements of the partition P2 by P i

2. Then products of P j,i = P j
1 × P i

2 form a partition P

of P = P1 × P2. Let us denote

I(x) :=

∫
P2

fx, I(x) :=

∫
P2

fx, x ∈ P1.

Let us show that

L(f,P) ≤ L(I,P1) ≤ U(I,P1) ≤ U(f,P). (9.6.1)
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Indeed, we have

L(f,P) =
∑
j

∑
i

mj,i(f)VolnP
j,i.

Here the first sum is taken over all multi-indices j of the partition P1, and the second sum is taken

over all multi-indices i of the partition P2. On the other hand,

L(I,P1) =
∑
j

inf
x∈P j

1

∫
P2

fxdVn−k

VolkP
j
1.

Note that for every x ∈ P j
1 we have∫

P2

fxdVn−k ≥ L(fx;P2) =
∑
i

mi(fx)Voln−k(P
i
2) ≥

∑
i

mi,j(f)Voln−k(P
i
2),

and hence

inf
x∈P j

1

∫
P2

fxdVn−k ≥
∑
i

mi,j(f)Voln−k(P
i
2).

Therefore,

L(I,P1) ≥
∑
j

∑
i

mi,j(f)Voln−k(P
i
2)Volk(P

j
1) =

∑
j

∑
i

mj,i(f)Voln(P j,i) = L(f,P).

Similarly, one can check that U(I,P1) ≤ U(f,P). Together with an obvious inequality L(I,P1) ≤

U(I,P1) this completes the proof of (9.6.1). Thus we have

max(U(I,P1)− L(I,P1), U(I,P1)− L(I,P1)) ≤ U(I,P1)− L(I,P1) ≤ U(f,P)− L(f,P).

By assumption for appropriate choices of partitions, the right-hand side can be made < ε for any

a priori given ε > 0. This implies the integrability of the function I(x) and I(x) over P1. But then

we can write ∫
P1

I(x)dVn−k = lim
δ(P1)→0

L(I;P1)

and ∫
P1

I(x)dVn−k = lim
δ(P1)→0

U(I;P1).
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We also have

lim
δ(P)→0

L(f ;P) = lim
δ(P)→0

U(f ;P) =

∫
P

fdVn.

Hence, the inequality (9.6.1) implies that

∫
P

fdVn =

∫
P1

∫
P2

fxdVn−k

 dVk =

∫
P1

∫
P2

fxdVn−k

 dVk.

�

Corollary 9.31. Suppose f : P → R is a continuous function. Then∫
P

f =

∫
P1

∫
P2

fx =

∫
P2

∫
P1

fy.

Thus if we switch back to the notation x1, . . . , xn for coordinates in Rn, and if P = {a1 ≤ x1 ≤

b1, . . . , an ≤ xn ≤ bn} then we can write

∫
P

f =

bn∫
an

. . .
 b1∫
a1

f(x1, . . . , xn)dx1

 . . .

 dxn . (9.6.2)

The integral in the right-hand side of (9.6.2) is called an iterated integral. Note that the order

of integration is irrelevant there. In particular, for continuous functions one can change the order

of integration in the iterated integrals.

�

9.7 Integration of n-forms over domains in n-dimensional space

Differential forms are much better suited to be integrated than functions. For integrating a function,

one needs a measure. To integrate a differential form, one needs nothing except an orientation of

the domain of integration.

Let us start with the integration of a n-form over a domain in a n-dimensional space. Let ω be

a n-form on a domain U ⊂ V, dimV = n.

Let us fix now an orientation of the space V . Pick any coordinate system (x1 . . . xn) that agrees

with the chosen orientation.
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We proceed similar to the way we defined an integral of a function. Let us fix a rectangle

P = P (a1, b1; a2, b2; . . . ; an, bn) = {ai ≤ xi ≤ bi; i = 1, . . . , n}. Choose its partition P by Nn

smaller rectangles Pj = {t1jn ≤ x1 ≤ t1jn+1, . . . , t
n
j1
≤ x1 ≤ tnj1+1}, where j = (j1, . . . , jn) and each

index jk takes values between 0 and N − 1. Let us fix a point cj ∈ Pj and denote by C the set of all

such cj. We also denote by tj the point with coordinates t1j1 , . . . , t
n
jn

and by Tj,m ∈ Vcj , m = 1, . . . , n

the vector tj+1m − tj, parallel-transported to the point cj. Here we use the notation j + 1m for the

multi-index j1, . . . , jm−1, jm + 1, jm+1, . . . , jn. Thus the vector Tj,m is parallel to the m-th basic

vector and has the length |tjm+1 − tjm |.

Given a differential n-form α on P we form an integral sum

I(α;P, C) =
∑
j

α(T j
1, T

j
2, . . . , Tj,n), (9.7.1)

where the sum is taken over all elements of the partition. We call an n-form α integrable if there

exists a limit lim
δ(P)→0

I(α;P, C) which we denote by
∫
P

α and call the integral of α over P . Note

that if α = f(x)dx1 ∧ · · · ∧ dxn then the integral sum I(α,P, C) from (9.7.1) coincides with the

integral sum I(f ;P, C) from (9.5.2) for the function f . Thus the integrability of α is the same as

integrability of f and we have ∫
P

f(x)dx1 ∧ · · · ∧ dxn =

∫
P

fdV. (9.7.2)

Note, however, that the equality (9.7.2) holds only if the coordinate system (x1, . . . , xn) defines the

given orientation of the space V . The integral
∫
P

f(x)dx1 ∧ · · · ∧ dxn changes its sign with a change

of the orientation while the integral
∫
P

fdV is not sensitive to the orientation of the space V .

It is not clear from the above definition whether the integral of a differential form depends on

our choice of the coordinate system. It turns out that it does not, as the following theorem, which

is the main result of this section, shows. Moreover, we will see that one even can use arbitrarty

curvilinear coordinates.

In what follows we use the convention introduced at the end of Section 6.1. Namely by a

diffeomorphism between two closed subsets of vector spaces we mean a diffeomorphism between

their neighborhoods.
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Theorem 9.32. Let A,B ⊂ Rn be two measurable compact subsets. Let f : A→ B be an orientation

preserving diffeomorphism. Let η be a differential n-form defined on B. Then if η is integrable over

B then f∗α is integrable over A and we have∫
A

f∗η =

∫
B

η. (9.7.3)

For an orientation reversing diffeomorphism f we have
∫
A

f∗η = −
∫
B

η.

Let α = g(x)dx1 ∧ · · · ∧ dxn. Then f∗α = g ◦ f detDfdx1 ∧ · · · ∧ dxn, and hence the formula

(9.7.3) can be rewritten as∫
P

g(x1, . . . , xn)dx1 ∧ · · · ∧ dxn =

∫
P

g ◦ f detDf dx1 ∧ · · · ∧ dxn.

Here

detDf =

∣∣∣∣∣∣∣∣∣
∂f1
∂x1

. . . ∂f1
∂xn

. . . . . . . . .

∂fn
∂x1

. . . ∂fn
∂xn

∣∣∣∣∣∣∣∣∣
is the determinant of the Jacobian matrix of f = (f1, . . . , fn).

Hence, in view of formula (9.7.2) we get the following change of variables formula for multiple

integrals of functions.

Corollary 9.33. [Change of variables in a multiple integral] Let g : B → R be an integrable

function and f : A→ B a diffeomorphism. Then the function g ◦ f is also integrable and∫
B

gdV =

∫
A

g ◦ f | detDf |dV . (9.7.4)

We begin the proof with the following special case of Theorem 9.32.

Proposition 9.34. The statement of 9.32 holds when η = dx1 ∧ · · · ∧dxn and the set A is the unit

cube I = In. In other words,

Volf(I) =

∣∣∣∣∣∣
∫
A

f∗η

∣∣∣∣∣∣ .
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Figure 9.3: Image of a cube under a diffeomorphism and its linearization

We will use below the following notation.

For any set A ⊂ V and any positive number λ > 0 we denote by λA the set {λx, x ∈ A}. For

any linear operator F : V → W between two Euclidean spaces V and W we define its norm ||F ||

by the formula

||F || = max
||v||=1

||F (v)|| = max
v∈V,v 6=0

||F (v)||
||v||

.

Equivalently, we can define ||F || as follows. The linear map F maps the unit sphere in the space V

onto an ellipsoid in the space W . Then ||F || is the biggest semi-axis of this ellipsoid.

Let us begin by observing the following geometric fact:

Lemma 9.35. Let I = {|xi| ≤ 1
2 , i = 1, . . . , n} ⊂ Rn be the unit cube centered at 0 and F : Rn → Rn

a non-degenerate linear map. Take any ε ∈ (0, 1) and set σ = ε
||F−1|| . Then for any boundary point

z ∈ ∂I we have

Bσ(F (z)) ⊂ (1 + ε)F (I) \ (1− ε)F (I), (9.7.5)
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see Fig. 9.7

Proof. Inclusion (9.7.5) can be rewritten as

F−1(Bσ(F (z)) ⊂ (1 + ε)I \ (1− ε)I.

But the set F−1(Bσ(F (z)) is an ellipsoid centered at z whose greatest semi-axis is equal to σ||F−1||.

Hence, if σ||F−1|| ≤ ε then F−1(Bσ(F (z)) ⊂ (1 + ε)I \ (1− ε)I. �

Recall that we denote by δI the cube I scaled with the coefficient δ, i.e. δI = {|xi| ≤ δ
2 , i =

1, . . . , n} ⊂ Rn. We will also need

Lemma 9.36. Let U ⊂ Rn is an open set, f : U → Rn such that f(0) = 0. Suppose that f is

differentiable at 0 and its differential F = d0f : Rn → Rn at 0 is non-degenerate. Then for any

ε ∈ (0, 1) there exists δ > 0 such that

(1− ε)F (δI) ⊂ f(δI) ⊂ (1 + ε)F (δI), (9.7.6)

see Fig. 9.7.

Proof. First, we note that inclusion (9.7.5) implies, using linearity of F , that for any δ > 0 we

have

Bδσ(F (z)) ⊂ (1 + ε)F (δI) \ (1− ε)F (δI), (9.7.7)

where z ∈ ∂(δI) and, as in Lemma 9.35, we assume that ε = σ||F−1||.

According to the definition of differentiability we have

f(h) = F (h) + o(||h||).

Denote σ̃ := σ√
n

= ε√
n||F−1|| . There exists ρ > 0 such that if ||h|| ≤ ρ then

||f(h)− F (h)|| ≤ σ̃||h|| ≤ σ̃ρ.

Denote δ := ρ√
n

. Then δI ⊂ Bρ(0), and hence ||f(z) − F (z)|| ≤ σ̃ρ for any z ∈ δI. In particular,

for any point z ∈ ∂(δI) we have

f(z) ∈ Bσ̃ρ(F (z)) = B√nσ̃δ(F (z)) = Bσδ(F (z)),
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and therefore in view of (9.7.7)

f(∂(δI)) ⊂ (1 + ε)F (δI) \ (1− ε)F (δI).

But this is equivalent to inclusion (9.7.6). �

Lemma 9.37. Let F : Rn → Rn be a non-degenerate orientation preserving linear map, P =

P (v1, . . . , vn) a parallelepiped, and η = dx1 ∧ · · · ∧ dxn. Then
∫

F (P )

η =
∫
P

F ∗η. Here we assume that

the orientation of P and F (P ) are given by the orientation of Rn.

Proof. We have
∫

F (P )

η =
∫

F (P )

dx1 ∧ . . . dxn = VolF (P ) = (detF )VolP . On the other hand, F ∗η =

detFη, and hence
∫
P

F ∗η = detF
∫
P

η = (detF )VolP. �

Proof of Proposition 9.34. We have f∗η = (detDf)dx1 ∧ · · · ∧ dxn, and hence the form f∗η is

integrable because f is C1-smooth, and hence detDf is continuous.

Choose a partition P of the cube I by Nn small cubes IK , K = 1, . . . , Nn, of the same size 1
N .

Let cK ∈ IK be the center of the cube IK . Then∫
I

f∗η =

Nn∑
K=1

∫
IK

f∗η.

Note that in view of the uniform continuity of the function detDf , for any ε > 0 the number N

can be chosen so large that |detDf(x) − detDf(x′)| < ε for any two points x, x′ ∈ IK and any

K = 1, . . . , Nn. Let ηK be the form detDf(ck)dx1 ∧ · · · ∧ dxn on IK . Then∣∣∣∣∣∣∣
∫
IK

f∗η −
∫
IK

ηK

∣∣∣∣∣∣∣ ≤
∫
IK

|detDf(x)− detDf(cK)| dx1 ∧ · · · ∧ dxn ≤ εVol(IK) =
ε

Nn
.

Thus ∣∣∣∣∣∣∣
∫
I

f∗η −
Nn∑
K=1

∫
IK

ηK

∣∣∣∣∣∣∣ ≤ ε. (9.7.8)

Next, let us analyze the integral
∫
IK

ηK . Denote FK := dcK (f). We can assume without loss of

generality that cK = 0, and f(cK) = 0, and hence FK can be viewed just as a linear map Rn → Rn.

Using Lemma 9.36 we have for a sufficiently large N

(1− ε)FK(IK) ⊂ f(IK)→ (1 + ε)FK(IK).
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Again in view of compactness of I the number ε can be chosen the same for all cubes IK . Hence

(1− ε)nVol(FK(IK)) ≤ Volf(IK) ≤ (1 + ε)nVol(FK(IK)). (9.7.9)

Note that Volf(IK) =
∫

f(IK)

η, and hence summing up inequality (9.7.9) over K we get

(1− ε)n
Nn∑
K=1

Vol(FK(IK)) ≤
Nn∑
K=1

Volf(IK) =
Nn∑
K=1

∫
f(IK)

η =

∫
f(I)

η ≤ (1 + ε)n
Nn∑
K=1

Vol(FK(IK)).

(9.7.10)

Note that ηK = F ∗Kη and by Lemma 9.37 we have
∫
IK

ηK =
∫
IK

F ∗Kη =
∫

FK(IK)

η = Vol(FK(IK)).

Hence, it follows from (9.7.10) that

(1− ε)n
Nn∑
K=1

∫
IK

ηK ≤
∫
f(I)

η ≤ (1 + ε)n
Nn∑
K=1

∫
IK

ηK . (9.7.11)

Recall that from (9.7.8) we have∫
I

f∗η − ε ≤
Nn∑
K=1

∫
IK

≤
∫
I

f∗η + ε.

Combining with (9.7.11) we get

(1− ε)n
∫
I

f∗η − ε

 ≤ ∫
f(I)

η ≤ (1 + ε)n

∫
I

f∗η + ε

 . (9.7.12)

Passing to the limit when ε→ 0 we get∫
I

f∗η ≤
∫
f(I)

η ≤
∫
I

f∗η, (9.7.13)

i.e.
∫
I

f∗η =
∫
f(I)

η. �

Corollary 9.38. The statement of Theorem 9.32 holds for η = dx1 ∧ · · · ∧ dxn and an arbitrary

measurable A.

Proof. Suppose for determinacy that f preserves the orientation. By assumption the diffeomor-

phism A extends to an open neighborhood U ⊃ A. Consider a cube containing P ⊃ A. Choose
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a δ > 0 and consider a partition P of P by small cube of size < δ. Denote by A+
δ the union of

elements of the partition which intersect A, and by A−δ the union of elements which are completely

inside A. If δ is small enough then A+
δ ⊂ U . We have

∫
A−δ

f∗η ≤
∫
A

f∗η ≤
∫
A+
δ f
∗η

and ∫
A+
δ f
∗η −

∫
A−δ

f∗η →
δ→0

0.

On the other hand, each of the sets A+
δ is a union of cubes. Hence, Proposition 9.34 implies that

∫
A±δ f

∗η =

∫
f(A±δ )

δ = Vol(A±δ ).

But f(A−δ ) ⊂ f(A) ⊂ f(A+
δ ), and hence Vol(f(A−δ )) ≤ Volf(A) ≤ Vol(f(A+

δ )) which implies when

δ → 0 that Volf(A) =
∫

f(A)

η =
∫
A

f∗η.

Proof of Theorem 9.32. Let us recall that the diffeomorphism f is defined as a diffeomorphism

between open neighborhoods U ⊃ A and U ′ ⊃ B. We also assume that the form η is extended to U ′

as equal to 0 outside B. The form η can be written as hdx1∧ · · · ∧dxn. Let us take a partition P of

a rectangular containg U ′ by cubes Ij of the same size δ. Consider forms η+
j := Mj(h)dx1∧· · ·∧dxn

and η−j := mj(h)dx1 ∧ · · · ∧ dxn on Ij, where mj(h) = infIj h, Mj(h) = supIj(h). Let η± be the

form on U ′ equal to η±j on each cube Ij. The assumption of integrability of η over B guarantees

that for any ε > 0 if δ is chosen small enough we have
∫
B η

+ −
∫
B η ≤ ε. The forms f∗η± are a.e.

continuous, and hence integrable over A and we have
∫
A

f∗η− ≤
∫
A

f∗η ≤
∫
A

f∗η+. Hence, if we prove

that
∫
A

f∗η± =
∫
B

η± then this will imply that η is integrable and
∫
A

η =
∫
B

η.

On the other hand,
∫
B

η± =
∑
j

∫
Ij

η±j and
∫
A

f∗η± =
∑
j

∫
Bj

f∗η±j , where Bj = f−1(Ij). But according

to Corollary ?? we have
∫
Bj

f∗η±j =
∫
Ij

η±j , and hence
∫
A

f∗η± =
∫
B

η±. �
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9.8 Manifolds and submanifolds

9.8.1 Manifolds

Manifolds of dimension n are spaces which are locally look like open subsets of Rn but globally

could be much more complicated. We give a precise definition below.

Let U,U ′ ⊂ Rn be open sets. A map f : U → U ′ is called a homeomorpism if it is continuous

one-to-one map which has a continuous inverse f−1 : U ′ → U .

A map f : U → U ′ is called a Ck-diffeomorpism, k = 1, . . . ,∞, if it is Ck-smooth, one-to-one

map which has a Ck-smooth inverse f−1 : U ′ → U . Usually we will omit the reference to the class

of smoothness, and just call f a diffeomorphism, unless it will be important to emphasize the class

of smoothness.

A set M is called an n-dimensional Ck-smooth (resp. topological) manifold if there exist subsets

Uλ ⊂ X, λ ∈ Λ, where Λ is a finite or countable set of indices, and for every λ ∈ Λ a map

Φλ : Uλ → Rn such that

M1. M =
⋃
λ∈Λ

Uλ.

M2. The image Gλ = Φλ(Uλ) is an open set in Rn.

M3. The map Φλ viewed as a map Uλ → Gλ is one-to-one.

M4. For any two sets Uλ, Uµ, λ, µ ∈ Λ the images Φλ(Uλ ∩ Uµ),Ψµ(Uλ ∩ Uµ) ⊂ Rn are open and

the map

hλµ := Φµ ◦ Φ−1
λ : Φλ(Uλ ∩ Uµ)→ Φµ(Uλ ∩ Uµ) ⊂ Rn

is a Ck-diffeomorphism (resp. homeomorphism).

Sets Uλ are called coordinate neighborhoods and maps Φλ : Uλ → Rn are called coordinate maps.

The pairs (Uλ,Φλ) are also called local coordinate charts. The maps hλµ are called transiton maps

between different coordinate charts. The inverse maps Ψλ = Φ−1
λ : Gλ → Uλ are called (local)

parameterization maps. An atlas is a collection A = {Uλ,Φλ}λ∈Λ of all coordinate charts.

One says that two atlases A = {Uλ,Φλ}λ∈Λ and A′ = {U ′γ ,Φ′γ}γ∈Γ on the same manifold

X are equivalent, or that they define the same smooth structure on X if their union A ∪ A′ =
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{(Uλ,Φλ), (U ′γ ,Φ
′
γ)}λ∈Λ,γ∈Γ is again an atlas on X. In other words, two atlases define the same

smooth structure if transition maps from local coordinates in one of the atlases to the local coor-

dinates in the other one are given by smooth functions.

A subset G ⊂ M is called open if for every λ ∈ Λ the image Φλ(G ∩ Uλ) ⊂ Rn is open. In

particular, coordinate charts Uλ themselves are open, and we can equivalently say that a set G is

open if its intersection with every coordinate chart is open. By a neighborhood of a point a ∈M we

will mean any open subset U ⊂M such that a ∈ U .

Given two smooth manifolds M and M̃ of dimension m and n then a map f : M → M̃ is

called continuous if if for every point a ∈M there exist local coordinate charts (Uλ,Φλ) in M and

(Ũλ, Φ̃λ) in M̃λ, such that a ∈ Uλ, f(Uλ) ⊂ Ũλ and the composition map

Gλ = Φλ(Uλ)
Ψλ→Uλ

f→ Ũλ
Φ̃λ→Rn

is continuous.

Similarly, for k = 1, . . . ,∞ a map f : M → M̃ is called Ck-smooth if for every point a ∈ M

there exist local coordinate charts (Uλ,Φλ) in M and (Ũλ, Φ̃λ) in M̃λ, such that a ∈ Uλ, f(Uλ) ⊂ Ũλ
and the composition map

Gλ = Φλ(Uλ)
Ψλ→Uλ

f→ Ũλ
Φ̃λ→Rn

is Ck-smooth. In other words, a map is continuous or smooth, if it is continuous or smooth when

expressed in local coordinates.

A map f : M → N is called a diffeomorphism if it is smooth, one-to-one, and the inverse map

is also smooth. One-to-one continuous maps with continuous inverses are called homeomorphisms.

Note that in view of the chain rule the Ck-smoothness is independent of the choice of local

coordinate charts (Uλ,Φλ) and (Ũλ, Φ̃λ). Note that for Ck-smooth manifolds one can talk only

about C l-smooth maps for l ≤ k. For topological manifolds one can talk only about continuous

maps.

If one replaces condition M2 in the definition of a manifold by

M2b. The image Gλ = Ψλ(Uλ) is either an open set in Rn or an intersection of an open set in Rn

with Rn+ = {x1 ≥ 0}
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then one gets a definition of a manifold with boundary.

A slightly awkward nuance in the above definition is that a manifold with boundary is not a

manifold! It would be, probably, less confusing to write this as a 1 word manifold-with-boundary,

but of course nobody does that.

The points of a manifold M with boundary which are mapped by coordinate maps Ψλ to points

in Rn−1 = ∂Rn+ are called the boundary points of M . The set of boundary points is called the

boundary of M and denoted by ∂M . It is itself a manifold of dimension n− 1.

Note that any (interior) point a of an n-dimensional manifold M has a neighborhood B diffeo-

morphic to an open ball B1(0) ⊂ Rn, while any boundary point has a neighborhood diffeomorphic

to a semi-ball B1(0) ∩ {x1 ≥ 0} ⊂ Rn.

Exercise 9.39. Prove that a boundary point does not have a neighborhood diffeomorphic to an

open ball. In other words, the notion of boundary and interior point of a manifold with boundary

are well defined.

Next we want to introduce a notion of compactness for subsets in a manifold. Let us recall that

for subsets in a Euclidean vector space we introduced three equivalent definition of compactness,

see Section 6.1. The first definition, COMP1 is unapplicable because we cannot talk about bounded

sets in a manifold. However, definitions COMP2 and COMP3 make perfect sense in an arbitrary

manifold. For instance, we can say that a subset A ⊂ M is compact if from any infinite sequence

of points in A one can choose a subsequence converging to a point in A.

A compact manifold (without boundary) is called closed. Note that the word closed is used

here in a different sense than a closed set. For instance, a closed interval is not a closed manifold

because it has a boundary. An open interval or a real line R is not a closed manifold because it is

not compact. On the other hand, a circle, or a sphere Sn of any dimension n is a closed manifold.

The notions of connected and path connected subsets of a manifold are defined in the same way

as in an Euclidean space.

9.8.2 Gluing construction

The construction which is described in this section is called gluing or quotient construction. It

provides a rich source of examples of manifolds. We discuss here only very special cases of this
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construction.

a) Let M be a manifold and U,U ′ its two open disjoint subsets. Let us moreover assume that

each point x ∈M has a neighborhood which does not intersect at least one of the sets U and U ′.4

Consider a diffeomorphism f : U → U ′.

Let us denote by M/{f(x) ∼ x} the set obtained from M by identifying each point x ∈ U with

its image f(x) ∈ U ′. In other words, a point of M/{f(x) ∼ x} is either a point from x ∈M \(U∪U ′),

or a pair of points (x, f(x)), where x ∈ U . Note that there exists a canonical projection π : M →

M/{f(x) ∼ x}. Namely π(x) = x if x /∈ U ∪ U ′, π(x) = (x, f(x)) if x ∈ U and π(x) = (f−1(x), x)

if x ∈ U ′. By our assumption each point x ∈ M has a coordinate neighborhood Gx 3 x such that

f(Gx ∩ U) ∩Gx = ∅. In particular, the projection π|Gx : Gx → G̃x = π(Gx) is one-to-one. We will

declare by definition that G̃x is a coordinate neighborhood of π(x) ∈ M/{f(x) ∼ x} and define a

coordinate map Φ̃ : G̃x → Rn by the formula Φ̃ = Φ ◦ π−1. It is not difficult to check that this

construction define a structure of an n-dimensional manifold on the set M/{f(x) ∼ x}. We will

call the resulted manifold the quotient manifold of M , or say that M/{f(x) ∼ x} is obtained from

M by gluing U with U ′ with the diffeomorphism f .

Though the described above gluing construction always produce a manifold, the result could be

quite pathological, if no additional care is taken. Here is an example of such pathology.

Example 9.40. Let M = I∪I ′ be the union of two disjoint open intervals I = (0, 2) and I ′ = (3, 5).

Then M is a 1-dimensional manifold. Denote U := (0, 1) ⊂ I, U ′ := (3, 4) ⊂ I ′. Consider a

diffeomorphism f : U → U ′ given by the formula f(t) = t + 3, t ∈ U . Let M̃ = M/{f(x) ∼ x} be

the corresponding quotient manifold. In other words, M̃ is the result of gluing the intervals I and

I ′ along their open sub-intervals U and U ′. Note that the points 1 ∈ I and 4 ∈ I ′ are not identified,

but 1− ε, 4− ε are identified for an arbitrary small ε > 0. This means that any neighborhood of 1

and any neighborhood of 4 have non-empty intersection.

In order to avoid such pathological examples one usually (but not always) requires that manifolds

satisfy an additional axiom, called Hausdorff property:

M5. Any two distinct points x, y ∈M have non-intersecting neighborhoods U 3 x,G 3 y.
4Here is an example when this condition is not satisfied: M = (0, 2), U = (0, 1), U ′ = (1, 2). In this case any

neighborhood of the point 1 intersect both sets, U and U ′.
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Figure 9.4: Felix Hausdorff (1868-1942)

In what follows we always assume that the manifolds satisfy the Hausdorff property M5.

Let us make the following general remark about diffeomorphisms f : (a, b) → (c, d) between

two open intervals. Such diffeomorphism is simply a differentiable function whose derivative never

vanishes and whose range is equal to the interval (c, d). If derivative is positive then the diffeomor-

phism is orientation preserving, and it is orientation reversing otherwise. The function f always

extends to a continuous (but necessarily differentiable function f : [a, b]→ [c, d] such that f(a) = c

and f(b) = d in the orientation preserving case, and f(a) = d f(b) = c in the orientation reversing

case.

Lemma 9.41. Given a, b, a′b′ ∈ (0, 1) such that a < b and a′ < b′ consider an orientation preserving

diffeomorphisms f : (0, a) → (0, a′) and (b, 1) → (b′1). Then for any ã ∈ (0, a) and b̃ ∈ (b, 1) there

exists a diffeomorphism F : (0, 1)→ (0, 1) which coincides with f on (0, ã) and coincides with g on

(̃b, 1).

Proof. Choose real numbers c, c̃, d̃, d such that a < c < c̃ < d̃ < d < b. Consider a cut-off C∞-

function θ : (0, 1)→ (0, 1) which is equal to 1 on (0, ã]∪ [c̃, d̃]∪ [̃b, 1) and equal to 0 on [a, c]∪ [d, b].

For positive numbers ε > 0 and C > 0 (which we will choose later) consider a function hε,C on
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(0, 1) defined by the formula

hε,C(x) =



θ(x)f ′(x) + (1− θ(x))ε, x ∈ (0, a);

ε, x ∈ [a, c] ∪ [d, b];

Cθ(x) + (1− θ(x))ε, x ∈ (c, d);

θ(x)g′(x) + (1− θ(x))ε, x ∈ (b, 1).

Note that hε,C(x) = f ′(x) on (0, ã], hε,C(x) = g′(x) on [̃b, 1) and equal to C on [c̃, d̃]. Define the

function Fε,C : (0, 1)→ (0, 1) by the formula

Fε,C(x) =

x∫
0

h(u)du.

Note that the derivative F ′ε,C is positive, and hence the function Fε,C is strictly increasing. It

coincides with f on (0, ã] and coincides up to a constant with g on (̃b, 1). Note that when ε and

C are small we have Fε,C (̃b) < b′ < g(̃b), and lim
C→∞

Fε,C (̃b) = ∞. Hence, by continuity one can

choose ε, C > 0 in such a way that Fε,C (̃b) = g(̃b). Then the function F = Fε,C is a diffeomorphism

(0, 1)→ (0, 1) with the required properties. �

Lemma 9.42. Suppose that a 1-dimensional manifold M (which satisfies the Hausdorff axiom M5)

is covered by two coordinate charts, M = U ∪ U ′, with coordinate maps Φ : U → (0, 1),Φ′ : U ′ →

(0, 1) such that Φ(U ∩ U ′) = (0, a) ∪ (b, 1),Φ′(U ∩ U ′) = (0, a′) ∪ (b′1) for some a, a′, b, b′ ∈ (0, 1)

with a < b, a′ < b′. Then M is diffeomorphic to the circle S1.

Proof. Denote by Ψ and Ψ′ the parameterization maps Φ−1 and (Φ′)−1, and set G := Φ(U ∩ U ′)

and G′ := Φ′(U ∩ U ′). Let h = Φ′ ◦ Ψ : G → G′ be the transition diffeomorphism. There could

be two cases: h((0, a)) = (0, a′), h((b, 1)) = (b′, 1) and h((0, a)) = (b′, 1), h((b, 1)) = (0, a). We will

analyze the first case. The second one is similar.

Let h be the continuous extension of h to [0, a] ∪ [b, 1]. We claim that h(0) = a′, h(a) = 0,

h(b) = 1 and h(1) = b′. Indeed, assuming otherwise we come to a contradiction with the Hausdorff

property M5. Indeed, suppose h(a) = a′. Note the points A := Ψ(a), A′ := Ψ′(a′) ∈M are disjoint.

On the other hand, for any neighborhood Ω 3 A its image Φ(Ω) ⊂ I contains an interval (a− ε, a),
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and similarly for any neighborhood Ω′ 3 A′ its image Φ′(Ω) ⊂ I contains an interval (a′− ε, a′). for

a sufficiently small ε. But h((a− ε, a)) = (a′ − ε′, a′) for some ε′ > 0 and hence

Ω ⊃ Ψ′((a′, a′ − ε′)) = Ψ′ ◦ h((a, a− ε)) = Ψ′ ◦ Φ′ ◦ Φ((a, a− ε)) = Φ((a, a− ε)) ⊂ Ω,

i.e. Ω∩Ω′ 6= ∅. In other words, any neighborhoods of the distinct points A,A′ ∈M intersect, which

violates axiom M5. Similarly we can check that h(b) = b′.

Now take the unit circle S1 ⊂ R2 and consider the polar coordinate φ on S1. Let us define a

map g′ : U ′ → S1 by the formula φ = −πΦ′(x). Thus g′ is a diffeomorphism of U ′ onto an arc

of S1 given in polar coordinates by −π < φ < 0. The points A′ = Ψ′(a′) and B′ = Ψ′(b′) are

mapped to points with polar coordinates φ = −πa′ and φ = −πb′. On the intersection U ∩ U ′

we can describe the map g′ in terms of the coordinate in U . Thus we get a map f := g′ ◦ Ψ :

(0, a) ∪ (b, 1) → S1. We have f(0) = g′(A′), f(a) = g′(0), f(1) = g′(B′), f(b) = g′(1). Here we

denoted by f the continuous extension of f to [0, a] ∪ [b, 1]. Thus f((0, a)) = {−πa′ < φ < 0} and

f((b, 1) = {π < φ < 3π − πb′}. Note that the diffeomorphism f is orientation preserving assuming

that the circle is oriented counter-clockwise. Using Lemma 9.41 we can find a diffeomorphism F

from (0, 1) to the arc {−πa′ < φ < 3π − πb′} ⊂ S1 which coincides with f on (0, ã) ∪ (̃b, 1) for

any ã ∈ (0, a) and b̃ ∈ (b, 1). Denote ã′ := h(ã), b̃′ = h(̃b). Notice that the neighborhoods U and

Ũ ′ = Ψ′((ã, b̃)) cover M . Hence, the required diffeomorphism F̃ : M → S1 we can define by the

formula

F̃ (x) =


g(x), x ∈ Ũ ′;

F ◦ Φ(x), x ∈ U.

�

Similarly (and even simpler), one can prove

Lemma 9.43. Suppose that a 1-dimensional manifold M (which satisfies the Hausdorff axiom M5)

is covered by two coordinate charts, M = U ∪ U ′, with coordinate maps Φ : U → (0, 1),Φ′ : U ′ →

(0, 1) such that U ∩ U ′ is connected. Then M is diffeomorphic to the open interval (0, 1).

Theorem 9.44. Any (Hausdorff) connected closed 1-dimensional manifold is diffeomorphic to the

circle S1.
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Exercise 9.45. Show that the statement of the above theorem is not true without the axiom M5,

i.e. the assumption that the manifold has the Hausdorff property.

Proof. Let M be a connected closed 1-dimensional manifold. Each point x ∈ M has a coordinate

neighborhood Ux diffeomorphic to an open interval. All open intervals are diffeomorphic, and hence

we can assume that each neighborhood Gx is parameterized by the interval I = (0, 1). Let Ψx : I →

Gx be the corresponding parameterization map. We have
⋃
x∈M

Ux = M , and due to compactness of

M we can choose finitely many Ux1 , . . . , Uxk such that
k⋃
i=1

Uxi = M . We can further assume that

none of these neighborhoods is completrely contained inside another one. Denote U1 := Ux1 ,Ψ1 :=

Ψx1 . Note that U1 ∩
k⋃
2
Uxk 6= ∅. Indeed, if this were the case then due to connectedness of M we

would have
k⋃
2
Uxi = ∅ and hence M = U1, but this is impossible because M is compact. Thus,

there exists i = 2, . . . , k such that Uxi ∩ U1 6= ∅. We set U2 := Uxi ,Ψ2 = Ψxi . Consider open sets

G1,2 := Ψ−1
1 (U1 ∩U2), G2,1 = Ψ−1

2 (U1 ∩U2) ⊂ I. The transition map h1,2 := Ψ−1
2 ◦Ψ1|G1,2 : G1,2 →

G2,1 is a diffeomorphism.

Let us show that the set G1,2 (and hence G2,1) cannot contain more that two connected com-

ponents. Indeed, in that case one of the components of G1,2 has to be a subinterval I ′ = (a, b) ⊂

I = (0, 1) where 0 < a < b < 1. Denote I ′′ := h1,2(I ′). Then at least of of the boundary values

of the transition diffeomorphism h1,2|I′ , say h1,2(a), which is one of the end points of I ′′, has to

be an interior point c ∈ I = (0, 1). We will assume for determinacy that I ′′ = (c, d) ⊂ I. But this

contradicts the Hausdorff property M5. The argument repeats a similar argument in the proof of

Lemma 9.42.

Indeed, note that Ψ1(a) 6= Ψ2(c). Indeed, Ψ1(a) belongs to U1 \ U2 and Ψ2(c) is in U2 \ U1.

Take any neighborhood Ω 3 Ψ1(a) in M . Then Ψ−1(Ω) is an open subset of I which contains the

point a. Hence Ψ1((a, a + ε)) ⊂ Ω, and similarly, for any neighborhood Ω′ 3 Ψ2(c) in M we have

Ψ2((c, c+ε)) ⊂ Ω′ for a sufficiently small ε > 0. But Ψ1((a, a+ε)) = Ψ2(h1,2((a, aε))) = Ψ2(c, c+ε′),

where c+ ε′ = h1,2(a+ ε). Hence Ω∩Ω′ 6= ∅, i.e. any two neighborhoods of two distict points Ψ1(a)

and Ψ2(c) have a non-empty intersection, which violates the Hausdorff axiom M5.

If G1,2 ⊂ (0, 1) consists of two components then the above argument shows that each of these

components must be adjacent to one of the ends of the interval I, and the same is true about the
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components of the set G2,1 ⊂ I. Hence, we can apply Lemma 9.42 to conclude that the union U1∪U2

is diffeomorphic to S1. We also notice that in this case all the remaining neighborhoods Uxj must

contain in U1∪U2. Indeed, each Uxi which intersects the circle U1∪U2 must be completely contained

in it, because otherwise we would again get a contradiction with the Hausdorff property. Hence,

we can eleiminate all neighborhoods which intersect U1 ∪ U2. But then no other neighborhoods

could be left because otherwise we would have M = (U1∪U2)∪
⋃

Uxj∩(U1∪U2)=∅
Uxj , i.e. the manifold

M could be presented as a union of two disjoint non-empty open sets which is impossible due to

connectedness of M . Thus we conclude that in this case M = U1 ∪ U2 is diffeomorphic to S1.

Finally in the case when G1,2 consists of 1 component, i.e. when it is connected, one can Use

Lemma 9.43 to show that U1 ∪U2 is diffeomorphic to an open interval. Hence, we get a covering of

M by k − 1 neighborhood diffeomorphic to S1. Continuing inductively this process we will either

find at some step two neighborhoods which intersect each other along two components, or continue

to reduce the number of neighborhoods. However, at some moment the first situation should occur

because otherwise we would get that M is diffeomorphic to an interval which is impossible because

by assumption M is compact. �

b) Let M be a manifold, f : M → M be a diffeomorphism. Suppose that f satisfies the fol-

lowing property: There exists a positive integer p such that for any point x ∈ M we have fp(x) =

f ◦ f ◦ · · · ◦ f︸ ︷︷ ︸
p

(x) = x, but the points x, f(x) . . . , fp−1(x) are all disjoint. The set {x, f(x) . . . , fp−1(x)} ⊂

M is called the trajectory of the point x under the action of f . It is clear that trajectory of two

different points either coincide or disjoint. Then one can consider the quotient space X/f , whose

points are trajectories of points of M under the action of f . Similarly to how it was done in a) one

can define on M/f a structure of an n-dimensional manifold.

c) Here is a version of the construction in a) for the case when trajectory of points are infinite.

Let f : M → M be a diffeomorphism which satisfies the following property: for each point x ∈ M

there exists a neighborhood Ux 3 x such that all sets

. . . , f−2(Ux), f−1(Ux), Ux, f(Ux), f2(Ux), . . .

are mutually disjoint. In this case the trajectory {. . . , f−2(x), f−1(x), x, f(x), f2(x), . . . } of each

point is infinite. As in the case b), the trajectories of two different points either coincide or disjoint.
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The set M/f of all trajectories can again be endowed with a structure of a manifold of the same

dimension as M .

9.8.3 Examples of manifolds

1. n-dimensional sphere Sn. Consider the unit sphere Sn = {||x|| =

√
n+1∑

1
x2
j = 1} ⊂ Rn+1. Let

introduce on Sn the structure of an n-dimensional manifold. Let N = (0, . . . , 1) and S = (0, . . . ,−1)

be the North and South poles of Sn, respectively.

Denote U− = Sn \ S,U+ = Sn \N and consider the maps p± : U± → Rn given by the formula

p±(x1, . . . , xn+1) =
1

1∓ xn+1
(x1, . . . , xn). (9.8.1)

The maps p+ : U+ → Rn and p− : U− → Rn are called stereographic projections from the North

and South poles, respectively. It is easy to see that stereographic projections are one-to one maps.

Note that U+ ∩ U− = Sn \ {S,N} and both images, p+(U+ ∩ U−) and p−(U+ ∩ U−) coincide with

Rn \ 0. The map p− ◦ p−1
+ : Rn \ 0→ Rn \ 0 is given by the formula

p− ◦ p−1
+ (x) =

x

||x||2
, (9.8.2)

and therefore it is a diffeomorphism Rn \ 0→ Rn \ 0.

Thus, the atlas which consists of two coordinate charts (U+, p+) and (U−, p−) defines on Sn a

structure of an n-dimensional manifold. One can equivalently defines the manifold Sn as follows.

Take two disjoint copies of Rn, let call them Rn1 and Rn2 . Denote M = Rn1 ∪ Rn2 , U = Rn1 \ 0 and

U ′ = Rn2 \ 0. Let f : U → U ′ be a difeomorphism defined by the formula f(x) = x
||x||2 , as in (9.8.2).

Then Sn can be equivalently described as the quotient manifold M/f .

Note that the 1-dimensional sphere is the circle S1. It can be d as follows. Consider the map

T : R → R given by the formula T (x) = x + 1, x ∈ R. It satisfies the condition from 9.8.2 and

hence, one can define the manifold R/T . This manifold is diffeomorphic to S1.

2. Real projective space. The real projective space RPn is the set of all lines in Rn+1 passing

through the origin. One introduces on RPn a structure of an n-dimensional manifold as follows.

For each j = 1, . . . , n + 1 let us denote by Uj the set of lines which are not parallel to the affine

subspace Πj = {xj = 1}. Clearly,
n+1⋃

1
Uj = RPn. There is a natural one-to one map πj : Uj → Πj
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which associates with each line µ ∈ Uj the unique intersection point of µ with Πj . Furthermore,

each Πj can be identified with Rn, and hence pairs (Uj , πj), j = 1, . . . , n + 1 can be chosen as an

atlas of coordinate charts. We leave it to the reader to check that this atlas indeed define on RPn

a structure of a smooth manifold, i.e. that the transition maps between different coordinate charts

are smooth.

Exercise 9.46. Let us view Sn as the unit sphere in Rn+1. Consider a map p : Sn → RPn which

associates to a point of Sn the line passing through this point and the origin. Prove that this

two-to-one map is smooth, and moreover a local diffeomorphism, i.e. that the restriction of p to

a sufficiently small neighborhood of each point is a diffeomorphism. Use it to show that RPn is

diffeomorphic to the quotient space Sn/f , where f : Sn → Sn is the antipodal map f(x) = −x.

3. Products of manifolds and n-dimensional tori. Given two manifolds, M and N of

dimension m and n, respectively, one can naturally endow the direct product

M ×N = {(x, y); x ∈M,y ∈ N}

with a structure of a manifold of dimension m+n. Let {(Uλ,Φλ)}λ∈Λ and {(Vγ ,Ψγ)}γ∈Γ be atlases

for M and N , so that Φλ : Uλ → U ′λ ⊂ Rm,Ψµ : Vµ → V ′µ ⊂ Rn are diffeomorphisms on open

subsets of Rm and Rn. Then the smooth structure on M ×N can be defined by an atlas

{(Uλ × Vγ ,Φλ ×Ψγ)}λ∈Λ,γ∈Γ,

where we denote by Φλ×Ψγ : Uλ×Vγ → U ′λ×V ′γ ⊂ Rm×Rn = Rm+n are diffeomorphisms defined

by the formula (x, y) 7→ (Φλ(x)Ψµ(y)) for x ∈ Uλ and y ∈ Vµ.

One can similarly define the direct product of any finite number of smooth manifolds. In par-

ticular the n-dimensional torus Tn is defined as the product of n circles: Tn = S1 × · · · × S1︸ ︷︷ ︸
n

. Let

us recall, that the circle S1 is diffeomorphic to R/T , i.e. a point of S1 is a real number up to adding

any integer. Hence, the points of the torus Tn can viewed as the points of Rn up to adding any

vector with all integer coordinates.
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9.8.4 Submanifolds of an n-dimensional vector space

Let V be an n-dimensional vector space. A subset A ⊂ V is called a k-dimensional submanifold

of V , or simply a k-submanifold of V , 0 ≤ k ≤ n, if for any points a ∈ A there exists a local

coordinate chart (Ua, u = (u1, . . . , un) → Rn) such that u(a) = 0 (i.e. the point a is the origin in

this coordinate system) and

A ∩ Ua = {u = (u1, . . . , un) ∈ Ua; uk+1 = · · · = un = 0}. (9.8.3)

We will always assume the local coordinates at least as smooth as necessary for our purposes (but

at least C1-smooth), but more precisely, one can talk of Cm- submanifolds if the implied coordinate

systems are at least Cm-smooth.

Note that in the above we can replace the vector space V by any n-dimensional manifold, and

thus will get a notion of a k-dimesional submanifold of an n-dimensional manifold V .

Example 9.47. Suppose a subset A ⊂ U ⊂ V is given by equations F1 = · · · = Fn−k = 0 for

some Cm-smooth functions F1, . . . , Fn−k on U . Suppose that for any point a ∈ A the differentials

daF1, . . . , daFn−k ∈ V ∗a are linearly independent. Then A ⊂ U is a Cm-smooth submanifold.

Indeed, for each a ∈ A one can choose a linear functions l1, . . . , lk ∈ V ∗a such that together

with daF1, . . . , daFn−k ∈ V ∗a they form a basis of V ∗. Consider functions L1, . . . , Lk : V → R,

defined by Lj(x) = lj(x − a) so that da(Lj) = lj , j = 1, . . . , k. Then the Jacobian detDaF of the

map F : (L1, . . . , Lk, F1, . . . , Fn−k) : U → Rn does not vanish at a, and hence the inverse function

theorem implies that this map is invertible in a smaller neighborhood Ua ⊂ U of the point a ∈ A.

Hence, the functions u1 = L1, . . . , uk = Lk, uk+1 = F1, . . . , un = Fn−k can be chosen as a local

coordinate system in Ua, and thus A ∩ Ua = {uk+1 = · · · = un = 0}.

Note that the map u′ = (u1, . . . , uk) maps UAa = Ua ∩ A onto an open neighborhood Ũ =

u(Ua) ∩ Rk of the origin in Rk ⊂ Rn, and therefore u′ = (u1, . . . uk) defines a local coordinates,

so that the pair (UAa , u
′) is a coordinate chart. The restriction φ̃ = φ|

Ũ
of the parameterization

map φ = u−1 maps Ũ onto UAa . Thus φ̃ a parameterization map for the neighborhood UAa . The

atlas {(UAa , u′)}a ∈ A defines on a a structure of a k-dimensional manifold. The complementary

dimension n − k is called the codimension of the submanifold A. We will denote dimension and

codimension of A by dimA and codimA, respectively.
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As we already mentioned above in Section 9.3 1-dimensional submanifolds are usually called

curves. We will also call 2-dimensional submanifolds surfaces and codimension 1 submanifolds hyper-

surfaces. Sometimes k-dimensional submanifolds are called k-surfaces. Submanifolds of codimension

0 are open domains in V .

An important class form graphical k-submanifolds. Let us recall that given a map f : B → Rn−k,

where B is a subset B ⊂ Rk, then graph is the set

Γf = {(x, y) ∈ Rk × Rn−k = Rn; x ∈ B, y = f(x)}.

A (Cm)-submanifold A ⊂ V is called graphical with respect to a splitting Φ : Rk × Rn−k → V ,

if there exist an open set U ⊂ Rk and a (Cm)-smooth map f : U → Rn−k such that

A = Φ(Γf ).

In other words, A is graphical if there exists a coordinate system in V such that

A = {x = (x1, . . . , xn); (x1, . . . xk) ∈ U, xj = fj(x1, . . . , xk), j = k + 1, . . . , n}.

for some open set U ⊂ Rk and smooth functions, fk+1, . . . , fn : U → R.

For a graphical submanifold there is a global coordinate system given by the projection of the

submanifold to Rk.

It turns out that that any submanifold locally is graphical.

Proposition 9.48. Let A ⊂ V be a submanifold. Then for any point a ∈ A there is a neighborhood

Ua 3 a such that Ua ∩A is graphical with respect to a splitting of V . (The splitting may depend on

the point a ∈ A).

We leave it to the reader to prove this proposition using the implicit function theorem.

One can generalize the discussion in this section and define submanifolds of any manifold M ,

and not just the vector space V . In fact, the definition (9.8.3) can be used without any changes to

define submanifolds of an arbitrary smooth manifold.

A map f : M → Q is called an embedding of a manifold M into another manifold Q if it is a

diffeomorphism of M onto a submanifold A ⊂ Q. In other words, f is an embedding if the image

A = f(M) is a submanifold of Q and the map f viewed as a map M → A is a diffeomorphism.
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One can prove that any n-dimensional manifold can be embedded into RN with a sufficiently large

N (in fact N = 2n+ 1 is always sufficient).

Hence, one can think of manifold as submanifold of some Rn given up to a diffeomorphism, i.e.

ignoring how this submanifold is embedded in the ambient space.

In the exposition below we mostly restrict our discussion to submanifolds of Rn rather than

general abstract manifolds.

9.8.5 Submanifolds with boundary

A slightly different notion is of a submanifold with boundary. A subset A ⊂ V is called a k-

dimensional submanifold with boundary, or simply a k-submanifold of V with boundary, 0 ≤ k < n,

if for any points a ∈ A there is a neighborhood Ua 3 a in V and local (curvi-linear) coordinates

(u1, . . . , un) in Ua with the origin at a if one of two conditions is satisfied: condition (9.8.3), or the

following condition

A ∩ Ua = {u = (u1, . . . , un) ∈ Ua; u1 ≥ 0, uk+1 = · · · = un = 0}. (9.8.4)

In the latter case the point a is called a boundary point of A, and the set of all boundary points is

called the boundary of A and is denoted by ∂A.

As in the case of submanifolds without boundary, any submanifold with boundary has a struc-

ture of a manifold with boundary.

Exercise 9.49. Prove that if A is k-submanifold with boundary then ∂A is a (k − 1)-dimensional

submanifold (without boundary).

Remark 9.50. 1. As we already pointed out when we discussed manifolds with boundary, a

submanifold with boundary is not a submanifold!

2. As it was already pointed out when we discussed 1-dimensional submanifolds with boundary,

the boundary of a k-submanifold with boundary is not the same as its set-theoretic boundary,

though traditionally the same notation ∂A is used. Usually this should be clear from the

context, what the notation ∂A stands for in each concrete case. We will explicitly point this

difference out when it could be confusing.
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Figure 9.5: The parameterization φ introducing local coordinates near an interior point a and a

boundary point b.

A compact manifold (without boundary) is called closed. The boundary of any compact manifold

with boundary is closed, i.e. ∂(∂A) = ∅.

Example 9.51. An open ball Bn
r = Bn

R(0) = {
n∑
1
x2
j < 1} ⊂ Rn is a codimension 0 submanifold,

A closed ball Dn
r = Dn

R(0) = {
n∑
1
x2
j ≤ 1} ⊂ Rn ia codimension 0 submanifold with boundary.

Its boundary ∂Dn
R is an (n − 1)-dimensional sphere Sn−1

R = {
n∑
1
x2
j = 1} ⊂ Rn. It is a closed

hypersurface. For k = 0, 1 . . . n−1 let us denote by Lk the subspace Lk = {xk+1 = · · · = xn = 0} ⊂

Rn. Then the intersections

Bk
R = Bn

R ∩ Lk, Dk
R = Dn

R ∩ Lk, and Sk−1
R = Sn−1

R ∩ Lk ⊂ Rn

are, respectively a k-dimensional submanifold, a k-dimensional submanifold with boundary and a

closed (k − 1)-dimensional submanifold of Rn. Among all above examples there is only one (which

one?) for which the manifold boundary is the same as the set-theoretic boundary.

A neighborhood of a boundary point a ∈ ∂A can be always locally parameterized by the semi-
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open upper-half ball

B+(0) = {x = (x1, . . . , xk) ∈ Rk; x1 ≥ 0,
n∑
1

x2
j < 1}.

We will finish this section by defining submanifolds with piece-wise smooth boundary. A subset

A ⊂ V is called a k-dimensional submanifold of V with piecewise smooth boundary or with boundary

with corners, 0 ≤ k < n, if for any points a ∈ A there is a neighborhood Ua 3 a in V and local

(curvi-linear) coordinates (u1, . . . , un) in Ua with the origin at a if one of three condittions satisfied:

conditions (9.8.3), (9.8.4) or the following condition

A ∩ Ua = {u = (u1, . . . , un) ∈ Ua; l1(u) ≥ 0, . . . , lm(u) ≥ 0, uk+1 = · · · = un = 0}, (9.8.5)

where m > 1 and l1, . . . , lm ∈ (Rk)∗ are linear functions In the latter case the point a is called a

corner point of ∂A.

Note that the system of linear inequalities l1(u) ≥ 0, . . . , lm(u) ≥ 0 defines a convex cone in

Rk. Hence, near a corner point of its boundary the manifold is diffeomorphic to a convex cone.

Thus convex polyhedra and their diffeomorphic images are important examples of submanifolds

with boundary with corners.

9.9 Tangent spaces and differential

Suppose we are given two local parameterizations φ : G → A and φ̃ : G̃ → A. Suppose that

0 ∈ G ∩ G̃ and φ(0) = φ̃(0) = a ∈ A. Then there exists a neighborhood U 3 a in A such that

U ⊂ φ(G) ∩ φ̃(G̃).

DenoteG1 := φ−1(U), G̃1 := φ̃−1(Ũ). Then one has two coordinate charts on U : u = (u1, . . . , uk) =

(φ|G1)−1 : U → G1, and ũ = (ũ1, . . . , ũk) =
(
φ̃|
G̃1

)−1
: U → G̃1.

Denote h := u ◦ φ̃|
G̃1

= G̃1 → G1. We have

φ̃ = φ ◦ u ◦ φ̃ = φ ◦ h,

and hence the differentials dφ0 and dφ̃0 of parameterizations φ and φ̃ at the origin map Rk0 isomor-

phically onto the same k-dimensional linear subspace T ⊂ Va. Indeed, d0φ̃ = d0φ ◦ d0h. Thus the

space T = d0φ(Rk0) ⊂ Va is independent of the choice of parameterization. It is called the tangent
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space to the submanifold A at the point a ∈ A and will be denoted by TaA. If A is a submanifold

with boundary and a ∈ ∂A then there are defined both the k-dimensional tangent space TaA and

its (k − 1)-dimensional subspace Ta(∂A) ⊂ TaA tangent to the boundary.

Example 9.52. 1. Suppose a submanifold A ⊂ V is globally parameterized by an embedding

φ : G → A ↪→ V , G ⊂ Rk. Suppose the coordinates in Rk are denoted by (u1, . . . , uk). Then

the tangent space TaA at a point a = φ(b), b ∈ G is equal to the span

Span

(
∂φ

∂u1
(a), . . . ,

∂φ

∂uk
(a)

)
.

2. In particular, suppose a submanifold A is graphical and given by equations

xk+1 = g1(x1, . . . , xk), . . . , xn = gn−k(x1, . . . , xk), (x1, . . . , xk) ∈ G ⊂ Rk.

Take points b = (b1, . . . bk) ∈ G and a = (b1, . . . , bk, g1(b), . . . , gn−k(b)) ∈ A. Then TaA =

Span (T1, . . . Tk) , where

T1 =

1, 0, . . . , 0︸ ︷︷ ︸
k

,
∂g1

∂x1
(b), . . . ,

∂gn−k
∂x1

(b)

 ,

T1 =

0, 1, . . . , 0︸ ︷︷ ︸
k

,
∂g1

∂x2
(b), . . . ,

∂gn−k
∂x2

(b)

 ,

. . .

T1 =

0, 0, . . . , 1︸ ︷︷ ︸
k

,
∂g1

∂xk
(b), . . . ,

∂gn−k
∂xk

(b)

 .

3. Suppose a hypersurface Σ ⊂ Rn is given by an equation Σ = {F = 0} for a smooth function

F defined on an neighborhood of Σ and such that daF 6= 0 for any a ∈ Σ. In other words,

the function F has no critical points on Σ. Take a point a ∈ Σ. Then TaΣ ⊂ Rna is given by a

linear equation
n∑
1

∂F

∂xj
(a)hj = 0, h = (h1, . . . , hn) ∈ Rna .

Note that sometimes one is interested to define TaΣ as an affine subspace of Rn = Rn0 and

not as a linear subspace of Rna . We get the required equation by shifting the origin:

TaΣ = {x = (x1, . . . , xn) ⊂ Rn;

n∑
1

∂F

∂xj
(a)(xj − aj) = 0}.
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If for some parameterization φ : G→ A with φ(0) = a the composition f ◦ φ is differentiable at

0, and the linear map

d0(f ◦ φ) ◦ (d0φ)−1 : TaA→Wf(a)

is called the differential of f at the point a and denoted, as usual, by daf . Similarly one can define

Cm-smooth maps A→W .

Exercise 9.53. Show that a map f : A → W is differentiable at a point a ∈ A iff for some

neighborhood U of a in V there exists a map F : U → W that is differentiable at a and such

that F |U∩A = f |U∩A, and we have dF |TaA = daf . As it follows from the above discussion the map

dF |TaA is independent of this extension. Similarly, any Cm-smooth map of A locally extends to a

Cm-smooth map of a neighborhood of A in V .

Suppose that the image f(A) of a smooth map f : A→W is contained in a submanifold B ⊂W .

In this case the image daf(TaA) is contained in Tf(a)B. Hence, given a smooth map f : A → B

between two submanifolds A ⊂ V and B ⊂W its differential at a point a can be viewed as a linear

map daf : TaA→ Tf(a)B.

Let us recall, that given two submanifolds A ⊂ V and B ⊂ W (with or without boundary), a

smooth map f : A → B is called a diffeomorphism if there exists a smooth inverse map : B → A,

i.e. f ◦ g : B → B and g ◦ f : A→ A are both identity map. The submanifolds A and B are called

in this case diffeomorphic.

Exercise 9.54. 1. Let A,B be two diffeomorphic submanifolds. Prove that

(a) if A is path-connected then so is B;

(b) if A is compact then so is B;

(c) if ∂A = ∅ then ∂B = ∅;

(d) dimA = dimB; 5

2. Give an example of two diffeomorphic submanifolds, such that one is bounded and the other

is not.

5In fact, we will prove later that even homeomorphic manifolds should have the same dimension.
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3. Prove that any closed connected 1-dimensional submanifold is diffeomorphic to the unit circle

S1 = {x2
1 + x2

2 = 1} ⊂ R2.

9.10 Vector bundles and their homomorphisms

Let us put the above discussion in a bit more global and general setup.

A collection of all tangent spaces {TaA}a∈A to a submanifold A is called its tangent bundle

and denoted by TA or T (A). This is an example of a more general notion of a vector bundle of

rank r over a set A ⊂ V . One understands by this a family of r-dimensional vector subspaces

La ⊂ Va, parameterized by points of A and continuously (or Cm-smoothly) depending on a. More

precisely one requires that each point a ∈ A has a neighborhood U ⊂ A such that there exist linear

independent vector fields v1(a), . . . , vr(a) ∈ La which continuously (smoothly, etc.) depend on a.

Besides the tangent bundle T (A) over a k-submanifold A an important example of a vector

bundle over a submanifold A is its normal bundle NA = N(A), which is a vector bundle of rank

n − k formed by orthogonal complements NaA = T⊥a A ⊂ Va of the tangent spaces TaA of A. We

assume here that V is Euclidean space.

A vector bundle L of rank k over A is called trivial if one can find k continuous linearly

independent vector fields v1(a), . . . , vk(a) ∈ La defined for all a ∈ A. The set A is called the base of

the bundle L.

An important example of a trivial bundle is the bundle TV = {Va}a∈V .

Exercise 9.55. Prove that the tangent bundle to the unit circle S1 ⊂ R2 is trivial. Prove that the

tangent bundle to S2 ⊂ R3 is not trivial, but the tangent bundle to the unit sphere S3 ⊂ R4 is

trivial. (The case of S1 is easy, of S3 is a bit more difficult, and of S2 even more difficult. It turns

out that the tangent bundle TSn−1 to the unit sphere Sn−1 ⊂ Rn is trivial if and only if n = 2, 4

and 8. The only if part is a very deep topological fact which was proved by F. Adams in 1960.

Suppose we are given two vector bundles, L over A and L̃ over Ã and a continuous (resp. smooth)

map φ : A→ Ã. By a continuous (resp. smooth) homomorphism Φ : L→ L̃ which covers the map

φ : A→ Ã we understand a continuous (resp. smooth) family of linear maps Φa : La → L̃φ(a). For

instance, a Cm-smooth map f : A → B defines a Cm−1-smooth homomorphism df : TA → TB
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which covers f : A → B. Here df = {daf}a∈A is the family of linear maps daf : TaA → Tf(a)B,

a ∈ A.

9.11 Orientation

By an orientation of a vector bundle L = {La}a∈A over A we understand continuously depending

on a orientation of all vector spaces La. An orientation of a submanifold k is the same as an

orientation of its tangent bundle T (A). A co-orientation of a k- submanifold A is an orientation of

its normal bundle N(A) = T⊥A in V . Note that not all bundles are orientable, i.e. some bundles

admit no orientation. But if L is orientable and the base A is connected, then L admits exactly two

orientations. Here is a simplest example of a non-orientable rank 1 bundle of the circle S1 ⊂ R2.

Let us identify a point a ∈ S1 with a complex number a = eiφ, and consider a line la ∈ R2
a directed

by the vector e
iφ
2 . Hence, when the point completes a turn around S1 the line la rotates by the

angle π. We leave it to the reader to make a precise argument why this bundle is not orientable .

In fact, rank 1 bundles are orientable if and only if they are trivial.

If the ambient space V is oriented then co-orientation and orientation of a submanifold A deter-

mine each other according to the following rule. For each point a, let us choose any basis v1, . . . , vk

of Ta(A) and any basis w1, . . . , wn−k of Na(A). Then w1, . . . , wn−k, v1, . . . , vk is a basis of Va = V .

Suppose one of the bundles, say N(A), is oriented. Let us assume that the basis w1, . . . , wn−k de-

fines this orientation. Then we orient TaA by the basis v1, . . . , vk if the basis w1, . . . , wn−k, v1, . . . , vk

defines the given orientation of V , and we pick the opposite orientation of TaA otherwise.

Example 9.56. (Induced orientation of the boundary of a submanifold.) Suppose A is an

oriented manifold with boundary. Let us co-orient the boundary ∂A by orienting the rank 1 normal

bundle to T (∂A) in T (A) by the unit ourtward normal to T (∂A) in T (A) vector field. Then the

above rule determine an orientation of T (∂A), and hence of ∂A.

9.12 Integration of differential k-forms over k-dimensional sub-

manifolds

Let α be a differential k-form defined on an open set U ⊂ V .
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Figure 9.6: The orientation of the surface is induced by its co-orientation by the normal vector n.

The orientation of the boundary us induced by the orientation of the surface.
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Consider first a k-dimensional compact submanifold with boundary A ⊂ U defined parametri-

cally by an embedding φ : G→ A ↪→ U , where G ⊂ Rk is possibly with boundary. Suppose that A

is oriented by this embedding. Then we define∫
A

α :=

∫
G

φ∗α.

Note that if we define A by a different embedding φ̃ : G̃ → A, then we have φ̃ = φ ◦ h, where

h = φ−1 ◦ φ̃ : G̃→ G is a diffeomorphism. Hence, using Theorem 9.32 we get∫
G̃

φ̃∗α =

∫
G̃

h∗(φ∗α) =

∫
G

φ∗α,

and hence
∫
A

α is independent of a choice of parameterization, provided that the orientation is

preserved.

Let now A be any compact oriented submanifold with boundary. Let us choose a partition of

unity 1 =
K∑
1
θj in a neighborhood of A such that each function is supported in some coordinate

neighborhood of A. Denote αj = θjα. Then α =
K∑
1
αj , where each form αj is supported in one

of coordinate neighborhoods. Hence there exist orientation preserving embeddings φj : Gj → A

of domains with boundary Gj ⊂ Rk, such that φj(Gj) ⊃ Supp(αj), j = 1, . . . ,K. Hence, we can

define ∫
A

αj :=

∫
Gj

φ∗jαj and

∫
A

α :=

K∑
1

∫
A

αj .

Lemma 9.57. The above definition of
∫
A

α is independent of a choice of a partition of unity.

Proof. Consider two different partitions of unity 1 =
K∑
1
θj and 1 =

K̃∑
1
θ̃j subordinated to coverings

U1, . . . , UK and Ũ1, . . . , ŨK̃ , respectively. Taking the product of two partitions we get another

partition 1 =
K∑
i=1

K̃∑
j=1

θij , where θij := θiθj , which is subordinated to the covering by intersections

Ui∩Uj , i = 1, . . . ,K, j = 1, . . . , K̃. Denote αi := θiα, α̃j := θ̃jα and αij = θijα. Then
K∑
i=1

αij = α̃j ,
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K̃∑
j=1

αij = αi and α =
K∑
1
αi =

K̃∑
1
α̃j . Then, using the linearity of the integral we get

K∑
1

∫
A

αi =
K∑
i=1

K̃∑
j=1

∫
A

αij =
K̃∑
1

∫
A

α̃j .

�

When k = 1 the above definition of the integral coincides with the definition of the integral of

a 1-form over an oriented curve which was given above in Section 9.2.

Let us extend the definition of integration of differential forms to an important case of integration

of 0-form over oriented 0-dimensional submanifolds. Let us recall a compact oriented 0-dimensional

submanifold of V is just a finite set of points a1, . . . , am ∈ V with assigned signs to every point.

So in view of the additivity of the integral it is sufficient to define integration over 1 point with a

sign. On the other hand, a 0-form is just a function f : V → R. So we define∫
±a

f := ±f(a).

A partition of unity is a convenient tool for studying integrals, but not so convenient for practical

computations. The following proposition provides a more practical method for computations.

Proposition 9.58. Let A be a compact oriented submanifold of V and α a differential k-form given

on a neighborhood of A. Suppose that A presented as a union A =
N⋃
1
Aj, where Aj are codimension

0 submanifolds of A with boundary with corners. Suppose that Ai and Aj for any i 6= j intersect

only along pieces of their boundaries. Then∫
A

α =

N∑
1

∫
Aj

α.

In particular, if each Aj is parameterized by an orientation preserving embedding φj : Gj → A,

where Gj ⊂ Rk is a domain with boundary with corners. Then∫
A

α =

N∑
1

∫
Gj

φ∗jα.
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We leave the proof to the reader as an exercise.

Exercise 9.59. Compute the integral∫
S

1/3(x1dx2 ∧ dx3 + x2dx3 ∧ dx1 + x3dx1 ∧ dx2),

where S is the sphere

{x2
1 + x2

2 + x2
3 = 1},

cooriented by its exterior normal vector.

Solution. Let us present the sphere as the union of northern and southern hemispheres:

S = S− ∪ S+, where S− = S ∩ {x3 ≤ 0}, S+ = S ∩ {x3 ≥ 0}.

Then
∫
S

ω =
∫
S+

ω +
∫
S−

ω. Let us first compute
∫
S+

ω.

We can parametrize S+ by the map (u, v) → (u, v,
√
R2 − u2 − v2), (u, v) ∈ {u2 + v2 ≤ R2} =

DR. One can check that this parametrization agrees with the prescribed coorientation of S. Thus,

we have

∫
S+

ω = 1/3

∫
DR

(
udv ∧ d

√
R2 − u2 − v2 + vd

√
R2 − u2 − v2 ∧ du+

√
R2 − u2 − v2du ∧ dv

)
.

Passing to polar coordinates (r, ϕ) in the plane (u, v) we get∫
S+

ω = 1/3

∫
P

r cosϕd(r sinϕ) ∧ d
√
R2 − r2 + r sinϕd

√
R2 − r2 ∧ d(r cosϕ)

+
√
R2 − r2d(r cosϕ) ∧ d(r sinϕ),

where P = {0 ≤ r ≤ R, 0 ≤ ϕ ≤ 2π}. Computing this integral we get
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∫
S+

ω =
1

3

∫
P
−r

3 cos2 ϕdϕ ∧ dr√
R2 − r2

+
r3 sin2 ϕdr ∧ dϕ√

R2 − r2
+
√
R2 − r2dr ∧ dϕ

=
1

3

∫
P

(
r3

√
R2 − r2

+ r
√
R2 − r2

)
dr ∧ dϕ

=
2π

3

∫ R

0

rR2

√
R2 − r2

dr = −2πR2

3

√
R2 − r2

∫ R

0
=

2πR3

3

Similarly, one can compute that ∫
S−

ω =
2πR3

3
.

Computing this last integral, one should notice the fact that the parametrization

(u, v) 7→ (u, v,−
√
R2 − u2 − v2)

defines the wrong orientation of S−. Thus one should use instead the parametrization

(u, v) 7→ (v, u,−
√
R2 − u2 − v2),

and we get the answer ∫
S

ω =
4πR3

3
.

This is just the volume of the ball bounded by the sphere. The reason for such an answer will be

clear below from Stokes’ theorem.
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Part III

Stokes’ theorem and its applications
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Chapter 10

Stokes’ theorem

10.1 Statement of Stokes’ theorem

Theorem 10.1. Let A ⊂ V be a compact oriented submanifold with boundary (and possibly with

corners). Let ω be a C2-smooth differential form defined on a neighborhood U ⊃ A. Then∫
∂A

ω =

∫
A

dω .

Here dω is the exterior differential of the form ω and ∂A is the oriented boundary of A.

We will discuss below what exactly Stokes’ theorem means for the case k ≤ 3 and n = dimV ≤ 3.

Let us begin with the case k = 1, n = 2. Thus V = R2. Let x1, x2 be coordinates in R2 and U

a domain in R2 bounded by a smooth curve Γ = ∂U . Let us co-orient Γ with the outward normal

ν to the boundary of U . This defines a counter-clockwise orientation of Γ.

Let ω = P1(x1, x2)dx1 +P2(x1, x2)dx2 be a differential 1-form. Then the above Stokes’ formula

asserts

∫
U

dω =

∫
Γ

ω ,

or ∫
U

(
∂P2

∂x1
− ∂P1

∂x2

)
dx1 ∧ dx2 =

∫
Γ
P1dx1 + P2dx2.
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Figure 10.1: George Stokes (1819-1903)

This is called Green’s formula. In particular, when dω = dx1 ∧ dx2, e.g. ω = xdy or ω =

1
2(xdy − ydx), the integral

∫
Γ

ω computes the area of the domain U .

Consider now the case n = 3, k = 2. Thus

V = R3, ω = P1dx2 ∧ dx3 + P2dx3 ∧ dx1 + P3dx1 ∧ dx2.

Let U ⊂ R3 be a domain bounded by a smooth surface S. We co-orient S with the exterior normal

ν. Then

dω =

(
∂P1

∂x1
+
∂P2

∂x2
+
∂P3

∂x3

)
dx1 ∧ dx2 ∧ dx3.

Thus, Stokes’ formula ∫
S

ω =

∫
U

dω

gives in this case

∫
S

P1dx2 ∧ dx3 + P2dx3 ∧ dx1 + P3dx1 ∧ dx2 =

∫
U

(
∂P1

∂x1
+
∂P2

∂x2
+
∂P3

∂x3

)
dx1 ∧ dx2 ∧ dx3

This is called the divergence theorem or Gauss-Ostrogradski’s formula.

168



Figure 10.2: George Green (1793-1841)

Consider the case k = 0, n = 1. Thus ω is just a function f on an interval I = [a, b]. The

boundary ∂I consists of 2 points: ∂I = {a, b}. One should orient the point a with the sign − and

the point b with the sign +.

Thus, Stokes’ formula in this case gives

∫
[a,b]

df =

∫
{−a,+b}

f,

or ∫ b

a
f ′(x)dx = f(b)− f(a).

This is Newton-Leibnitz’ formula. More generally, for a 1-dimensional oriented connected curve

Γ ⊂ R3 with boundary ∂Γ = B ∪ (−A) and any smooth function f we get the formula∫
Γ

df =

∫
B∪(−A)

f = f(B)− f(A),

which we already proved earlier, see Theorem 9.11 .

Consider now the case n = 3, k = 1.

Thus V = R3 and ω = P1dx1 +P2dx2 +P3dx3. Let S ⊂ R3 be an oriented surface with boundary
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Figure 10.3: Carl Friedrich Gauss (1777-1855) Mikhail Ostrogradski (1801-1862)

Γ. We orient Γ in the same way, as in Green’s theorem. Then Stokes’ formula∫
S

dω =

∫
Γ

ω

gives in this case

∫
S

(
∂P3

∂x2
− ∂P2

∂x3

)
dx2 ∧ dx3 +

(
∂P1

∂x3
− ∂P3

∂x1

)
dx3 ∧ dx1 +

(
∂P2

∂x1
− ∂P1

∂x2

)
dx1 ∧ dx2

=

∫
Γ

P1dx1 + P2dx2 + P3dx3.

This is the original Stokes’ theorem.

Stokes’ theorem allows one to clarify the geometric meaning of the exterior differential.

Lemma 10.2. Let β be a differential k-form in a domain U ⊂ V . Take any point a ∈ U and

vectors X1, . . . , Xk+1 ∈ Va. Given ε > 0 let us consider the parallelepiped P (εX1, . . . , εXk+1) as a

subset of V with vertices at points ai1...ik+1
= a + ε

k+1∑
1
ijXj, where each index ij takes values 0, 1.

Then

dβa(X1, . . . Xk+1) = lim
ε→0

1

εk+1

∫
∂P (εX1,...,εXk+1)

β.
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Proof. First, it follows from the definition of integral of a differential form that

dβa(X1, . . . , Xk+1) = lim
ε→0

1

εk+1

∫
P (εX1,...,εXk+1)

dβ. (10.1.1)

Then we can continue using Stokes’ formula

dβa(X1, . . . , Xk+1) = lim
ε→0

1

εk+1

∫
P (εX1,...,εXk+1)

dβ = lim
ε→0

1

εk+1

∫
∂P (εX1,...,εXk+1)

β. (10.1.2)

�

10.2 Proof of Stokes’ theorem

We prove in this section Theorem 10.1. We will consider only the case when A is a manifold with

boundary without corners and leave the corner case as an exercise to the reader.

Let us cover A by coordinate neighborhoods such that in each neighborhood A is given either

by (9.8.3) or (9.8.4). First we observe that it is sufficient to prove the theorem for the case of a

form supported in one of these coordinate neighborhoods. Indeed, let us choose finitely many such

neighborhoods covering A. Let 1 =
N∑
1
θj be a partition of unity subordinated to this covering. We

set ωj = θjω, so that ω =
N∑
1
ωj , and each of ωj is supported in one of coordinate neighborhoods.

Hence, if formula 10.1 holds for each ωj it also holds for ω.

Let us now assume that ω is supported in one of coordinate neighborhoods. Consider the

corresponding parameterization φ : G→ U ⊂ V , G ⊂ Rn, introducing coordinates u1, . . . , un. Then

A∩U = φ(G∩L), where L is equal to the subspace Rk = {uk+1 = . . . un = 0} in the case (9.8.3) and

the upper-half space Rk ∩ {u1 ≥ 0}. By definition, we have
∫
A

dω =
∫
U

dω =
∫

G∩L
φ∗dω =

∫
G∩L

dφ∗ω.1

Though the form ω̃ = φ∗ω|G∩L is defined only on G ∩ L, it is supported in this neighborhood,

and hence we can extend it to a smooth form on the whole L by setting it equal to 0 outside the

neighborhood. With this extension we have
∫

G∩L
dω̃ =

∫
L

dω̃. The (k − 1)-form ω̃ can be written in

coordinates u1, . . . , uk as

ω̃ =

j∑
1

fj(u)du1 ∧ . . .
j
ˇ · · · ∧ duk.

1We assume here that the coordinates u1, . . . , uk define the given orientation of A.
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Then ∫
G∩L

dω̃ =

∫
L

(
k∑
1

∂fj
∂uj

)
du1 ∧ · · · ∧ duk.

Let us choose a sufficiently R > 0 so that the cube I = {|ui| ≤ R, i = 1, . . . , k} contains Supp(ω̃).

Thus in the case (9.8.3) we have

∫
G∩L

dω̃ =
k∑
1

∫
Rk

∂fj
∂uj

dV =
k∑
1

R∫
−R

. . .

R∫
−R

∂fj
∂uj

du1 . . . dun =

k∑
1

R∫
−R

. . .

 R∫
−R

∂fj
∂uj

duj

 du1 . . . duj−1duj+1 . . . dun = 0 (10.2.1)

because

R∫
−R

∂fj
∂uj

duj = fj(u1, . . . , ui−1, R, ui, . . . , un)− fj(u1, . . . , ui−1,−R, ui, . . . , un)) = 0.

On the other hand, in this case
∫
∂A

ω = 0, because the support of ω does not intersect the boundary

of A. Hence, Stokes’ formula holds in this case. In case (9.8.4) we similarly get

∫
G∩L

dω̃ =
k∑
1

∫
{u1≥0}

∂fj
∂uj

dV =

k∑
1

R∫
0

 R∫
−R

. . .

R∫
−R

∂fj
∂uj

dun . . . du2

 du1 =

R∫
−R

 R∫
−R

. . .

R∫
0

∂f1

∂u1
du1 . . . dun−1

 dun =

−
R∫
−R

. . .

R∫
−R

f1(0, u2, . . . , un)du2 . . . dun. (10.2.2)

because all terms in the sum with j > 1 are equal to 0 by the same argument as in (10.2.1). On

the other hand, in this case∫
∂A

ω =

∫
{u1=0}

φ∗ω =

∫ ∫
{u1=0}

f1(0, u2, . . . , un)du2 ∧ · · · ∧ dun =

−
R∫
−R

. . .

R∫
−R

f1(0, u2, . . . , un)du2 . . . dun. (10.2.3)
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The sign minus appears in the last equality in front of the integral because the induced orien-

tation on the space {u1 = 0} as the boundary of the upper-half space {u1 ≥ 0} is opposite to the

orientation defined by the volume form du2 ∧ · · · ∧ dun. Comparing the expressions (10.2.2) and

(10.2.3) we conclude that
∫
A

dω =
∫
∂A

ω, as required. �

10.3 Integration of functions over submanifolds

In order to integrate functions over a submanifold we need a notion of volume for subsets of the

submanifold.

Let A ⊂ V be an oriented k-dimensional submanifold, 0 ≤ k ≤ n. By definition, the volume

form σ = σA of A (or the area form if k = 2, or the length form if k = 1) is a differential k-form

on A whose value on any k tangent vectors v1, . . . , vk ∈ TxA equals the oriented volume of the

parallelepiped generated by these vectors.

Given a function f : A→ R we define its integral over A by the formula∫
A

fdV =

∫
A

fσA , (10.3.1)

and, in particular,

VolA =

∫
A

σA .

Notice that the integral
∫
A

fdV is independent of the orientation of A. Indeed, changing the orienta-

tion we also change the sign of the form σA, and hence the integral remains unchanged. This allows

us to define the integral
∫
A

fdV even for a non-orientable A. Indeed, we can cover A by coordinate

charts, find a subordinated partition of unity and split correspondingly the function f =
N∑
1
fj

in such a way that each function fj is supported in a coordinate neighborhood. By orienting in

arbitrary ways each of the coordinate neighborhoods we can compute each of the integrals
∫
A

fjdV ,

j = 1, . . . , N . It is straightforward to see that the integral
∫
A

fdV =
∑
j

∫
A

fjdV is independent of the

choice of the partition of unity.

Let us study in some examples how the form σA can be effectively computed.
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Example 10.3. Volume form of a hypersurface. Let us fix a Cartesian coordiantes in V . Let A ⊂ V

is given by the equation

A = {F = 0}

for some function F : V → R which has no critical points on A. The vector field ∇F is orthogonal

to A, and

n =
∇F
||∇F ||

is the unit normal vector field to A. Assuming A to be co-oriented by n we can write down the

volume form of A as the contraction of n with the volume form Ω = dx1 ∧ · · · ∧ dxn of Rn, i.e.

σA = n Ω =
1

||∇F ||

n∑
1

(−1)i−1 ∂F

∂xi
dx1 ∧

i
∨. . .∧dxn .

In particular, if n = 3 we get the following formula for the area form of an implicitely given

2-dimensional surface A = {F = 0} ⊂ R3:

σA =
1√(

∂F
∂x1

)2
+
(
∂F
∂x2

)2
+
(
∂F
∂x3

)2

(
∂F

∂x1
dx2 ∧ dx3 +

∂F

∂x2
dx3 ∧ dx1 +

∂F

∂x3
dx1 ∧ dx2

)
. (10.3.2)

Example 10.4. Length form of a curve.

Let Γ ⊂ Rn be an oriented curve given parametrically by a map γ : [a, b] → Rn. Let σ = σΓ be

the length form. Let us compute the form γ∗σΓ. Denoting the coordinate in [a, b] by t and the unit

vector field on [a, b] by e we have

γ∗σΓ = f(t)dt,

where

f(t) = γ∗σΓ(e) = σΓ

(
γ′(t)

)
= ||γ′(t)|| .

In particular the length of Γ is equal to

∫
Γ

σΓ =

b∫
a

||γ′(t)||dt =

b∫
a

√√√√ n∑
i=1

(x′i(t))
2 dt ,

where

γ(t) = (x1(t), . . . , xn(t)) .
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Similarly, given any function f : Γ→ R we have

∫
Γ

fds =

b∫
a

f (γ(t)) ||γ′(t)||dt .

Example 10.5. Area form of a surface given parametrically.

Suppose a surface S ⊂ Rn is given parametrically by a map Φ : U → Rn where U in the plane R2

with coordinates (u, v).

Let us compute the pull-back form Φ∗σS . In other words, we want to express σS in coordinates

u, v. We have

Φ∗σS = f(u, v)du ∧ dv .

To determine f(u, v) take a point z = (u, v) ∈ R2 and the standard basis e1, e2 ∈ R2
z. Then

(Φ∗σS)z(e1, e2) = f(u, v)du ∧ dv(e1, e2) . (10.3.3)

On the other hand, by the definition of the pull-back form we have

(Φ∗σS)z(e1, e2) = (σS)Φ(z)(dzΦ(e1), dzΦ(e2)) . (10.3.4)

But dzΦ(e1) = ∂Φ
∂u (z) = Φu(z) and dzΦ(e2) = ∂Φ

∂v (z) = Φv(z). Hence from (10.3.3) and (10.3.4) we

get

f(u, v) = σS(Φu,Φv) . (10.3.5)

The value of the form σS on the vectors Φu,Φv is equal to the area of the parallelogram gener-

ated by these vectors, because the surface is assumed to be oriented by these vectors, and hence

σS(Φu,Φv) > 0. Denoting the angle between Φu and Φv by α we get2 σS(Φu,Φv) = ||Φu|| ||Φv|| sinα.

Hence

σS(Φu,Φv)
2 = ||Φu||2 ||Φv||2 sin2 α = ||Φu||2 ||Φv||2(1− cos2 α) = ||Φu||2 ||Φv||2 − (Φu · Φv)

2 ,

and therefore,

f(u, v) = σS(Φu,Φv) =
√
||Φu||2 ||Φv||2 − (Φu · Φv)2 .

2See a computation in a more general case below in Example 10.6.
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It is traditional to introduce the notation

E = ||Φu||2, F = Φu · Φv, G = ||Φv||2 ,

so that we get

Φ∗σS =
√
EG− F 2du ∧ dv ,

and hence we get for any function f : S → R∫
S

fdS =

∫
S

fσS =

∫
U

f(Φ(u, v))
√
EG− F 2du ∧ dv =

∫ ∫
U

f(Φ(u, v))
√
EG− F 2dudv . (10.3.6)

Consider a special case when the surface S defined as a graph of a function φ over a domain

D ⊂ R2. Namely, suppose

S = {z = φ(x, y), (x, y) ∈ D ⊂ R2} .

The surface S as parametrized by the map

(x, y)
Φ7→(x, y, φ(x, y)).

Then

E = ||Φx||2 = 1 + φ2
x, G = ||Φy||2 = 1 + φ2

y, F = Φx · Φy = φxφy ,

and hence

EG− F 2 = (1 + φ2
x)(1 + φ2

y)− φ2
xφ

2
y = 1 + φ2

x + φ2
y .

Therefore, the formula (10.3.6) takes the form∫
S

fdS =

∫ ∫
D

f(Φ(x, y))
√
EG− F 2dx ∧ dy =

∫ ∫
D

f (x, y, φ(x, y))
√

1 + φ2
x + φ2

y dxdy . (10.3.7)

Note that the formula (10.3.7) can be also deduced from (10.3.2). Indeed, the surface

S = {z = φ(x, y), (x, y) ∈ D ⊂ R2} ,

can also be defined implicitly by the equation

F (x, y, z) = z − φ(x, y) = 0, (x, y) ∈ D .
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We have

∇F = (−∂φ
∂x
,−∂φ

∂y
, 1),

and, therefore,∫
S

fdS =

∫
S

f(x, y, z)

||∇F ||

(
∂F

∂x
dy ∧ dz +

∂F

∂y
dz ∧ dx+

∂F

∂z
dx ∧ dy

)

=

∫ ∫
D

f(x, y, φ(x, y))√
1 +

(
∂φ
∂x

)2
+
(
∂φ
∂y

)2

(
−∂φ
∂x
dy ∧ dφ− ∂φ

∂y
dφ ∧ dx+ dx ∧ dy

)

=

∫ ∫
D

f(x, y, φ(x, y))√
1 +

(
∂φ
∂x

)2
+
(
∂φ
∂y

)2

(
1 +

(
∂φ

∂x

)2

+

(
∂φ

∂y

)2
)
dxdy

=

∫ ∫
D

f(x, y, φ(x, y))

√
1 +

(
∂φ

∂x

)2

+

(
∂φ

∂y

)2

dxdy .

Example 10.6. Integration over a parametrically given k-dimensional submanfold.

Consider now a more general case of a parametrically given k-submanifold A in an n-dimensional

Euclidean space V . We fix a Cartersian coordinate system in V and thus identify V with Rn with

the standard dot-product.

Let U ⊂ Rk be a compact domain with boundary and φ : U → Rn be an embedding. We assume

that the submanifold with boundary A = φ(U) is oriented by this parameterization. Let σA be the

volume form of A. We will find an explicit expression for φ∗σA. Namely. denoting coordinates in

Rk by (u1, . . . , uk) we have φ∗σA = f(u)du1 ∧ · · · ∧ duk, and our goal is to compute the function f .

By definition, we have

f(u) =φ∗(σA)u(e1, . . . , ek) = (σA)u(duφ(e1), . . . , duφ(ek)) =

(σA)u

(
∂φ

∂u1
(u), . . . ,

∂φ

∂uk
(u)

)
= Volk

(
P

(
∂φ

∂u1
(u), . . . ,

∂φ

∂uk
(u)

))
(10.3.8)

In Section 4.2 we proved two formulas for the volume of a parallelepiped. Using formula (4.2.1)

we get

Volk

(
P

(
∂φ

∂u1
(u), . . . ,

∂φ

∂uk
(u)

))
=

√ ∑
1≤i1<···<ik≤n

Z2
i1...ik

. (10.3.9)
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where

Zi1...ik =

∣∣∣∣∣∣∣∣∣
∂φi1
∂u1

(u) . . .
∂φi1
∂uk

(u)

. . . . . . . . .
∂φik
∂u1

(u) . . .
∂φik
∂uk

(u)

∣∣∣∣∣∣∣∣∣ . (10.3.10)

Thus ∫
A

fdV =

∫
A

fσA =

∫
U

f(φ(u))

√ ∑
1≤i1<···<ik≤n

Z2
i1...ik

du1 ∧ · · · ∧ duk.

Rewriting this formula for k = 2 we get

∫
A

fdV =

∫
U

f(φ(u))

√√√√√ ∑
1≤i<j≤n

∣∣∣∣∣∣
∂φi
∂u1

∂φi
∂u2

∂φj
∂u1

∂φj
∂u2

∣∣∣∣∣∣
2

du1 ∧ du2. (10.3.11)

Alternatively we can use formula (??). Then we get

Volk

(
P

(
∂φ

∂u1
(u), . . . ,

∂φ

∂uk
(u)

))
=
√

det
(
(Dφ)TDφ

)
, (10.3.12)

where

Dφ =


∂φ1
∂u1

. . . ∂φ1
∂uk

. . . . . . . . .

∂φn
∂u1

. . . ∂φn
∂uk


is the Jacobi matrix of φ.3 Thus using this expression we get∫

A

fdV =

∫
A

fσA =

∫
U

f(φ(u))
√

det
(
(Dφ)TDφ

)
dV. (10.3.13)

Exercise 10.7. In case n = 3, k = 2 show explicitely equivalence of formulas (10.3.6), (10.3.11)

and (10.3.13).

Exercise 10.8. Integration over an implicitly defined k-dimensional submanfold. Suppose that

A = {F1 = · · · = Fn−k = 0} and the differentials of defining functions are linearly independent at

points of A. Show that

σA =
∗ (dF1 ∧ · · · ∧ dFn−k)
|| dF1 ∧ · · · ∧ dFn−k ||

.

3 The symmetric matrix (Dφ)TDφ is the Gram matrix of vectors ∂φ
∂u1

(u), . . . , ∂φ
∂uk

(u), and its entrees are pairwise

scalar products of these vectors, see Remark ??.
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Example 10.9. Let us compute the volume of the unit 3-sphere S3 = {x2
1 + x2

2 + x2
3 + x2

4 = 1}.

By definition, Vol(S3) =
∫
S3

n Ω, where Ω = dx1 ∧ dx2 ∧ dx3 ∧ dx4, and n is the outward unit

normal vector to the unit ball B4. Here S3 should be co-oriented by the vector field n. Then using

Stokes’ theorem we have∫
S3

n Ω =

∫
S3

(x1dx2 ∧ dx3 ∧ dx4 − x2dx1 ∧ dx3 ∧ dx4 + x3dx1 ∧ dx2 ∧ dx4 − x4dx1 ∧ dx2 ∧ dx3) =

4

∫
B4

dx1 ∧ dx2 ∧ dx3 ∧ dx4 = 4

∫
B4

dV.

(10.3.14)

Introducing polar coordinates (r, φ) and (ρ, θ) in the coordinate planes (x1, x2) and (x3, x4) and

using Fubini’s theorem we get

∫
B4

=

2π∫
0

2π∫
0

1∫
0

√
1−r2∫
0

rρdρdrdθdφ =

2π2

1∫
0

(r − r3)dr =
π2

2
. (10.3.15)

Hence, Vol(S3) = 2π2.

Exercise 10.10. Find the ratio
Voln(BnR)

Voln−1(Sn−1
R )

.

10.4 Work and Flux

We introduce in this section two fundamental notions of vector analysis: a work of a vector field

along a curve, and a flux of a vector field through a surface. Let Γ be an oriented smooth curve in

a Euclidean space V and T the unit tangent vector field to Γ. Let v be another vector field, defined

along Γ. The function 〈v,T〉 equals the projection of the vector field v to the tangent directions

to the curve. If the vector field v is viewed as a force field, then the integral
∫
Γ

〈v,T〉ds has the

meaning of a work WorkΓ( v) performed by the field v to transport a particle of mass 1 along the

curve Γ in the direction determined by the orientation. If the curve Γ is closed then this integral is

sometimes called the circulation of the vector field v along Γ and denoted by
∮
Γ

〈v,T〉ds. As we
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already indicated earlier, the sign
∮

in this case has precisely the same meaning as
∫

, and it is used

only to stress the point that we are integrating along a closed curve.

Consider now a co-oriented hypersurface Σ ⊂ V and denote by n the unit normal vector field

to Σ which determines the given co-orientation of Σ. Given a vector field v along Σ we will view

it as the velocity vector field of a flow of a fluid in the space. Then we can interpret the integral∫
Σ

〈v, n〉dV

as the flux FluxΣ( v) of v through Σ, i.e. the volume of fluid passing through Σ in the direction of

n in time 1.

Lemma 10.11. 1. For any co-oriented hypersurface Σ and a vector field v given in its neigh-

borhood we have

〈v, n〉σΣ = ( v Ω)Σ,

where Ω is the volume form in V .

2. For any oriented curve Γ and a vector field v near Γ we have

〈v,T〉σΓ = D( v)|Γ.

Proof. 1. For any n− 1 vectors T1, . . . , Tn−1 ∈ TxΣ we have

v Ω(T1, . . . , Tn−1) = Ω( v, T1, . . . , Tn−1) = VolP ( v, T1, . . . , Tn−1).

Using (3.3.1) we get

VolP ( v, T1, . . . , Tn−1) = 〈v, n〉Voln−1P (T1, . . . , Tn−1) =

〈v, n〉VolP ( n, T1, . . . , Tn−1) = 〈v, n〉σΣ(T1, . . . , Tn−1). (10.4.1)

2. The tangent space TxΓ is generated by the vector T, and hence we just need to check that

〈v,T〉σΓ(T) = D( v)(T). But σΓ(T) = Vol( n,T) = 1, and hence

D( v)(T) = 〈v,T〉 = 〈v,T〉σΓ(T).
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Note that if we are given a Cartesian coordinate system in V and v =
n∑
1
aj

∂
∂xj

, then

v Ω =

n−1∑
1

(−1)i−1aidx1

i
∨. . . dxn, D( v) =

n∑
1

aidxi .

Thus, we have

Corollary 10.12.

FluxΣ( v) =

∫
Σ

〈v, n〉dV =

∫
Σ

( v Ω) =

∫
Σ

n∑
1

(−1)i−1aidx1

i
∨. . . dxn;

WorkΓ( v) =

∫
Γ

〈v,T〉 =

∫
Γ

D( v) =

∫
Γ

n∑
1

aidxi.

In particular if n = 3 we have

FluxΣ( v) =

∫
Σ

a1dx2 ∧ dx3 + a2dx3 ∧ dx1 + a3dx1 ∧ dx2.

Let us also recall that in a Euclidean space V we have v Ω = ∗D(v). Hence, the equation

ω = v Ω is equivalent to the equation

v = D1
(
∗−1ω

)
= (−1)n−1D−1(∗ω).

In particular, when n = 3 we get v = D−1(∗ω). Thus we get

Corollary 10.13. For any differential (n− 1)-form ω and an oriented compact hypersurface Σ we

have ∫
Σ

ω = FluxΣ v,

where v = (−1)n−1D−1(∗ω).

Integration of functions along curves and surfaces can be interpreted as the work and the flux

of appropriate vector fields. Indeed, suppose we need to compute an integral
∫
Γ

fds. Consider the

tangent vector field v(x) = f(x)T(x), x ∈ Γ, along Γ. Then 〈v,T〉 = f and hence the integral∫
Γ fds can be interpreted as the work WorkΓ( v). Therefore, we have∫

Γ

fds = WorkΓ( v) =

∫
Γ

D( v)
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.

Note that we can also express v through ω by the formula v = D−1 ? ω, see Section 8.7.

Similarly, to compute an integral
∫
Σ

fdS let us co-orient the surface Σ with a unit normal to Σ

vector field n(x), x ∈ Σ and set v(x) = f(x) n(x). Then 〈v, n〉 = f , and hence∫
Γ

fdS =

∫
Γ

〈v, n〉dS = FluxΣ( v) =

∫
Γ

ω,

where ω = v Ω.

10.5 Integral formulas of vector analysis

We interpret in this section Stokes’ formula in terms of integrals of functions and operations on

vector fields. Let us consider again differential forms, which one can associate with a vector field

v in an Euclidean 3-space. Namely, this is a differential 1-form α = D( v) and a differential 2-form

ω = v Ω, where Ω = dx ∧ dy ∧ dz is the volume form.

Using Corollary 10.12 we can reformulate Stokes’ theorem for domains in a R3 as follows.

Theorem 10.14. Let v be a smooth vector field in a domain U ⊂ R3 with a smooth (or piece-wise)

smooth boundary Σ. Suppose that Σ is co-oriented by an outward normal vector field. Then we have

FluxΣ v =

∫ ∫ ∫
U

div vdxdydz .

Indeed, div v = ∗dω. Hence we have∫
U

div vdV =

∫
U

(?dω)dx ∧ dy ∧ dz =

∫
U

dω =

∫
Σ

ω =

∫
Σ

v Ω = FluxΣ v .

This theorem clarifies the meaning of div v:

Let Br(x) be the ball of radius r centered at a point x ∈ R3, and Sr(x) = ∂Br(x) be its

boundary sphere co-oriented by the outward normal vector field. Then

div v(x) = lim
r→0

FluxSr(x) v

Vol(Br(x))
.
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Theorem 10.15. Let Σ be a piece-wise smooth compact oriented surface in R3 with a piece-wise

smooth boundary Γ = ∂Σ oriented respectively. Let v be a smooth vector field defined near Σ. Then

FluxΣ(curl v) =

∫
Σ

〈curl v, n〉dV =

∮
Γ

v ·Tds = WorkΓ v .

To prove the theorem we again use Stokes’ theorem and the connection between integrals of

functions and differential forms. Set α = D( v). Then curl v = D−1 ? dα. We have∮
Γ

v ·Tds =

∫
Γ

α =

∫
Σ

dα = FluxΣ(D−1 ? (dα)) = FluxΣ(curl v) .

Again, similar to the previous case, this theorem clarifies the meaning of curl. Indeed, let us

denote by Dr(x, w) the 2-dimensional disc of radius r in R3 centered at a point x ∈ R3 and

orthogonal to a unit vector w ∈ R3
x. Set

c(x, w) = lim
r→0

Work∂Dr(x,w) v

πr2
.

Then

c(x, w) = lim
r→0

FluxDr(x,w)(curl v)

πr2
= lim

r→0

∫
Dr(x,w)

〈curl v, w〉

πr2
= 〈curl v, w〉.

Hence, ||curl v(x)|| = max
w

c(x, w) and direction of curl v(x) coincides with the direction of the

vector w for which the maximum value of c(x, w) is achieved.

10.6 Expressing div and curl in curvilinear coordinates

Let us show how to compute div v and curl v of a vector field v in R3 given in a curvilinear

coordinates u1, u2, u3, i.e. expressed through the coordinate vector fields ∂
∂u1

, ∂
∂u2

and ∂
∂u3

. Let

Ω = f(u1, u2, u3)du1 ∧ du2 ∧ du3

be the volume form dx1 ∧ dx2 ∧ dx3 expressed in coordinates u1, u2, u3.

Let us first compute ?(du1 ∧ du2 ∧ du3). We have

?(du1 ∧ du2 ∧ du3) = ?

(
1

f
dx1 ∧ dx2 ∧ dx3

)
=

1

f
.
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Let

v = a1
∂

∂u1
+ a2

∂

∂u2
+ a3

∂

∂u3
.

Then we have

div v = ?d( v Ω)

= ?d

((
3∑
1

ai
∂

∂ui

)
fdu1 ∧ du2 ∧ du3

)
= ?d (fa1du2 ∧ du3 + fa2du3 ∧ du1 + fa3du1 ∧ du2)

= ?

((
∂(fa1)

∂u1
+
∂(fa2)

∂u2
+
∂(fa3)

∂u3

)
du1 ∧ du2 ∧ du3

)
=

1

f

(
∂(fa1)

∂u1
+
∂(fa2)

∂u2
+
∂(fa3)

∂u3

)
=

∂a1

∂u1
+
∂a2

∂u2
+
∂a3

∂u3
+

1

f

(
∂f

∂u1
a1 +

∂f

∂u2
a2 +

∂f

∂u3
a3

)
.

In particular, we see that the divergence of a vector field is expressed by the same formulas as in

the cartesian case if and only if the volume form is proportional to the form du1 ∧ du2 ∧ du3 with

a constant coefficient.

For instance, in the spherical coordinates the volume form can be written as

Ω = r2 sinϕdr ∧ dϕ ∧ dθ , 4

and hence the divergence of a vector field

v = a
∂

∂r
+ b

∂

∂θ
+ c

∂

∂ϕ

can be computed by the formula

div v =
∂a

∂r
+
∂b

∂θ
+
∂c

∂ϕ
+

2a

r
+ c cotϕ .

The general formula for curl v in curvilinear coordinates looks pretty complicated. So instead

of deriving the formula we will explain here how it can be obtained in the general case, and then

illustrate this procedure for the spherical coordinates.

By the definition we have

4Note that the spherical coordinates ordered as (r, φ, θ) determine the same orientation of R3 as the cartesian

coordinates (x, y, z).

184



curl v = D−1 (? (d (D( v)))) .

Hence we first need to compute D( v).

To do this we need to introduce a symmetric matrix

G =


g11 g12 g13

g21 g22 g23

g31 g32 g33

 ,

where

gij = 〈 ∂
∂ui

,
∂

∂uj
〉, i, j = 1, 2, 3 .

The matrix G is called the Gram matrix.

Notice, that if D( v) = A1du1 +Bdu2 + Cdu3 then for any vector h = h1
∂
∂u1

+ h2
∂
∂u2

+ h3
∂
∂u3

.

we have

D( v)(h) = A1h1 +A2h2 +A3h3 =
(
A1 A2 A3

)
h1

h2

h3

 = 〈v, h〉 .

But

〈v, h〉 =
(
a1 a2 a3

)
G


h1

h2

h3

 .

Hence (
A1 A2 A3

)
=
(
a1 a2 a3

)
G ,

or, equivalently, because the Gram matrix G is symmetric we can write
A1

A2

A3

 = G


a1

a2

a3

 ,

and therefore,

Ai =
n∑
i=1

gijaj , i = 1, 2, 3 .
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After computing

ω = d(D( v)) = B1du2 ∧ du3 +B2du3 ∧ du1 +B3du1 ∧ du2

we compute curl v by the formula = curl v = D−1 (?ω). Let us recall (see Proposition 4.15 above)

that for any vector field w the equality Dw = ?ω is equivalent to the equality w Ω = ω, where

Ω = fdu1 ∧ du2 ∧ du3 is the volume form. Hence, if

curl v = c1
∂

∂u1
+ c2

∂

∂u2
+ c3

∂

∂u3

then we have

w Ω = fc1du2 ∧ du3 + fc2du3 ∧ du1 + fc3du1 ∧ du2,

and therefore,

curl v =
B1

f

∂

∂u1
+
B2

f

∂

∂u2
+
B3

f

∂

∂u3
.

Let us use the above procedure to compute curl v of the vector field

v = a
∂

∂r
+ b

∂

∂φ
+ c

∂

∂θ

given in the spherical coordinates. The Gram matrix in this case is the diagonal matrix

G =


1 0 0

0 r2 0

0 0 r2 sin2 ϕ

 .

Hence,

D v = adr + br2dϕ+ cr2 sin2 ϕdθ ,

and

ω = d(D v) = da ∧ dr + d(br2) ∧ dϕ+ d(cr2 sin2 ϕ) ∧ dθ

=

(
−r ∂b

∂θ
+ r2c sin 2ϕ+ r2 sin2 ϕ

∂c

∂ϕ

)
dϕ ∧ dθ

+

(
− ∂a
∂ϕ

+ r2 ∂b

∂r
+ 2br

)
dr ∧ dϕ+

(
−2rc sin2 ϕ− r2 sin2 ϕ

∂c

∂r
+
∂a

∂θ

)
dθ ∧ dr .

Finally, we get the following expression for curl v:

curl v =
−r ∂b∂θ + r2c sin 2ϕ+ r2 sin2 ϕ ∂c

∂ϕ

r2 cosφ

∂

∂r
+
− ∂a
∂ϕ + r2 ∂b

∂r + 2br

r2 cosϕ

∂

∂ϕ
+
−2rc sin2 ϕ− r2 sin2 ϕ ∂c∂r + ∂a

∂θ

r2 cosϕ

∂

∂θ
.
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Chapter 11

Applications of Stokes’ formula

11.1 Integration of closed and exact forms

Let us recall that a differential k-form ω is called closed if dω = 0, and that it is called exact if

there exists a (k − 1)-form α, called primitive of ω, such that ω = dα.

Any exact form is closed, because d(dα) = 0. Any n-form in a n-dimensional space is closed.

Proposition 11.1. a) For a closed k-form ω defined near a (k + 1)-dimensional submanifold Σ

with boundary ∂Σ we have ∫
∂Σ

ω = 0 .

b) If ω is exact k-form defined near a closed k-dimensional submanifold S then∫
S

ω = 0 .

The proof immediately follows from Stokes’ formula. Indeed, in case a) we have∫
∂Σ

ω =

∫
Σ

dω = 0 .

In case b) we have ω = dα and ∂S = ∅. Thus∫
S

dα =

∫
∅

α = 0 .

Proposition 11.1b) gives a necessary condition for a closed form to be exact.
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Example 11.2. The differential 1-form α = 1
x2+y2

(xdy − ydx) defined on the punctured plane

R2 \ 0 is closed but not exact.

Indeed, it is straightforward to check that α is exact (one can simplify computations by passing

to polar coordinates and computing that α = dϕ). To check that it is not exact we compute the

integral
∫
S α, where S in the unit circle {x2 + y2 = 1}. We have

∫
S
α =

2π∫
0

dϕ = 2π 6= 0 .

More generally, an (n− 1)-form

θn =
n∑
i=1

(−1)i−1 xi
rn
dx1 ∧

i
ˇ. . .∧dxn (dxi is missing)

is closed in Rn \ 0. However, it is not exact. Indeed, let us show that
∫

Sn−1

θn 6= 0, where Sn−1 is the

unit sphere oriented as the boundary of the unit ball. Let us recall that the volume form σSn−1 on

the unit sphere is defined as

σSn−1 = n Ω =

n∑
i=1

(−1)i−1xi
r
dx1 ∧

i
ˇ. . .∧dxn.

Notice that θn|Sn−1 = σSn−1 , and hence

∫
Sn−1

θn =

∫
Sn−1

σSn−1 =

∫
Sn−1

dV = Vol(Sn−1) > 0.

11.2 Approximation of continuous functions by smooth ones

Theorem 11.3. Let C ⊂ V be a compact domain with smooth boundary. Then any continuous

function f : C → R can be C0-approximated by C∞- smooth functions, i.e. for any ε > 0 there

exists a C∞-smooth function g : C → R such that |f(x) − g(x)| < ε for any x ∈ C. Moreover, if

the function f is already C∞-smooth in a neighborhood of a closed subset B ⊂ IntC, then one can

arrange that the function g coincides with f over B.

Lemma 11.4. There is a continuous extension of f to V .
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Sketch of the proof. Let n be the outward normal vector field to the boundary ∂C. If the

boundary is C∞-smooth then so is the vector field n. Consider a map ν : ∂C × [0, 1] → V given

by the formula ν(x, t) = x+ tn, x ∈ ∂C, t ∈ [0, 1]. The differential of ν at the points of ∂C × 0 has

rank n. (Exercise: prove this.) Hence by the inverse function theorem for a sufficiently small ε > 0

the map ν is a diffeomorphism of ∂C × [0, ε) onto U \ IntC for some open neighborhood U ⊃ C.

Consider a function F : ∂C × [0, ε)→ R, defined by the formula

F (x, t) =

(
1− 2t

ε

)
f(x)

if t ∈ [0, ε2 ] and f(x, t) = 0 if t ∈ ( ε2 , ε). Now we can extend f to U by the formula f(y) = Fν−1(y)

if y ∈ U \ C, and setting it to 0 outside U . �

Consider the function

Ψε =
1∫

Dε(0)

ψ0,εdV
ψ0,ε,

where ψ0,σ is a bump function defined above in (9.1.2). It is supported in the disc Dσ(0), non-

negative, and satisfies ∫
Dσ(0)

ΨσdV = 1.

. Given a continuous function f : V → R we define a function fσ : V → R by the formula

fσ(x) =

∫
f(x− y)Ψσ(y)dny. (11.2.1)

Then

Lemma 11.5. 1. The function fσ is C∞-smooth.

2. For any ε > 0 there exists δ > 0 such that for all x ∈ C we have |f(x)− fσ(x)| < ε provided

that σ < δ.

Proof. 1. By the change of variable formula we have, replacing the variable y by u = y − x:

fσ(x) =

∫
Dε(0)

f(x− y)Ψσ(y)dny =

∫
Dε(−x)

f(−u)Ψσ(x+ u)dnu =

∫
V

f(−u)Ψσ(x+ u)dnu.
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But the expression under the latter integral depends on x C∞-smoothly as a parameter. Hence, by

the theorem about differentiating integral over a parameter, we conclude that the function fε in

C∞-smooth.

2. Fix some σ0 > 0. The function f is uniformly continuous in Uσ0(C). Hence there exists δ > 0

such that x, x′ ∈ Uσ0(C) and ||x − x′|| < δ we have |f(x) − f(x′)| < ε. Hence, for σ < min(σ0, δ)

and for x ∈ C we have

|fσ(x)− f(x)| = |
∫

Dε(0)

f(x− y)Ψσ(y)dny −
∫

Dε(0)

f(x)Ψσ(y)dny| ≤

∫
Dε(0)

|f(x− y)− f(x)|Ψσ(y)dny ≤ ε
∫

Dε(0)

Ψσ(y)dny = ε. (11.2.2)

Proof of Theorem 11.3. Lemma 11.5 implies that for a sufficiently small σ the function g = fσ

is the required C∞-smooth ε-approximation of the continuous function f . To prove the second part

of the theorem let us assume that f is already C∞-smooth on a neighborhood U , B ⊂ U ⊂ C. Let

us choose a cut-off function σB,U constructed in Lemma 9.2 and define the required approximation

g by the formula fσ + (f − fσ)σB,U . �

Theorem 11.3 implies a similar theorem form continuous maps C → Rn by applying it to all

coordinate functions.

11.3 Homotopy

Let A,B be any 2 subsets of vector spaces V and W , respectively. Two continuous maps f0, f1 : A→

B are called homotopic if there exists a continuous map F : A×[0, 1]→ B such that F (x, 0) = f0(x)

and F (x, 1) = f1(x) for all t ∈ [0, 1]. Notice that the family ft : A → B, t ∈ [0, 1], defined by the

formula ft(x) = F (x, t) is a continuous deformation connecting f0 and f1. Conversely, any such

continuous deformation {ft}t∈[0,1] provides a homotopy between f0 and f1.

Given a subset C ⊂ A, we say that a homotopy {ft}t∈[0,1] is fixed over C if ft(x) = f0(x) for

all x ∈ C and all t ∈ [0, 1].

A set A is called contractible if there exists a point a ∈ A and a homotopy ft : A→ A, t ∈ [0, 1],

such that f1 = Id and f0 is a constant map, i.e. f1(x) = x for all x ∈ A and f0(x) = a ∈ A for all

x ∈ A.
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Example 11.6. Any star-shaped domain A in V is contractible. Indeed, assuming that it is star-

shaped with respect to the origin, the required homotopy ft : A→ A, t ∈ [0, 1], can be defined by the

formula ft(x) = tx, x ∈ A.

Remark 11.7. In what follows we will always assume all homotopies to be smooth. According to

Theorem 11.3 this is not a serious constraint. Indeed, any continuous map can be C0-approximated

by smooth ones, and any homotopy between smooth maps can be C0-approximated by a smooth

homotopy between the same maps.

Lemma 11.8. Let U ⊂ V be an open set, A a compact oriented manifold (possibly with boundary)

and α a smooth closed differential k-form on U . Let f0, f1 : A→ U be two maps which are homotopic

relative to the boundary ∂A. Then ∫
A

f∗0α =

∫
A

f∗1α.

Proof. Let F : A × [0, 1] → U be the homotopy map between f0 and f1. By assumption dα = 0,

and hence
∫

A×[0,1]

F ∗dα = 0. Then, using Stokes’ theorem we have

0 =

∫
A×[0,1]

F ∗dα =

∫
A×[0,1]

dF ∗α =

∫
∂(A×[0,1])

F ∗α =

∫
∂A×[0,1]

F ∗α+

∫
A×1

F ∗α+

∫
A×0

F ∗α

where the boundary ∂(A × [0, 1]) = (A × 1) ∩ (A × 0) ∩ (∂A × [0, 1]) is oriented by an outward

normal vector field n. Note that n = ∂
∂t on A × 1 and n = − ∂

∂t on A × 0, where we denote by t

the coordinate corresponding to the factor [0, 1]. First, we notice that F ∗α|∂A×[0,1] = 0 because the

map F is independent of the coordinate t, when restricted to ∂A × [0, 1]. Hence
∫

∂A×[0,1]

F ∗α = 0.

Consider the inclusion maps A→ A×[0, 1] defined by the formulas j0(x) = (x, 0) and j1(x) = (x, 1).

Note that j0, j1 are diffeomorphisms A → A × 0 and A → A × 1, respectively. Note that the map

j1 preserves the orientation while j0 reverses it. We also have F ◦ j0 = f0, F ◦ j1 = f1. Hence,∫
A×1

F ∗α =
∫
A

f∗1α and
∫

A×0

F ∗α = −
∫
A

f∗0α. Thus,

0 =

∫
∂(A×[0,1])

F ∗α =

∫
∂A×[0,1]

F ∗α+

∫
A×1

F ∗α+

∫
A×0

F ∗α =

∫
A

f∗1α−
∫
A

f∗0α.

�
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Lemma 11.9. Let A be an oriented m-dimensional manifold, possibly with boundary. Let Ω(A)

denote the space of differential forms on A and Ω(A× [0, 1]) denote the space of differential forms

on the product A× [0, 1]. Let j0, j1 : A→ A× [0, 1] be the inclusion maps j0(x) = (x, 0) ∈ A× [0, 1]

and j1(x) = (x, 1) ∈ A× [0, 1]. Then there exists a linear map K : Ω(A× [0, 1])→ Ω(A) such that

• If α is a k-form, k = 1, . . . ,m then K(α) is a (k − 1)-form;

• d ◦K +K ◦ d = j∗1 − j∗0 , i.e. for each differential k-form α ∈ Ωk(A× [0, 1] one has dK(α) +

K(dα) = j∗1α− j∗0α.

Remark 11.10. Note that the first d in the above formula denotes the exterior differential Ωk(A)→

Ωk(A), while the second one is the exterior differential Ωk(A× [0, 1])→ Ωk(A× [0, 1]).

Proof. Let us write a point in A × [0, 1] as (x, t), x ∈ A, t ∈ [0, 1]. To construct K(α) for a given

α ∈ Ωk(A× [0, 1] we first contract α with the vector field ∂
∂t and then integrate the resultant form

with respect to the t-coordinate. More precisely, note that any k-form α on A× [0, 1] can be written

as α = β(t) + dt ∧ γ(t), t ∈ [0, 1], where for each t ∈ [0, 1]

β(t) ∈ Ωk(A), γ(t) ∈ Ωk−1(A).

Then ∂
∂t α = γ(t) and we define K(α) =

1∫
0

γ(t)dt.

If we choose a local coordinate system (u1, . . . , um) on A then γ(t) can be written as γ(t) =∑
1≤i1<···<i≤m

hi1...ik(t)dui1 ∧ · · · ∧ duik , and hence

K(α) =

1∫
0

γ(t)dt =
∑

1≤i1<···<i≤m

 1∫
0

hi1...ik(t)dt

 dui1 ∧ · · · ∧ duik .

Clearly, K is a linear operator Ωk(A× I)→ Ωk−1(A).

Note that if α = β(t) + dt ∧ γ(t) ∈ Ωk(A× [0, 1]) then

j∗0α = β(0), j∗1α = β(1).

We further have

K(α) =

1∫
0

γ(t)dt;

dα = dA×Iα = dUβ(t) + dt ∧ β̇(t)− dt ∧ dUγ(t) = dAβ(t) + dt ∧ (β̇(t)− dAγ(t)),
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where we denoted β̇(t) := ∂β(t)
∂t and I = [0, 1]. Here the notation dA×I stands for exterior differential

on Ω(A×I) and dA denotes the exterior differential on Ω(A). In other words, when we write dAβ(t)

we view β(t) as a form on A depending on t as a parameter. We do not write any subscript for d

when there could not be any misunderstanding.

Hence,

K(dα) =

1∫
0

(β̇(t)− dAγ(t))dt = β(1)− β(0)−
1∫

0

dAγ(t)dt;

d(K(α)) =

1∫
0

dAγ(t)dt.

Therefore,

d(K(α)) +K(d(α)) = β(1)− β(0)−
1∫

0

dAγ(t)dt+

1∫
0

dAγ(t)dt

= β(1)− β(0) = j∗1(α)− j∗0(α).

�

Theorem 11.11. (Poincaré’s lemma) Let U be a contractible domain in V . Then any closed form

in U is exact. More precisely, let F : U × [0, 1]→ U be the contraction homotopy to a point a ∈ U ,

i.e. F (x, 1) = x, F (x, 0) = a for all x ∈ U . Then if ω a closed k-form in U then

ω = dK(F ∗ω),

where K : Ωk+1(U × [0, 1])→ Ωk(U) is an operator constructed in Lemma 11.9.

Proof. Consider a contraction homotopy F : U × [0, 1] → U . Then F ◦ j0(x) = a ∈ U and

F ◦ j1(x) = x for all x ∈ U . Consider an operator K : ΩU)→ Ω(U) constructed above. Thus

K ◦ d+ d ◦K = j∗1 − j∗0 .

Let ω be a closed k-form on U . Denote α := F ∗ω. Thus α is a k-form on U × [0, 1]. Note that

dα = dF ∗ω = F ∗dω = 0, j∗1α = (F ◦ j1)∗ω = ω and j∗0α = (F ◦ j0)∗ω = 0. Then, using Lemma 11.9

we have

K(dα) + dK(α) = dK(α) = j∗1α− j∗0α = ω, (11.3.1)
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i.e. ω = dK(F ∗ω). �

In particular, any closed form is locally exact.

Example 11.12. Let us work out explicitly the formula for a primitive of a closed 1-form in a

star-shaped domain U ⊂ Rn. We can assume that U is star-shaped with respect to the origin.

Let α =
n∑
1
fidxi be a closed 1-form. Then according to Theorem 11.11 we have α = dF , where

F = K(Φ∗α), where Φ : U × [0, 1]→ U is a contraction homotopy, i.e. Φ(x, 1) = x,Φ(x, 1) = 0 for

x ∈ U . Φ can be defined by the formula Φ(x, t) = tx, x ∈ U, t ∈ [0, 1]. Then

Φ∗α =
n∑
1

fi(tx)d(txi) =
n∑
1

tfi(tx)dxi +
n∑
1

xifi(tx)dt.

Hence,

K(α) =

1∫
0

∂

∂t
Φ∗α =

1∫
0

(
n∑
1

xifi(tx)

)
dt.

Note that this expression coincides with the expression in formula (9.4.1) in Section 9.4.

Exercise 11.13. Work out an explicit expression for a primitive of a closed 2-form α = Pdy∧dz+

Qdz ∧ dx+Rdx ∧ dy on a star-shaped domain U ⊂ R3.

Example 11.14. 1. Rn+ = {x1 ≥ 0} ⊂ Rn is not diffeomorphic to Rn. Indeed, suppose there exists

such a diffeomorphism f : Rn+ → Rn. Denote a := f(0). Without loss of generality we can assume

that a = 0. Then f̃ = f |Rn+\0 is a diffeomorphism Rn+ \ 0→ Rn \ 0. But Rn+ \ 0 is star-shaped with

respect to any point with positive coordinate x1, and hence it is contractible. In particular any

closed form on Rn+ \ 0 is exact. On the other hand, we exhibited above in 11.2 a closed (n− 1)-form

on Rn \ 0 which is not exact.

2. Borsuk’s theorem: There is no continuous map Dn → ∂Dn which is the identity on ∂Dn. We

denote here by Dn the unit disc in Rn and by ∂Dn its boundary (n− 1)-sphere.

Proof. Suppose that there is such a map f : Dn → ∂Dn. One can assume that f is smooth.

Indeed, according to Theorem 11.3 one can approximate f by a smooth map, keeping it fixed on

the boundary where it is the identity map, and hence smooth. Take the closed non-exact form θn

from Example 11.2 on ∂Dn. Then Θn = f∗θn is a closed (n− 1)-form on Dn which coincides with

194



θn on ∂Dn. Dn is star-shaped, and therefore Θn is exact, Θn = dω. But then θn = d(ω|∂Dn) which

is a contradiction. �

3. Brouwer’s fixed point theorem: Any continuous map f : Dn → Dn has at least 1 fixed point.

Proof. Suppose f : Dn → Dn has no fixed points. Let us define a map F : Dn → ∂Dn as follows.

For each x ∈ Dn take a ray rx from the point f(x) which goes through x till it intersects ∂Dn at a

point which we will denote F (x). The map is well defined because for any x the points x and f(x)

are distinct. Note also that if x ∈ ∂Dn then the ray rx intersects ∂Dn at the point x, and hence

F (x) = x in this case. But existence of such F is ruled out by Borsuk’ theorem. �

k-connected manifolds

A subset A ⊂ V is called k-connected, k = 0, 1, . . . , if for any m ≤ k any two continuous maps

of discs f0, f1 : Dm → A which coincide along ∂Dm are homotopic relative to ∂Dm. Thus, 0-

connectedness is equivalent to path-connectedness. 1-connected submanifolds are also called simply

connected.

Exercise 11.15. Prove that k-connectedness can be equivalently defined as follows: A is k-connected

if any map f : Sm → A, m ≤ k is homotopic to a constant map.

Example 11.16. 1. If A is contractible then it is k-connected for any k. For some classes of

subsets, e.g. submanifolds, the converse is also true (J.H.C Whitehead’s theorem) but this is

a quite deep and non-trivial fact.

2. The n-sphere Sn is (n− 1)-connected but not n-connected. Indeed, to prove that Sn−1 simply

connected we will use the second definition. Consider a map f : Sk → Sn. We first notice

that according to Theorem 11.3 we can assume that the map f is smooth. Hence, according

to Corollary 9.21 Volnf(Sk) = 0 provided that k < n. In particular, there exists a point

p ∈ Sn \ f(Sk). But the complement of a point p in Sn is diffeomorphic to Sn vis the

stereographic projection from the point p. But Rn is contractible, and hence f is homotopic

to a constant map. On the other hand, the identity map Id : Sn → Sn is not homotopic to

a constant map. Indeed, we know that there exists a closed n-form on Sn, say the form θn
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from Example 11.2, such that
∫
Sn
θn 6= 0. Hence,

∫
Sn

Id∗θn 6= 0. On the other hand if Id were

homotopic to a constant map this integral would vanish.

Exercise 11.17. Prove that Rn+1 \ 0 is (n− 1)− connected but not n-connected.

Proposition 11.18. Let U ⊂ V be a m-connected domain. Then for any k ≤ m any closed

differential k-form α in U is exact.

Proof. We will prove here only the case m = 1. Though the general case is not difficult, it requires

developing certain additional tools. Let α be a closed differential 1-form. Choose a reference point

b ∈ U . By assumption, U is path-connected. Hence, any other point x can be connected to b by

a path γx : [0, 1] → U , i.e. γx(0) = b, γx(1) = x. Let us define the function F : U → R by the

formula F (x) =
∫
γx

α. Note that due to the simply-connectedness of the domain U , any δ : [0, 1]→ U

connecting b and x is homotopic to γx relative its ends, and hence according to Lemma 11.8 we

have
∫
γx

α =
∫
δ

α. Thus the above definition of the function F is independent of the choice of paths

γx. We claim that the function F is differentiable and dF = α. Note that if the primitive of α exists

than it has to be equal to F up to an additive constant. But we know that in a sufficiently small

ball Bε(a) centered at any point a ∈ U there exists a primitive G of α. Hence, G(x) = F (x)+const,

and the the differentiability of G implies differentiablity of F and we have dF = dG = α. �

11.4 Winding and linking numbers

Given a loop γ : S1 → R2 \ 0 we define its winding number around 0 as the integral

w(γ) =
1

2π

1∫
S

θ2 =
1

2π

∫
S1

xdy − ydx
x2 + y2

,

where we orient S1 as the boundary of the unit disc in R2. For instance, if j : S1 ↪→ R2 is the

inclusion map then w(j) = 1. For the loop γn parameterized by the map t 7→ (cosnt, sinnt), t ∈

[0, 2π] we have w(γn) = n.

Proposition 11.19. 1. For any loop γ the number w(γ) is an integer.

2. If loops γ0, γ1 : S1 → R2 \ 0 are homotopic in R2 \ 0 then w(γ0) = w(γ1).
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Figure 11.1: w(Γ) = 2.

3. w(γ) = n then the loop γ is homotopic (as a loop in R2 \ 0) to the loop ζn : [0, 1] → R2 \ 0

given by the formula ζn(t) = (cos 2πnt, sin 2πnt).

Proof. 1. Let us define the loop γ parametrically in polar coordinates:

r = r(s), φ = φ(s), s ∈ [0, 1],

where r(0) = r(1) and φ(1) = φ(0) + 2nπ. The form θ2 in polar coordinates is equal to dφ, and

hence ∫
γ

α =
1

2π

1∫
0

φ′(s)ds =
φ(1)− φ(0)

2π
= n.

2. This is an immediate corollary of Proposition 11.8.

3. Let us write both loops γ and ζn in polar coordinates. Respectively,we have r = r(t), φ = φ(s)

for γ and r = 1, φ = 2πns for ζn, s ∈ [0, 1]. The condition w(γ) = n implies, in view of part 1, that

φ(1) = φ(0) + 2nπ. Then the required homotopy γt, t ∈ [0, 1], connecting the loops γ0 = γ and

γ1 = ζn can be defined by the parametric equations r = (1−t)r(s)+t, φ = φt(s) = (1−t)φ(s)+2nπst.

Note that for all t ∈ [0, 1] we have φt(1) = φt(0) + 2nπ. Therefore, γt is a loop for all t ∈ [0, 1]. �
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Figure 11.2: l(γ1, γ2) = 1.

Given two disjoint loops γ, δ : S1 → R3 (i.e. γ(s) 6= δ(t) for any s, t ∈ S1) consider a map

Fγ,δ : T 2 → R3 \ 0, where T 2 = S1 × S1 is the 2-torus, defined by the formula

Fγ,δ(s, t) = γ(s)− δ(t).

Then the number

l(γ, δ) :=
1

4π

2∫
T

F ∗γ,δθ3 =
1

4π

2∫
T

F ∗γ,δ

(
xdy ∧ dz + ydz ∧ dx+ zdx ∧ dy

(x2 + y2 + z2)
3
2

)

is called the linking number of loops γ, δ.1

Exercise 11.20. Prove that

1. The number l(γ, δ) remains unchanged if one continuously deforms the loops γ, δ keeping

them disjoint;

2. The number l(γ, δ) is an integer for any disjoint loops γ, δ;

1This definition of the linking number is due to Carl Friedrich Gauss.
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3. l(γ, δ) = l(δ, γ);

4. Let γ(s) = (cos s, sin s, 0), s ∈ [0, 2π] and δ(t) = (−1 + 1
2 cos t, 0, 1

2 sin t), t ∈ [0, 2π]. Then

l(γ, δ) = 1.

11.5 Properties of k-forms on k-dimensional manifolds

A k-form α on k-dimensional submanifold is always closed. Indeed, dα is a (k+ 1)-form and hence

it is identically 0 on a k-dimensional manifold.

Remark 11.21. Given a k-dimensional submanifold A ⊂ V , and a k-form α on V , the differential

dxα does not need to vanish at a point x ∈ A. However, dαx|Tx(A) does vanish.

The following theorem is the main result of this section.

Theorem 11.22. Let A ⊂ V be an orientable compact connected k-dimensional submanifold,

possibly with boundary, and α a differential k-form on A.

1. Suppose that ∂A 6= ∅. Then α is exact, i.e. there exists a (k − 1)-form β on A such that

dβ = α.

2. Suppose that A is closed, i.e. ∂A = ∅. Then α is exact if and only if
∫
A

α = 0.

To prove Theorem 11.22 we will need a few lemmas.

Lemma 11.23. Let Ik be the k-dimensional cube {−1 ≤ xj ≤ 1, j = 1, . . . , k}.

1. Let α be a differential k-form on Ik such that

Supp(α) ∩
(

0× Ik−1 ∪ [0, 1]× ∂Ik−1
)

= ∅.

Then there exists a (k−1)-form β such that dβ = α and such that Supp(β)∩
(
−1× Ik−1 ∪ [−1, 1]× ∂Ik−1

)
=

∅.

2. Let α be a differential k-form on Ik such that Supp(α) ⊂ Int Ik and
∫
Ik

= 0. Then there exists

a (k − 1)-form β such that dβ = α and Supp(β) ⊂ Int Ik.
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Proof. We have

α = f(x1, . . . , xk)dx1 ∧ · · · ∧ dxk,

In the first case of the lemma the function f vanishes on 0 × Ik−1 ∪ [−1, 1] × ∂Ik−1. We will look

for β in the form

β = g(x1, . . . , xk)dx2 ∧ · · · ∧ dxk.

Then

dβ =
∂g

∂x1
(x1, . . . , xk)dx1 ∧ dx2 ∧ · · · ∧ dxk.

and hence the equation dβ = α is equivalent to

∂g

∂x1
(x1, . . . , xk) = f(x1, . . . , xk).

Hence, if we define

g(x1, . . . , xk) :=

x1∫
−1

f(u, x2, . . . , xk)du,

then the form β = g(x1, . . . , xk)dx2 ∧ · · · ∧ dxk has the required properties.

The second part of the lemma we will prove here only for the case k = 2. The general case can

be handled similarly by induction over k. We have in this case Supp(f) ⊂ Int I2 and
∫
I2
fdS = 0.

Let us denote h(x2) :=
1∫
−1

f(x1, x2)dx1. Note that h(u) = 0 if u is sufficiently close to −1 or 1.

According to Fubini’s theorem,
1∫
−1

h(x2)dx2 = 0. We can assume that f(x1, x2) = 0 for x1 ≥ 1− ε,

and hence
u∫
−1

f(x1, . . . , xk−1, t)dt = h(x1, . . . , xk−1) for u ∈ [1 − ε, 1]. Consider any non-negative

C∞-function θ : [1−ε, 1]→ R such that θ(u) = 1 for u ∈ [1−ε, 1− 2ε
3 ] and θ(u) = 0 for u ∈ [1− ε

3 , 1].

Define a function g1 : I2 → R by the formula

g1(x1x2) =


x1∫
−1

f(u, x2)du, x1 ∈ [−1, 1− ε],

h(x2)θ(x1), x1 ∈ (1− ε, 1].

Denote β1 = g1(x1, x2)dx2. Then dβ = α on [−1, 1− ε]× [0, 1] and dβ1 = h(x2)θ′(x1)dx1 ∧ dx2 on

[1− ε, 1]× [0, 1]. Note that Supp(β1) ⊂ Int I2.
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Let us define

g2(x1, x2) :=


0, x1 ∈ [−1, 1− ε],

θ′(x1)
x2∫
−1

h(u)du, x1 ∈ (1− ε, 1]

and denote β2 = g2(x1, x2)dx1. Then dβ2 = 0 on [−1, 1− ε]× [−1, 1] and

dβ2 = −h(x2)θ′(x1)dx1 ∧ dx2

on [1−ε, 1]×[−1, 1]. Note that g2(x1, 1) = −θ′(x1)
1∫
−1

h(u)du = 0. Taking into account that h(u) = 0

when u is sufficiently close to−1 or 1 we conclude that h(x1, x2) = 0 near ∂I2, i.e. Supp(β2) ⊂ Int I2.

Finally, if we define β = β1 + β2 then we have dβ = α and Supp(β) ⊂ Int I2. �

The following lemma is a special case of the, so-called, tubular neighborhood theorem.

Lemma 11.24. Let A ⊂ V be a compact k-dimensional submanifold with boundary. Let φ :

[−1, 1] → A be an embedding such that φ(1) ∈ ∂A, φ′(1) ⊥ Tφ(1)(∂A) and φ([0, 1)) ⊂ IntA.

Then the embedding φ can be extended to an embedding Φ : [−1, 1]× Ik−1 → A such that

• Φ(t, 0) = φ(t), for t ∈ [−1, 1], 0 ∈ Ik−1;

• Φ(1× Ik−1) ⊂ ∂A, Φ([−1, 1)× Ik−1) ⊂ IntA;

• ∂Φ
∂t (1, x) /∈ T (∂A) for all x ∈ Ik−1.

There are many ways to prove this lemma. We will explain below one of the arguments.

Proof. Step 1. We first construct k − 1 ortonormal vector fields ν1, . . . , νk along Γ = φ([−1, 1])

which are tangent to A and normal to Γ. To do that let us denote by Nu the normal (k − 1)-

dimensional space Nu to TuΓ in TuA. Let us observe that in view of compactness of Γ there is an

ε > 0 with the following property: for any two points u = φ(t), u′ = φ(t′) ∈ Γ, t, t′ ∈ [−1, 1], such

that |t − t′| ≤ ε the orthogonal projection Nu → Nu′ is non-degenerate (i.e. is an isomorphism).

Choose N < 1
2ε and consider points uj = φ(tj), where tj = −1 + 2j

N , j = 1, . . . N . Choose any

orthonormal basis ν1(0), . . . , νk(0) ∈ Nu0 , parallel transport these vectors to all points of the arc

Γ1 = φ([−1, t1]), project them orthogonally to the normal spaces Nu in these points, and then

orthonormalize the resulted bases via the Gram-Schmidt process. Thus we constructed orthonormal

vector fields ν1(t), . . . νk(t) ∈ Nφ(t), t ∈ [−1, t1]. Now we repeat this procedure beginning with the
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basis ν1(t1), . . . νk(t1) ∈ Nφ(t1) = Nu1 and extend the vector fields ν1, . . . , νk to Γ2 = φ([t1, t2]).

Continuing this process we will construct the orhonormal vector fields ν1, . . . , νk along the whole

curve Γ.2

Step 2. Consider a map Ψ : [−1, 1]× Ik−1 → V given by the formula

Ψ(t, x1, . . . , xk−1) = φ(t) + σ

k−1∑
1

xjνj(t), t, x1, . . . , xk−1 ∈ [−1, 1],

where a small positive number σ will be chosen later. The map Ψ is an embedding if σ is chosen

small enough.3 Unfortunately the image Ψ([−1, 1] × Ik−1) is not contained in A. We will correct

this in the next step.

Step 3. Take any point a ∈ A and denote by πa the orthogonal projection V → TaA. Let us make

the following additional assumption (in the next step we will show how to get rid of it): there exists

a neighborhood U 3 a = φ(1) in ∂A such that πa(U) ⊂ Na ⊂ TaA. Given ε > 0 let us denote by

Bε(a) the (k− 1)-dimensional ball of radius ε in the space Nα ⊂ TaA. In view of compactness of A

one can choose an ε > 0 such that for all points a ∈ Γ there exists an embedding ea : Bε(a) → A

such that πa ◦ ea = Id. Then for a sufficiently small σ < ε√
k−1

the map Ψ̃ : [−1, 1] × Ik−1 → A

defined by the formula

Ψ̃(t, x) = eφ(t) ◦Ψ(t, x), t ∈ [−1, 1], x ∈ Ik−1

is an embedding with the required properties.

Step 4 It remains to show how to satisfy the additional condition at the boundary point φ(1) ∈

Γ ∩ ∂A which were imposed above in Step 3. Take the point a = φ(1) ∈ Γ ∩ ∂A. Without loss of

generality we can assume that a = 0 ∈ V . Choose an orthonormal basis v1, . . . , vn of V such that

v1, . . . , vk ∈ Na and vk is tangent to Γ and pointing inward Γ. Let (y1, . . . , yn) be the corresponding

cartesian coordinates in V . Then there exists a neighborhood U 3 a in A which is graphical in

these coordinates and can be given by

yj = θj(y1, . . . , yk), j = k + 1, . . . , n, ε ≥ yk ≥ θk(y1, . . . , yk−1), |yi| ≤ ε, i = 1, . . . , k − 1,

2Strictly speaking, the constructed vector fields only piece-wise smooth, because we did not make any special

precautions to ensure smoothness at the points uj , j = 1, . . . , N−1. This could be corrected via a standard smoothing

procedure.
3Exercise: prove it!
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where all the first partial derivatives of the functions θk, . . . , θn vanish at the origin. Take a C∞

cut-off function σ : [0,∞)] → R which is equal to 1 on [0, 1
2 ] and which is supported in [0, 1] (see

Lemma 9.2). Consider a map F given by the formula

F (y1, . . . , yn) = (y1, . . . , yk−1, yk − θk(y1, . . . , yk−1)σ

(
||y||
ε

)
, yk+1, . . . , yn).

For a sufficiently small ε > 0 this is a diffeomorphism supported in an ε-ball in V centered in the

origin. On the other hand, the manifold Ã = F (A) satisfies the extra condition of Step 3. �

Lemma 11.25. Let A ⊂ V be a (path)-connected submanifold with a non-empty boundary. Then

for any point a ∈ A there exists an embedding φa : [−1, 1] → A such that φa(0) = a, φa(1) ∈ ∂A

and φ′a(1) ⊥ Tφa(1)(∂A).

Sketch of the proof. Because A is path-connected with non-empty boundary, any interior point

can be connected by a path with a boundary point. However, this path need not be an embedding.

First, we perturb this path to make it an immersion ψ : [−1, 1]→ A, i.e. a map with non-vanising

derivative. This can be done as follows. As in the proof of the previous lemma we consider a suffi-

ciently small partition of the path, so that two neighboring subdivision points lie in a coordinate

neighborhood. Then we can connect these points by a straight segment in these coordinate neigh-

borhoods. Finally we can smooth the corners via the standard smoothing procedure. Unfortunately

the constructed immersed path ψ may have self-intersection points. First, one can arrange that

there are only finitely many intersections, and then “cut-out the loops”, i.e. if ψ(t1) = ψ(t2) for

t1 < t2 we can consider a new piece-wise smooth path which consists of ψ|[−1,t1] and ψ|[t2,1] The

new path has less self-intersection points, and thus continuing by induction we will end with a

piece-wise smooth embedding. It remains to smooth again the corners. �

Proof of Theorem 11.22. 1. For every point a ∈ A choose an embedding φa : [−1, 1]→ A, as in

Lemma 11.25, and using Lemma 11.24 extend φa to an embedding Φa : [−1, 1] × Ik−1 → A such

that

- Φa(t, 0) = φ(t), for t ∈ [−1, 1], 0 ∈ Ik−1;

- Φa(1× Ik−1) ⊂ ∂A, Φa([−1, 1)× Ik−1) ⊂ IntA;

- ∂Φa
∂t (1, x) /∈ T (∂A) for all x ∈ Ik−1.
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Due to compactness of A we can choose finitely many such embeddings Φj = Φaj , j = 1, . . . , N ,

such that
N⋃
1

Φj((−1, 1]× Int(Ik−1) = A. Choose a partition of unity subordinated to this covering

and split the k-form α as a sum α =
K∑
1
αj , where each αi is supported in Φj((−1, 1] × Int(Ik−1))

for some j = 1, . . . , N . To simplify the notation we will assume that N = K and each αj is

supported in Φj((−1, 1] × Int(Ik−1)), j = 1, . . . , N . Consider the pull-back form α̃j = Φ∗jαj on

Ik = [−1, 1]×Ik−1. According to Lemma 11.23.1 there exists a (k−1)-form β̃j such that Supp(β̃j) ⊂

(−1, 1]× Int(Ik−1) and dβ̃j = α̃j . Let us transport the form β̃j back to A. Namely, set βj equal to

(Φ−1
j )∗β̃j on Φj((−1, 1] × Int(Ik−1)) ⊂ A and extend it as 0 elsewhere on A. Then dβj = αj , and

hence d(
N∑
1
βj) =

N∑
1
αj = α.

2. Choose a point a ∈ A and parameterize a coordinate neighborhood U ⊂ A by an embedding

Φ : Ik → A such that Φ(0) = a. Take a small closed ball Dε(0) ⊂ Ik ⊂ Rk and denote D̃ = Φ(Dε(0)).

Then Ã = A \ Int D̃ is a submanifold with non-empty boundary, and ∂Ã = ∂D̃. Let us use part

1 of the theorem to construct a form β̃ on Ã such that dβ̃ = α|
Ã

. Let us extent the form β̃ in

any way to a form, still denoted by β̃ on the whole submanifold A. Then dβ̃ = α + η where

Supp(η) ⊂ D̃ ⊂ Int Φ(Ik). Note that∫
Φ(Ik)

η =

∫
A

η =

∫
A

α−
∫
A

dβ̃ = 0

because
∫
A

α = 0 by our assumption, and
∫
A dβ̃ = 0 by Stokes’ theorem. Thus,

k∫
I

Φ∗η = 0, and

hence, we can apply Lemma 11.23.2 to the form Φ∗η on Ik and construct a (k − 1)-form λ on

Ik−1 such that dλ = Φ∗η and Supp(λ) ⊂ Int Ik. Now we push-forward the form λ to A, i.e. take

the form λ̃ on A which is equal to (Φ−1)∗λ on Φ(Ik) and equal to 0 elsewhere. Finally, we have

d(β̃ + λ̃) = dβ̃ + η = α, and hence β = β̃ + λ̃ is the required primitive of α on A. �

Corollary 11.26. Let A be an oriented compact connected k-dimensional submanifold with non-

empty boundary and α a differential k-form on A from Theorem 11.22. Then for any smooth map

f : A→ A such that f |∂A = Id we have ∫
A

f∗α =

∫
A

α.
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Proof. According to Theorem 11.22.1 there exists a form β such that α = dβ. Then∫
A

f∗α =

∫
A

f∗dβ =

∫
A

df∗β =

∫
∂A

f∗β =

∫
∂A

β =

∫
A

α.

�

Degree of a map

Consider two closed connected oriented submanifolds A ⊂ V , B ⊂W of the same dimension k. Let

ω be an n-form on B such that
∫
B

ω = 1. Given a smooth map f : A→ B the integer deg(f) :=
∫
A

f∗ω

is called the degree of the map f .

Proposition 11.27. 1. Given any two k-forms on B such
∫
B

ω =
∫
B

ω̃ we have
∫
A

f∗ω =
∫
A

f∗ω̃,

for any smooth map f : A → B, and thus deg(f) is independent of the choice of the form ω

on B with the property
∫
A

ω = 1.

2. If the maps f, g : A→ B are homotopic then deg(f) = deg(g).

3. Let b ∈ B be a regular value of the map f . Let f−1(b) = {a1, . . . , ad}. Then

deg(f) =
d∑
1

sign(detDf(aj)).

In particular, deg(f) is an integer number.

Proof. The second part follows from Lemma 11.8. To prove the first part, let us write ω̃ = ω + η,

where
∫
B

η = 0. Using Theorem 11.22.2 we conclude that η = dβ for some (k − 1)-form β on B.

Then ∫
A

f∗ω̃ =

∫
A

f∗ω +

∫
A

f∗η =

∫
A

f∗ω +

∫
A

df∗β =

∫
A

f∗ω.

Let us prove the last statement of the theorem. By the inverse function theorem there exists a

neighborhood U 3 b in B and neighborhoods U1 3 a1, . . . , Ud 3 ad in A such that the restrictions

of the map f to the neighborhoods U1, . . . , Ud are diffeomorphisms f |Uj : Uj → U , j = 1, . . . , d. Let

us consider a form ω on B such that Suppω ⊂ U and
∫
B

ω =
∫
U

ω = 1. Then

deg(f) =

∫
A

f∗ω =

d∑
1

∫
Uj

f∗ω =

d∑
1

sign(detDf(aj)),
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because according to Theorem ?? we have∫
Uj

f∗ω = sign(detDf(aj))

∫
U

ω = sign(detDf(aj)).

for each j = 1, . . . , d. �

Remark 11.28. Any continuous map f : A→ B can be approximated by a homotopic to f smooth

map A → B, and any two such smooth approximations of f are homotopic. Hence this allows us

to define the degree of any continuous map f : A→ B.

Exercise 11.29. 1. Let us view R2 as C. In particular, we view the unit sphere S1 = S1
1(0) as the

set of complex numbers of modulus 1:

S1 = {z ∈ C; |z| = 1}.

Consider a map hn : S1 → S1 given by the formula hn(z) = zn, z ∈ S1. Then deg(hn) = n.

2. Let f : Sn−1 → Sn−1 be a map of degree d. Let p± be the north and south poles of Sn+1, i.e.

p± = (0, . . . , 0,±1). Given any point x = (x1, . . . , xn+1) ∈ Sn \ {p+, p−} we denote by π(x) the

point
1√
n∑
1
x2
j

(x1, . . . , xn) ∈ Sn−1

and define a map Σf : Sn → Sn by the formula

Σf(x) =


p±, if x = p±,(√

n∑
1
x2
jf(π(x)), xn+1

)
, if x 6= p±.

Prove that deg(Σ(f)) = d.4

3. Prove that two maps f, g : Sn → Sn are homotopic if and only if they have the same degree.

In particular, any map of degree n is homotopic to the map hn. (Hint: For n=1 this follows from

Proposition 11.19. For n > 1 first prove that any map is homotopic to a suspension.)

4. Give an example of two non-homotopic orientation preserving diffeomorphisms T 2 → T 2. Note

that the degree of both these maps is 1. Hence, for manifolds, other than spheres, having the same

degree is not sufficient for their homotopy.

4The map Σf is called the suspension of the map f .
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5. Let γ, δ : S1 → R3 be two disjoint loops in R3. Consider a map F̃γ,δ : T 2 → S2 defined by the

formula

F̃γ,δ(s, t) =
γ(s)− δ(t)
||γ(s)− δ(t)||

, s, t ∈ S1.

Prove that l(γ, δ) = deg(F̃γ,δ). Use this to solve Exercise 11.20.4 above.
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